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Abstract

Since the inception of lattice QCD, significant effort has been invested into ex-

ploring hadronic spectra, both to shed light upon the nature and properties of

various states, and to test the validity of the methodology itself. Critical chal-

lenges in this endeavour are the judicious selection of interpolating operators, and

the choice of calculation paradigm within which these operators are utilised to

extract observables.

In this thesis both of these challenges are addressed. Focusing on the topical

nucleon sector, various local five-quark interpolating fields are introduced and

spectroscopic calculations are performed with them. These local multi-hadron

operators of interest give rise to diagrams that contain loop propagators that

necessarily require a different calculation recipe. Stochastic estimation techniques

are utilised to evaluate these propagation amplitudes, and a method to smear

these propagators is developed.

The variational method for extracting hadronic excitations is then examined

by producing spectra with a variety of operator bases. Fitting a single-state

ansatz to the eigenstate-projected correlators is demonstrated to provide robust

energies for the low-lying spectrum that are essentially invariant despite originat-

ing from qualitatively different bases.

In the negative-parity nucleon sector, the introduction of local five-quark op-

erators permits the extraction of a state consistent with the S-wave πN scattering

threshold, while in the positive-parity channel the excited state spectrum remains

essentially unchanged under the addition of the local five-quark operators. De-

spite the use of multiple five-quark operators with qualitatively different quark,

γ-matrix and parity structures, the overlap of local five-quark operators with

five-quark scattering states is found to be low.

Non-local five-quark interpolating fields are then introduced, and stochastic

noise minimisation techniques are developed in order to combat the computa-

tional difficulties introduced by these operators. Explicitly projecting momenta

xi
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onto single-hadron pieces of these non-local multi-hadron operators is known to

provide significantly enhanced overlap with scattering states and as such we per-

form this projection enabling a presentation of a proof of principle calculation in

the negative parity nucleon sector.

Furthermore, the calculation methodology and associated algorithms to eval-

uate correlators directly from n-quark operators are developed with a high degree

of generality, forming the basis for a rich spectrum of future work in a wide variety

of channels.
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Chapter 1

Introduction

Formulated as a fundamental Quantum Field Theory (QFT), the Standard Model

(SM) has been remarkably successful at describing a wide range of physical phe-

nomena. Since its inception in the 1970’s, the SM has offered a level of agree-

ment with experiment not only unprecedented in theoretical particle physics, but

inimitable throughout physics more generally. It classifies all currently known

subatomic particles, and provides a framework within which three of Nature’s

four fundamental forces can be studied.

Quantum Chromodynamics (QCD) is the part of the SM that deals with the

strong interaction, the fundamental force that binds quarks and gluons to make

up the hadrons. As the name suggests, QCD describes the dynamics of colour

charge, the QCD analogue of electric charge. All six flavours of quark carry a

colour charge, as do the gluons which act as mediators of the strong interaction.

The fact that the force mediator itself carries the charge that discriminates the

force mediation gives rise to self interactions, and this, along with the presence of

three distinct colour charges, sets the QCD gauge group to be the non-Abelian

SU(3). These self interactions give rise to a host of peculiar phenomena, such as

asymptotic freedom, colour confinement1 and dynamical mass generation which

is responsible for the vast majority of the mass of everyday objects.

In particular, asymptotic freedom has ramifications for the methods we are

able to employ in order to study QCD. Asymptotic freedom means the coupling

constant has the somewhat non-intuitive property that as we probe high en-

ergy scales, or equivalently small distances, the coupling constant is small, while

at low energies, or equivalently large distances, its value is large. Consequently,

1In fact, at the time of writing a one million US dollar prize is available from the Clay

Mathematics Institute for providing an analytic proof of confinement.

1



CHAPTER 1. INTRODUCTION 2

while probing high energy scales the established perturbative techniques of Quan-

tum Electrodynamics (QED) present an entirely satisfactory framework to study

strong interaction physics.

Naturally however, the low-energy regime in which we live is a region of signif-

icant interest. Due to the aforementioned non-perturbative complexity of QCD,

and consequently the large coupling constant, traditional perturbative techniques

are not a viable option. One is therefore left with a choice between continuum

phenomenological models, and ab-initio non-continuum techniques. In this work

we employ the latter, using the only known ab-initio non-perturbative formalism

to study QCD, that of lattice QCD. Within this approach space-time is discre-

tised onto a 4-D hypercube, enabling Monte Carlo simulations to be performed

on state-of-the-art massively parallel supercomputers. Before outlining the tech-

nical details of the discretisation we begin our discussion with an overview of the

continuum theory we aim to simulate.



Chapter 2

Quantum Chromodynamics

As with any Quantum Field Theory, one natural place to commence its discussion

is the axiomatic Lagrangian. The Lagrangian density that governs the dynamics

of strongly interacting particles in continuum QCD, LQCD, is given by

LQCD =

Nf∑
i=1

ψ̄i(x) (iγµDµ −mi)ψi(x)− 1

2
Tr(FµνF

µν), (2.1)

where colour and Dirac indices have been suppressed for brevity. Here Nf is

the number of flavours, ψi(x) is a Dirac 4-spinor representing the fermion field

with flavour i, γµ are the γ-matrices in the Dirac representation and Dµ is the

covariant derivative

Dµ = ∂µ + igAµ. (2.2)

In the full SM1, spontaneous symmetry breaking, (including in the chiral elec-

troweak sector), gives rise to a current quark mass, mi, which is equated to the

bare mass at the scale of the cutoff in regularising the theory. Here g is the cou-

pling constant and Aµ is the gluon field which is proportional to the generators

of the gauge group SU(3) [1], λa, as

Aµ(x) =
∑
a

λa

2
Aaµ(x). (2.3)

The field strength tensor Fµν which can be expressed as the commutator of co-

variant derivatives

igFµν = [Dµ, Dν ], (2.4)

1Throughout this work we examine pure QCD and as such avoid further complications such

as the presence of a strong CP term in the Lagrangian.

3
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is given by

Fµν(x) =
∑
a

λa

2
F a
µν(x), (2.5)

where

F a
µν = ∂µA

a
ν − ∂νAaµ − gfabcAbµAcν , (2.6)

and fabc are the structure constants [1]. As will become evident further on in this

chapter, the action S is a useful quantity to consider. Our QCD action, SQCD is

given by taking the space-time integral of the Lagrangian density in Eq. (2.1).

That is,

SQCD =

∫
d4xLQCD

=

∫
d4x ψ̄(x) (iγµDµ −m)ψ(x)− 1

2

∫
d4xTr(FµνF

µν)

= SF + SG, (2.7)

where SF and SG are the fermion and gauge contributions to the action respec-

tively and the sum over flavour indices has been taken to be implicit. However,

we are interested in calculating quantities in Euclidean, not Minkowski time and

as such perform the transformation t→ −iτ . Performing this transformation we

acquire the Euclidean action2

SEucl.
QCD =

∫
d4x ψ̄(x) (γµDµ +m)ψ(x) +

1

2

∫
d4xTr(FµνFµν)

= SEucl.
F + SEucl.

G . (2.8)

Henceforth, references to the action refer to the Euclidean action SEucl.
QCD. It is

then elementary to verify that the fermionic portion satisfies the Dirac equation

and hence provides the desired dynamics. Meanwhile, the gauge portion

SG[A] =
1

2

∫
d4xTr(FµνFµν) =

1

4

∫
d4xTr(F a

µνF
a
µν), (2.9)

bears a noteworthy similarity to the gauge action of QED. Each term in the

colour sum, indexed by a, has the familiar form of the QED action with the

difference manifesting itself in the non-linearity of the colour components of the

field strength tensor. Considering Equation (2.6), we can see that while the first

two terms are familiar from QED, the QCD field strength tensor admits a third

2As we are now in Euclidean space there is no longer any need to distinguish between

covariant and contravariant indices. We therefore write all such indices as subscripts.
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term quadratic in the gauge field. As the QCD gauge action is quadratic in

the field strength tensor, substitution leads to the presence of cubic and quartic

terms in the gauge field that are not present in QED. It is these terms that give

rise to three and four gluon vertex Feynman diagrams, allowing self-interaction,

ultimately leading to the most prominent feature of QCD, colour confinement.

This action must now be quantised.

2.1 The Path Integral Formalism

The usual approach to quantise a field theory is via the path integral (PI) for-

malism, whereby a given process is represented by a sum over all possible paths

weighted by the action we encountered in Eq. (2.7).

Within a field theoretic formalism such as QCD, information about the physics

of the system is gleaned from correlation functions, which are a set of vacuum

expectation values of time ordered products of field operators. As such, we begin

our treatment with a discussion of the path integral formalism via the introduction

of the generating functional in Euclidean space.

Focusing first on the fermionic degrees of freedom, this functional is given by

Z =

∫
DψDψ̄ e−S[ψ,ψ̄]. (2.10)

Here the integration measure Dφ for a field φ represents an integral over all pos-

sible field values at all space-time points3, S denotes the Euclidean action, while

ψ and ψ̄ are Grassmann variables representing the fermion fields. In the presence

of fermion source fields η and η̄ the generating functional is then expressed as

Z[η, η̄] =

∫
DψDψ̄ exp

[∫
d4x(−L(x) + η̄(x)ψ(x) + η(x)ψ̄(x))

]
. (2.11)

Throughout this work, we concern ourselves with the evaluation of two-point

correlation functions. For a two-point function from x to y for the fermion fields

ψ and ψ̄ (i.e. the fermion propagator) the correct terms are obtained via

〈Ω|Tψ(y) ψ̄(x)|Ω〉 =
1

Z0

(
δ

δη̄(y)

)(
− δ

δη(x)

)
Z[η, η̄]

∣∣
η,η̄=0

, (2.12)

where

Z0 =

∫
DψDψ̄ exp

[
−
∫
d4xL(x)

]
. (2.13)

3Reference [2] further discusses functional integration.
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Invoking the definition of the functional derivative given by∫
d4xφ(x)

δF

δψ
:= lim

ε→0

F [ψ + εφ]− F [ψ]

ε
=

d

dε
F [ψ + εφ]

∣∣
ε=0
, (2.14)

for a smooth test function φ, we can evaluate functionals of the form F1[ψ] =

exp
[∫
d4xψ(x) ρ(x)

]
, as

δF1[ψ]

δψ
= ρ(x)F1[ψ]. (2.15)

Equation 2.12 can then be evaluated obtaining

〈Ω|Tψ(y) ψ̄(x)|Ω〉 =

∫
D(ψ̄ψ)ψψ̄ exp

(
− ψ̄Mψ

)∫
D(ψ̄ψ) exp

(
− ψ̄Mψ

) , (2.16)

where M = (γµDµ +m) is the fermion matrix and

D(ψ̄ψ) =
N∏
i=1

dψ̄i dψi. (2.17)

Using the Mathews-Salam Formula4∫
D(η̄η) exp

(
− η̄Mη

)
= detM, (2.18)

together with the property5∫
D(η̄η) ηη̄ exp

(
− η̄Mη

)
=
(

detM
)
M−1, (2.19)

we obtain

〈Ω|Tψ(y) ψ̄(x)|Ω〉 = M−1(y, x). (2.20)

That is, the fermion propagator is given by the inverse of the fermion matrix.

The evaluation of propagators on the lattice in the presence of the gauge field is

discussed in Section 3.3.

Expectation Values

We can now apply the path integral formalism to calculate vacuum expectation

values of operators, and hence observables. Observables in QCD are given by [5]

〈O〉 =
1

Z

∫
DψDψ̄DA O[ψ, ψ̄, A] e−S

Eucl.[ψ,ψ̄,A], (2.21)

4For a derivation see for example [3] and [4].
5A derivation of this property along with further discussion on the calculus of Grassmann

variables can be found in Reference [2].
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where

Z =

∫
DψDψ̄DA e−S

Eucl.[ψ,ψ̄,A]. (2.22)

Equation 2.21 can then be evaluated using Grassmann algebra giving [2]

〈O〉 =
1

Z

∫
DA O(M−1, Aµ) det(M(Aµ))e−

1
2

∫
d4xTr(FµνFµν). (2.23)

We can then observe from 2.23 that observables are calculated by performing the

path integral over all possible vacuum gauge field configurations Aµ, while the

operator O corresponding to the observable of interest is a function of the inverse

of the fermion matrix, and the gauge field. The determinant encodes the role of

the quark vacuum loops, and is computationally expensive. Earlier lattice simu-

lations used the quenched approximation (for example [6–8]) setting this value to

a constant, effectively turning off sea quark loops. In recent years developments

in technology and lattice techniques render this technique unnecessary, using in-

stead dynamical fermions which encode the dynamics of sea quark vacuum loops.

This concludes our discussion of continuum QCD and the formalism within which

observables are calculated.

2.2 QCD on the Lattice

As discussed in our introductory chapter, throughout this work we employ the

only known ab-initio non-perturbative approach to study strong interaction physics,

that of Lattice QCD. This first principles approach allows the evaluation of am-

plitudes without the introduction of ad hoc assumptions or approximations, a

feature that renders it particularly attractive.

2.2.1 Discretising QCD

We proceed via the discretisation of space-time onto a 4-D hypercube

xµ → a nµ (2.24)

where a is the lattice spacing, and nµ are the sites on the lattice. The introduc-

tion of a, the minimum allowed distance, brings along an associated maximum

momentum p = π
a

which regularises the theory ensuring all loop integrals are fi-

nite6. Evidently, we have finite compute resources and therefore restrict ourselves

6Regularisation in perturbation theory can be performed in a similar way via the intro-

duction of a momentum cut-off, although in that regime other techniques such as dimensional

regularisation are also available.
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to simulations in a finite volume

V = L3
s Lt = a3

s atN
3
s Nt. (2.25)

Here as and at are the relevant lattice spacings in the spatial and temporal di-

rections respectively that have corresponding lengths Ls and Lt while Ns and Nt

are the number of lattice sites. Naturally, in quantised space-time infinitesimal

distances are undefined, so we replace integrals with sums∫
d4x→ a4

∑
x

, (2.26)

and derivatives with finite differences

∂µ ψ(x)→ 1

2a

[
ψ(n+ µ̂)− ψ(n− µ̂)

]
, (2.27)

enabling us to discretise the fermion and gauge actions.

2.2.2 The Fermion Action on the Lattice

On the lattice the free fermion action (setting Aµ = 0) is then given by

SF

∣∣∣
Aµ=0

= a4
∑
n∈L

ψ̄(n)

[
4∑

µ=1

γµ
ψ(n+ µ̂)− ψ(n− µ̂)

2a
+mψ(n)

]
. (2.28)

Gauge fields are then necessarily introduced when imposing gauge invariance.

While it is physically clear that we must have global gauge invariance7, the prin-

ciple of gauge invariance insists our action must also be invariant under the local

gauge transformations

ψ(n)→ ψ′(n) = Ω(n)ψ(n), ψ̄(n)→ ψ̄′(n) = ψ̄(n) Ω†(n), (2.29)

where Ω(n) ∈ SU(3) is an independent SU(3) matrix at each space-time point

and is therefore Hermitian. If we define the gauge transformation of the field

Uµ(n) to be

Uµ(n)→ U ′µ(n) = Ω(n)Uµ(n) Ω†(n+ µ̂), (2.30)

then

ψ̄(n)Uµ(n)ψ(n+ µ̂)→ ψ̄′(n)U ′µ(n)ψ′(n+ µ̂)

= ψ̄(n) Ω†(n) Ω(n)Uµ(n) Ω†(n+ µ̂) Ω(n+ µ̂)ψ(n+ µ̂)

7Which in our case is satisfied due to the unitarity of elements of SU(3).
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= ψ̄(n)Uµ(n)ψ(n+ µ̂), (2.31)

and hence

SF = a4
∑
n∈L

ψ̄(n)

[
4∑

µ=1

γµ
Uµ(n)ψ(n+ µ̂)− U−µ(n)ψ(n− µ̂)

2a
+mψ(n)

]
(2.32)

is gauge invariant. This is known as the naive discretisation of the fermion action.

These gauge fields Uµ(n), have both a direction µ and position n associated with

them, and are therefore referred to as link variables. In (2.32)

U−µ(n) ≡ U †µ(n− µ̂) (2.33)

relates the negatively oriented link variables, U−µ(n), to the positively oriented

Uµ(n− µ̂). Equations (2.33) and (2.30) can then be used to deduce the property

U−µ(n)→ U ′−µ(n) = Ω(n)U−µ(n)Ω†(n+ µ̂), (2.34)

which in turn can be utilised to demonstrate the naive fermion action in Equation

(2.32) is in fact gauge invariant. Unfortunately, this naive discretisation leads to

the infamous doubling problem, where the discretised propagator admits 16 zeros,

compared to the continuum propagator which we are attempting to model which

has a single zero. The difficulty is manifest in the momentum representation

D̃(p) = m+
i

a

4∑
µ=1

γµ sin(pµa), (2.35)

where sin(pµa) vanishes when all components of pµ are either 0 or π
a
. This gives

rise to 24 = 16 zeros, of which only the physical zero at (0, 0, 0, 0) is desired.

Wilson Fermions

Fortunately, Wilson saw a solution to this problem [9]. The tactic is to add the

so-called Wilson term to the Dirac operator, such that all unwanted poles are

removed while retaining the continuum action in the continuum limit. The new

Dirac operator is given by

D̃(p) = m+
i

a

4∑
µ=1

γµ sin(pµa) +
1

a

4∑
µ=1

(
1− cos(pµa)

)
. (2.36)

Using the property [
a+ iγµbµ

]−1

=
a− iγµbµ
a2 + bµbµ

, (2.37)
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we obtain the inverse

D̃−1(p) =
m+ a−1

∑
µ

(
1− cos(pµa)

)
− ia−1γµ sin(pµa)[

m+ a−1
∑

µ

(
1− cos(pµa)

)]2

+
∑

µ sin2(pµa)
. (2.38)

The new term then makes a contribution of 2/a at pµ = π/a, effectively giving the

doublers a mass of m+ 2n/a (where n is the number of momentum components

with pµ = π/a). In the continuum limit the doublers therefore become infinitely

heavy and decouple from the theory. The Wilson action can then be written as

S =

∫
d4xψ̄(x)

[
/∇+

ra

2
∆ +m

]
ψ(x), (2.39)

where

∆ =
1

a2

4∑
µ=1

[
2− Tµ − T †µ

]
, (2.40)

and

/∇ = γµ∇µ =
1

2a
γµ
[
Tµ − T †µ

]
. (2.41)

Here the transport operator Tµ is given

Tµ ψ(n) = ψ(n+ µ̂), T †µ ψ(n) = ψ(n− µ̂), (2.42)

and we set the Wilson parameter r to unity as is the usual practice.

Improvement Schemes

It is elementary to demonstrate via Taylor expanding the Wilson-Dirac operator

DW that

DW = /D +O(a). (2.43)

The computational simulation cost typically scales as some inverse power of a,

rendering actions with O(a) discretisation error non-optimal. We endeavour to

improve this in the same way as we eradicated the fermion doubling problem,

by allowing ourselves to add terms to the action that decrease the error so long

as they vanish in the continuum limit. After writing the Wilson-Dirac operator

in terms of transport operators, Taylor expanding and making use of various

identities we can rewrite DW as

DW +mbare = /D +m+
ag

4
σ · F +O(a2). (2.44)

where the bare lattice mass

mbare = m+
am2

2
. (2.45)
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Subtracting off the piece with the field strength tensor then decreases the dis-

cretisation error to O(a2) giving the Sheikholeslami-Wohlerts action [10] and is

given by

SSW = SW −
ag

4
ψ̄(x)σ · F (x)ψ(x). (2.46)

Discretising the Field Strength Tensor

In order to properly define the action in Eq. (2.46) on the lattice we must

discretise the field strength tensor. We commence by recalling from Equation 2.4

that8

igFµν = [Dµ, Dν ], (2.47)

and hence

[Dµ, Dν ]
†[Dµ, Dν ] = g2FµνFµν . (2.48)

We then define an analogous discretised version

[∇+
µ ,∇+

ν ]†[∇+
µ ,∇+

ν ] = g2F+
µνF

+
µν (2.49)

where

∇+
µ =

1

a

(
Tµ − 1

)
. (2.50)

Observing

[∇+
µ ,∇+

ν ] =
1

a2
[Tµ, Tν ], (2.51)

we are able to write

g2F+
µνF

+
µν = [∇+

µ ,∇+
ν ]†[∇+

µ ,∇+
ν ]

=
1

a4
[Tµ, Tν ][Tµ, Tν ]

†

=
1

a4

(
TµTν − TνTµ

)(
T †νT

†
µ − T †µT †ν

)
=
(
2− Pµν − P †µν

)
, (2.52)

where we have made use of the unitarity of Tµ, and set

Pµν = TµTνT
†
µT
†
ν . (2.53)

Pµν is known as the plaquette, and is the smallest possible closed loop on the

lattice. We adopt the standard practice of writing

Pµνψ(n) = Uµν(n)ψ(n) (2.54)

8The author found Reference [11] particularly useful in outlining this derivation.
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and henceforth using Uµν(n), which is the product of the links U , starting at the

point n on the lattice, in the order prescribed by (2.53). That is,

Uµν(n) = Uµ(n)Uν(n+ aµ̂)U †µ(n+ aν̂)U †ν(n). (2.55)

n

µ

ν

Figure 2.1: A pictorial representation of the plaquette Uµν(n), the smallest pos-

sible closest loop on the lattice.

Combining (2.55) and (2.52) we observe

F+
µν(n)F+

µν(n) =
1

a4g2

(
1− U †µν(n)

)(
1− Uµν(n)

)
. (2.56)

However, F+
µν(n) as defined above is not Hermitian while its continuum analogue

is. We therefore consider the substitution Dµ → ∇µ in Equation 2.4 and look for

a discretised solution to

[∇µ,∇ν ]ψ(n) = igF cl.
µν (n)ψ(n). (2.57)

It can then be shown via the Taylor expansion of ∇µ, its commutator properties

and the unitarity of the gauge links that

F cl.
µν (n) =

1

2iga2

(
Cµν(n)− C†µν(n)

)
(2.58)

is a solution to (2.57) where Cµν is defined as

Cµν(n) =
1

4

(
Uµν(n) + U−νµ(n) + Uν−µ(n) + U−µ−ν(n)

)
. (2.59)

We note that F cl.
µν (n) is then equal to the continuum field strength tensor up to

O(a2).
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n

µ

ν

Figure 2.2: A pictorial representation of the term contributing to the clover

Cµν(n).

Figure 2.2 presents a pictorial representation of the contributions to the so-

called clover term Cµν(n), and consequently demonstrates why the Sheikholeslami-

Wohlerts action is sometimes referred to as the clover action when this discreti-

sation of the field strength tensor is used. This fermion action is the most com-

monly used action throughout this work followed by the Fat Link Irrelevant Clover

(FLIC) Action.

The Fat Link Irrelevant Clover Action

The Fat Link Irrelevant Clover (FLIC) action has a number of advantages over

other actions. The fermion matrix inversion that is required in the generation of

dynamical gauge configurations and propagators is more efficient than inversions

with the Wilson or Clover actions [12]9. The spin projection trick can also be

utilised to improve efficiency [15]. Furthermore, the use of smeared links, called

“fat links”, in the irrelevant dimension-5 terms also filter out short distance fluc-

tuations associated with large perturbative renormalisations of operators.

There are two methods of smearing the fat links that have been used in this

research and as such we detail them here. Historically, link smearing was first

performed with APE smearing whereby the gauge covariant averaging procedure

Uµ(n)→ U ′µ =
(
1− α

)
Uµ(n) +

α

6

∑
±ν 6=µ

Uν(n)Uµ(n+ aν̂)U †ν(n+ aµ̂)

9Propagators generated with the Clover action also display singular behaviour at low quark

masses, consequently prohibiting the use of course lattices [13, 14].
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=
(
1− α

)
Uµ(n) +

α

6

∑
±ν 6=µ

Ξ†µν(n) (2.60)

is performed followed by a projection back to SU(3) as the group isn’t closed

under addition. Here α denotes the smearing fraction. The fat link UFL
µ which

maximizes

Re Tr
(
UFL
µ U ′†µ

)
(2.61)

is then selected by iterating over the three SU(2) diagonal subgroups of SU(3).

However, the projection back to SU(3) is not unique and therefore can be-

come problematic. Consequently the alternative stout link smearing has gained

popularity [16]. The recipe starts with a weighted sum of staples

Cµ(n) = ρµν(n) Ξµν(n), (No Sum over µ.) (2.62)

where the weights ρµν(n) are typically taken to be isotropic and are set to 0.7 in

this research. Defining

Ωµ(n) = Cµ(n)U †µ(n), (2.63)

and

Qµ(n) =
i

2

[(
Ω†µ(n)− Ωµ(n)

)
− 1

N
Tr
(
Ω†µ(n)− Ωµ(n)

)]
, (2.64)

then permits the evaluation of the fat links by the transformation

Uµ(n)→ U ′µ = exp
(
iQµ(n)

)
Uµ(n). (2.65)

The FLIC action can then written as

Dflic = /∇+
1

2

(
∆− 1

2
σ · F

)
+m, (2.66)

where ∆ and F have been constructed with fat links. /∇ is constructed with

“normal” links as smearing removes short-distance physics, and it is therefore

preferable to only smear operators that vanish in the continuum limit. Further

details on the FLIC action and illustrative examples of its use can be found in

References [17–20].

2.2.3 Mean Field Improvement

Naturally, we desire our lattice actions and operators to exhibit behaviour as

close as possible to their continuum analogues. However, if we Taylor expand our

gauge field Uµ(n) as

Uµ(n)→ 1 + iagAµ(n) + . . . (2.67)
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then higher order terms don’t contain increasing powers of a as might be expected.

These contributions are known as tadpole terms and contain additional powers

of iagAµ(n), negating the higher powers of a as A2
µ ∝ 1/a2. The tadpole terms

therefore scale with powers of g, which is not sufficiently small in the region of

interest. Consequently, we define the mean field parameter u0 as

u0 =

〈
1

3
Re TrUµν(n)

〉 1
4

n,µ<ν

, (2.68)

and perform the transformation

Uµ(n)→ Uµ(n)

u0

, (2.69)

in our action and all relevant operators. This transformation compensates for the

tadpole terms, resulting in an operator that exhibits more similar behaviour to

its continuum analogue. Further discussion on mean field improvement can be

found in Reference [21].

2.2.4 The Gauge Action on the Lattice

Now that we possess an action to use in the creation of the fermions, we proceed

by turning our attention toward the gauge action. Recall from Equation 2.55

that the smallest non-trivial closed loop on the lattice is given by the plaquette

Uµν(n) = Uµ(n)Uν(n+ aµ̂)U †µ(n+ aν̂)U †ν(n). (2.70)

It is well known that the relation between link variables and algebra valued gauge

fields can be written as

Uµ(n) = P exp

(
ig

∫ a

0

dλAµ(n+ λµ̂)

)
≈ exp

(
igaAµ(n)

)
, (2.71)

and hence

Uµν(n) = eiagAµ(n)eiagAν(n+aµ̂)e−iagAµ(n+aν̂)e−iagAν(n). (2.72)

As the QCD gauge group of SU(3) is non-Abelian, one can employ the Baker-

Campbell-Hausdorff formula along with Taylor expansions of Aµ(n+ ν̂) and the

definition of the field strength tensor to show

Uµν(n) = exp
(
ia2gFµν +O(a3)

)
. (2.73)
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Upon further Taylor expansion we find

Uµν = 1 + ia2gFµν −
a4g2

4
FµνF

µν +O(a6), (2.74)

and hence taking the real portion of the trace we obtain∑
x

Re
[
Tr
(
I − Uµν

)]
=
∑
x

a4g2

4
Tr
(
FµνF

µν
)

+O(a6), (2.75)

which has a remarkably similar form to the continuum gauge action presented in

Equation 2.9. Setting β = 6/g2 we are then able to write

SG =
a4

2

∑
x

∑
µ,ν

Tr
(
FµνF

µν
)

= β
∑
x

∑
µ<ν

1

3
Re
[
Tr
(
I − Uµν

)]
, (2.76)

where careful attention has been paid to the summation in order to avoid double

counting of plaquettes. This discretisation is known as the Wilson gauge action.

Further details can be found in reference [22].

Gauge Action Improvements

Just as we have applied improvement schemes to the fermion action to remove

errors up to a given order, the same tactic can be applied to the gauge action.

Upon substituting our definition of the field strength tensor in Equation 2.58 into

the gauge action we find higher loops of rectangles R2×1
µν and R1×2

µν , as well as a

“half clover” Rh.cl
µν loop in addition to plaquette terms. As Rh.cl

µν has a higher mul-

tiplicity per lattice site, and consequently higher computational cost, we proceed

by writing down an improved version of the gauge action based on only plaquettes

and rectangles. The so-called plaquette plus rectangle gauge action SPRG is given

by

SPRG =
β

3

∑
n

∑
µ<ν

Re
[
Tr
{
CP
(
1−Uµν(n)

)
+CR

(
1−R2×1

µν (n)
)

+CR
(
1−R1×2

µν (n)
)}]

,

(2.77)

where CP and CR are constants that determine the relative weightings of the

plaquette and rectangle terms. One can then expand the Wilson loops and pick

values of CP and CR in order to enforce the absence of O(a4) errors, which

naturally can be extended to higher order in a similar manner [23]. However,

beyond one loop perturbation theory this method becomes particularly laborious.

Consequently, non perturbative renormalisation group (RG) inspired improved

can be utilised, which is motivated via the consideration of an action without
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cutoff effects at a given order. Such an action is constructed via the following

procedure.

• For the set of field variables {ψ} defined with a cutoff a, introduce a new

set of so-called “coarse grained” variables {ψ′} with some new cutoff a′.

• Integrate out the fine grained variables to obtain a new action

e−βS
′(ψ′) =

∫
dψ e−β[T (ψ′,ψ)+S(ψ)]. (2.78)

Here βT (ψ′, ψ) relates the course grained variables to the fine grained ones

and is known as the blocking kernel.

This procedure can be repeated multiple times, leading to increasingly compli-

cated actions that are necessarily truncated in practice. Throughout our work we

use the RG inspired action, known as the Iwasaki action [24]. It is constructed

with a plaquette and rectangle and is given by

SPRG =
β

3

∑
n

∑
µ<ν

Re
[
Tr
{
CP
(
1−Uµν(n)

)
+CR

(
1−R2×1

µν (n)
)

+CR
(
1−R1×2

µν (n)
)}]

.

(2.79)

Here βplaq. = βc0 and βrect. = βc1, with the normalization condition c0 + 8c1 = 1.

The Iwasaki action sets c1 = −0.331. This concludes our introduction to QCD

and its discretisation on the 4-D hypercubic lattice.



Chapter 3

Spectroscopy in Lattice QCD

Now that we possess a well defined formalism for quantising QCD onto a space-

time hypercube we proceed by discussing the implementation of a numerical spec-

troscopic calculation.

3.1 Correlation Matrix Techniques

Spectroscopic calculations begin by judiciously choosing a basis of N operators,

χi
1, that is sufficiently large such that the states of interest in the spectrum

are contained within the span. An N × N matrix, Gij(~p, t), of cross correlation

functions is then constructed as

Gij(~p, t) =
∑
~x

e−i~p·~x
〈

Ω
∣∣χi(~x, t)χj(~0, tsrc) ∣∣Ω 〉. (3.1)

If one selects a specific parity to project out at ~p = ~0 using the operator

Γ± =
1

2
(γ0 ∓ I) , (3.2)

the correlation function can then be written as a sum of terms exponentially

proportional to the mass

Gij(t) =
∑
α

λαi λ̄
α
j e−mαt. (3.3)

Here λ̄αj and λαi are the couplings of our creation and annihilation operators χj
and χi to the source and sink respectively, while α enumerates energy eigenstates

1The terms “operator”, “interpolator”, “interpolating field” and “interpolating operator”

are all henceforth used interchangeably.

18
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of mass mα. However, QCD admits a multitude of states with a particular set of

quantum numbers. Consequentially, the operators χi couple to multiple states in

the spectrum. We therefore search for new operators φ̄α and φα that are linear

combinations of χi such that φ̄α and φα couple to a single energy eigenstate. That

is,

φ̄α = χ̄j u
α
j and φα = χi v

α
i (3.4)

is chosen such that
〈

Ω
∣∣φα ∣∣β〉 ∝ δαβ. We can readily see from Equation 3.3 that

Gij(t0 + dt)uαj = e−mαdt Gij(t0)uαj , (3.5)

for eigenvectors uαj . Left and right multiplying by G−1(t0) then leads to the

eigenvalue equations [
G−1(t0)G(t0 + dt)

]
ij
uαj = cα uαi (3.6)

vαi
[
G(t0 + dt)G−1(t0)

]
ij

= cα vαj , (3.7)

with eigenvalue cα = e−mαdt. These can be solved for a particular choice of

variational parameters (t0, dt), yielding the values uαi and vαj that are required for

the construction of our optimised operators φ̄α and φα. In the ensemble average

Gij is a symmetric matrix, so we enforce this symmetry using 1
2

(Gij + Gji) in its

place ensuring that the eigenvalues in Equations 3.6 and 3.7 are equal. Utilising

uαi and vαj we can then diagonalise our correlation matrix, leaving us with a matrix

that is equivalent to one constructed with the optimised operators φ̄α and φα.

We therefore define this eigenstate projected correlator as

Gα(t) = vαi Gij(t)uαj . (3.8)

Further analysis details can be found in reference [25]. It is worthwhile noting

however, that Gα(t) may contain a mixture of more than one energy eigenstate

if the operator basis fails to appropriately span the spectrum in the region of

interest. Evidently, this is undesired and we consider the following cases in which

this may occur.

1. At small Euclidean time separations from the source, the number of states

participating in the correlation matrix analysis may be greater than the

number of operators, leaving us with insufficient degrees of freedom to reli-

ably extract states. We therefore endeavour to perform our mass extraction

at sufficiently late Euclidean times, exponentially suppressing heavier ex-

cited states.
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2. The operators used either couple poorly to the states of interest in the

spectrum, or it isn’t possible to form a linear combination of them to isolate

a particular state. This issue is investigated using a variety of different

operators and projections as discussed in following chapters.

Given the eigenstate projected correlator, and making use of the fact that the

correlator is exponentially proportional to the energy we can analyse the effective

mass at ~p = ~0 given by

Meff (t) = ln

(
Gα(t)

Gα(t+ 1)

)
, (3.9)

which is constant in regions in which it is dominated by a single energy eigenstate.

Constant fits are performed through the use of a covariance-matrix based χ2

analysis, where we fit a plateau with χ2/dof as close as possible to one. In

considering the acceptable range of χ2/dof we do not enforce a lower limit, as

small values typically reflect large uncertainties as opposed to an incorrect result

associated with a systematic error. Fits with a χ2/dof > 1.2 are rejected on

the basis that they’re contaminated by nearby states not yet isolated in the

analysis. Naturally, any points with uncertainties larger than the central value

are discarded. Typical fits to effective plots are illustrated in Figure 3.1 while

further details of our analysis can be found in reference [26].

3.2 Interpolating Operators

Now that we have outlined a well defined formalism for extracting a mass given

an interpolating operator, we turn our attention to the interpolators themselves.

The states of interest within a given spectrum, and hence the operators used

to isolate said states, are classified by their flavour structure, total spin, isospin

and parity. There are a number of standard operators used to calculate various

baryons and mesons in the literature [27–34]. The relevant meson and baryon

operators for our work are detailed in Table 3.1. In the case of more exotic

five-quark operators the Clebsch-Gordan coefficients (See Appendix B) are used

to ensure the correct isospin. The construction of these operators is covered as

necessary in later chapters.
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Figure 3.1: Typical effective mass fits for positive-parity (left) and negative-parity

(right) nucleon excitations. The left plot shows a fit to the first positive-parity

excitation of a 4× 4 correlation matrix. The fitted mass of 2.11(4) GeV provides

χ2/dof = 0.17. The plot on the right hand side shows a fit to the lowest-lying

state in the negative-parity sector. It is sourced from a 6× 6 correlation matrix.

The fitted mass of 1.58(3) GeV corresponds to χ2/dof = 0.87. We note that an

earlier fit including t = 20 provides χ2/dof = 1.22, reflecting the systematic drift

in the effective mass at early times.

Particle Interpolator χ(x) Isospin I Isospin Projection I3

Proton χp1
1√
2
εabc
[
uTa(x)Cγ5 d

b(x)
]
uc(x) 1

2
+1

2

Proton χp2
1√
2
εabc
[
uTa(x)C db(x)

]
γ5 u

c(x) 1
2

+1
2

Neutron χn1
1√
2
εabc
[
uTa(x)Cγ5 d

b(x)
]
dc(x) 1

2
−1

2

Neutron χn2
1√
2
εabc
[
uTa(x)C db(x)

]
γ5 d

c(x) 1
2

−1
2

Pion π+ −d̄e(x) γ5 u
e(x) 1 +1

Pion π0 − 1√
2

[
d̄e(x) γ5 d

e(x)− ū(x)e γ5 u
e(x)

]
1 0

a+
0 Meson −d̄(x) I u(x) 1 +1

a0
0 Meson − 1√

2

[
d̄(x) I d(x)− ū(x) I u(x)

]
1 0

σ Meson 1√
2

[
d̄(x) I d(x) + ū(x) I u(x)

]
0 0

Table 3.1: The classification of various particles relevant to this work and their

corresponding standard two- and three-quark interpolating fields.
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3.3 Stochastic Propagator Techniques

While performing spectroscopic calculations with the meson and baryon opera-

tors listed in Table 3.1, the Grassmann algebra of the path integral is applied

enabling us to write the correlator in terms of propagators. As this is somewhat

analogous to the application of Wick’s theorem encountered in perturbation the-

ory, we henceforth refer to this as performing Wick contractions. The propagator

representing the propagation amplitude from creating a quark of flavour f at

space-time point x to annihilating a quark of the same flavour at space-time

point y, with explicit spin and colour indices is given by,

Sabf,αβ(y, x) = 〈0|qf ;a
α (y)q̄f ;b

β (x)|0〉. (3.10)

However, as seen in Equation 3.1, the source is generally fixed to a specific lattice

point meaning that x = ~0. The only propagators that arise in the calculation of

correlators from standard baryon and meson operators detailed in Table 3.1 are

then2 S(x, 0) and S(0, x) which can be evaluated in terms of S(x, 0) using the

γ5-hermiticity property of the lattice Dirac operator

Sbaβα(0, x) =
(
γ5 S

ab
αβ(x, 0) γ5

)∗
. (3.11)

The standard point-to-all propagator, S(x, 0), is calculated by inverting the

fermion matrix M . We solve,

Mab
αβ(y, x)Sbc0βλ0

(x, 0) = ηac0αλ0
(y, 0), (No sum over c0, λ0) (3.12)

for each possible choice of colour index c0 and Dirac index λ0. Here

ηac0αλ0
(y, 0) =

∑
~y′

FN(~y, ~y ′) δac0 δαλ0 δ~y′~0 δtt0 , (3.13)

where FN(~y, ~y ′) denotes the standard smearing function being applied N times.

Further details of this smearing function FN(~y, ~y ′) along with the standard it-

erative smearing scheme with which it is applied can be found in reference [27].

The Stabalised Bi-Conjugate Gradient algorithm [35] is then used to perform the

inversion. However, upon considering Table 3.1 one can imagine constructing

multi-hadron operators χ that contain q̄ fields and χ operators that contain q

fields. This gives rise to new types of so-called loop propagators: the loop prop-

agator at the source point 0, denoted S(0, 0), and the one at the sink point x,

2Henceforth, indices such as colour, flavour and spin may be omitted for brevity.
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denoted S(x, x). S(0, 0) is clearly a subset of the standard point-to-all propagator

S(x, 0), while S(x, x) necessarily requires a source at each lattice point. Using the

same inversion algorithm as in the S(x, 0) case to calculate S(x, x) then becomes

a significantly expensive exercise. We therefore resort to stochastically estimat-

ing inverse matrix elements. The recipe begins via the generation of random

independent noise vectors η with the properties of white noise [36]. That is,〈
ηaα(x) η†bβ(y)

〉
= δxy δab δαβ, (3.14)

with colour indices a, b, spin indices α, β and space-time indices x, y. Correspond-

ing solution vectors are then calculated by inverting against the fermion matrix

M ,

χ(y) = M−1(y, z) η(z). (3.15)

Multiplying both sides of (3.15) from the right by η†(x) we then obtain

〈χ(y) η†(x)〉 = M−1(y, z) 〈η(z) η†(x)〉. (3.16)

Recalling that we demonstrated that the propagator is given by the inverse of the

fermion matrix in Equation (2.20) and that Equation (3.14) implies 〈η(z) η†(x)〉 =

δxy, it is then evident that the stochastic estimate of a propagator is then given

by

Sabαβ(y, x) =
〈
χaα(y) η†bβ (x)

〉
. (3.17)

An improved estimate of the propagator can be obtained by averaging over mul-

tiple noise vectors. Dilution in time, spin and colour also provides a prudent

method to reduce variance [37]. In the case of full dilution in spin, colour and

time the ensemble of diluted noise vectors {η[a′α′t′]} is then given by

η[a′α′t′]
aα (x) = δaa′ δαα′ δtt′ ηaα(x), (3.18)

where the [a′ α′ t′] labels correspond to dilution indices and the intrinsic quark

field indices are specified by colour a, spin α, space ~x and time t. Each of the

diluted source vectors is then inverted, giving rise to the corresponding solution

vector

χ[a′α′t′] = M−1η[a′α′t′]. (3.19)

The stochastic estimate of the propagator then becomes

S(y, x) '
〈 ∑
a′,α′,t′

χ[a′α′t′](y) η[a′α′t′]†(x)
〉
, (3.20)
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where colour and spin indices are now implicit for clarity. Comparing Equation

(3.20) with Equation (3.17) it becomes clear that the diluted estimate requires

ncolour × nspin × ntime more inversions. Indeed, in the limit that the spatial index

is also fully diluted, the source vector consists of only a single non-zero entry,

meaning the relation in Equation (3.20) becomes an equality. While full spatial

dilution is computationally infeasible, it is evident from its consideration that

dilution provides an improved estimate of the matrix inverse.

3.3.1 Smearing Stochastic Propagators

As discussed in Section 3.1 a spectroscopy calculation involves the judicious choice

of operators that possess varying levels of overlap with states of interest. In ad-

dition to picking different Dirac structures that alter the spin flavour contribu-

tions, we can also perform Gaussian smearing on the quark fields in the operator,

thereby changing the operator’s overlap with a given state. We therefore proceed

by outlining the technology required to perform source and sink smearing.

Let the propagator with m iterations of smearing applied at the sink and n

iterations applied at the source be denoted by S(m,n)(y, x). In the case of point-

to-all propagators S(m,n)(y, 0) we fix the source point at x = 0. Starting with a

point source ψ(0), we then apply n iterations of Gaussian smearing pre-inversion

to obtain the smeared source ψ(n) = Hn ψ(0), where

H ψ(x) = (1− α)ψ(x) +
α

6

3∑
µ=1

{
Uµ(x)ψ(x+ aµ̂) + U †µ(x− aµ̂)ψ(x− aµ̂)

}
,

(3.21)

and α specifies the smearing fraction. S(m,n)(y, 0) is then obtained by applying

sink smearing post-inversion.

The application of smearing to construct a stochastically estimated propagator

S(m,n)(y, x) is somewhat different. The set of (diluted) noise and solution vectors

{η, χ} is first constructed, and an estimate of the smeared propagator is then

given by

S(m,n)(x, y) = 〈χ(m)(x)η(n)†(y)〉, (3.22)

where χ(m) = Hmχ is the result of m iterations of Gaussian smearing applied

to the (diluted) solution vectors, and η(n) = Hnη is similarly constructed from

the (diluted) noise vectors. Note that the smearing is applied after (any dilution

and) the solution vectors have been calculated. Loop propagators S(m,m)(x, x),
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Figure 3.2: A comparison of correlators calculated with one stochastically esti-

mated propagator (denoted “stochastic”) to those calculated with no stochastic

propagators (denoted “standard”). Results are presented for the pion (left) and

the ground state nucleon (right).

can then be calculated via the application of the above formulae in the case

y = x. We note here that this method allows access to multiple levels of smearing

without the need for further inversions.

In order to determine how many noise vectors are required in the estimate of

the stochastic propagator, we aim to achieve similar statistical errors as in the

standard point-to-all case. To explore this we insert one stochastic propagator

into the pion and nucleon correlators, with standard point-to-all propagators

being used for the remaining quark lines. Results using four noise vectors per

stochastic propagator are presented in Figure 3.2. Across all three smearing levels,

comparable statistical uncertainty to the standard case is achieved, demonstrating

the four noise vectors per stochastic propagator is sufficient. Further simulation

details along with a technical discussion can be found in reference [26].

3.4 Direct Correlator Evaluation

At this point we possess the required technology to evaluate correlators arising

from local multi-hadron operators. As we discuss in subsequent chapters, re-

producing states associated with scattering thresholds is of significant interest

in lattice QCD. Unfortunately, the overlap of local multi-hadron operators with

multi-particle states can be highly suppressed due to the lack of explicit mo-

mentum projection (see Chapter 4), making extraction of states associated with

scattering thresholds troublesome. We therefore endeavour to calculate the cor-
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relator in such a manner so as to be able to explicitly specify the momentum of

each single-hadron piece in our multi-hadron operator, thereby achieving a larger

coupling strength with scattering states. For example, we may want to produce a

Nucleon-Pion type operator where the pion and nucleon are each explicitly given

back-to-back momentum. Clearly, in order to be able to perform independent

momentum projections we necessarily need to introduce associated independent

spatial indices. That is, a five-quark Nucleon-Pion type interpolator of the form

εabc
[
qa(x) Γ1 q

b(x)
]
Γ2 q

c(x)
[
qe(x)Γ3q

e(x)
]

(3.23)

would become

εabc
[
qa(x) Γ1 q

b(x)
]
Γ2 q

c(x)
[
qe(y)Γ3q

e(y)
]

(3.24)

allowing the momentum at x given to the nucleon type contribution to be distinct

from the momentum at y given to the pion type contribution. However, these

new operators bring new computational challenges. Performing the relevant Wick

contractions as done previously introduces the all-to-all propagator S(y, x). The

most straight-forward implementation in this manner not only raises prohibitive

storage problems, but also requires a formidably expensive loop nesting of space-

time points. We therefore resort to calculating the correlator directly from the

interpolating fields [38], and proceed by considering the case of the nucleon cal-

culated with the standard χ1 operator introduced in Section 3.2. By inspecting

Equation (3.1) the correlator for the χ1(y)χ1(x) correlation matrix entry is then

given by

G11(~p, ~p′, t) =
∑
~x

e−i~p·~x
∑
~y

e−i~p
′·~y 〈Ω

∣∣χ1(~y, t)χ1(~x, tsrc)
∣∣Ω 〉. (3.25)

Here

χ1(y)χ1(x) = −1

2
εabcεa

′b′c′
[(
uTa(y)(Cγ5)db(y)

)
uc(y) ūc

′
(x)
(
d̄b

′
(x)(Cγ5)ūTa

′
(x)
)]
.

(3.26)

Substituting (3.26) into the vacuum expectation value portion of (3.25) and per-

forming all possible contractions we obtain

〈Ω|χ1(y)χ̄1(x)|Ω〉 = −1

2
εabcεa

′b′c′
[
Scc

′

u (y, x)Tr
[
(Cγ5)Sbb

′

d (y, x)(Cγ5)Saa
′T

u (y, x)
]

− Sca′u (y, x)(Cγ5)TSbb
′T

d (y, x)(Cγ5)TSac
′

u (y, x)
]
. (3.27)

Naturally, Sf denotes the quark propagator of flavour f . Introducing explicit

Dirac indices and substituting in the expression for the stochastic propagator
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given in Equation (3.20) we obtain

〈Ω|χ1(y)χ̄1(x)|Ω〉 = −1

2
εabcεa

′b′c′×[∑
i

χc;λ1;u;i(y) η†c
′;λ′

1;u;i (x) (Cγ5)αβ
∑
i′

χb;β2;d;i′(y) η†b
′;β′

2;d;i′ (x) (Cγ5)β
′α′

×
∑
i′′

χa;α
3;u;i′′(y) η†a

′;α′

3;u;i′′(x)
]

−
[∑

i

χc;λ1;u;i(y) η†a
′;α′

1;u;i (x) (Cγ5)T ;α′β′
[∑

i′

χb;β2;d;i′(y) η†b
′;β′

2;d;i′ (x)
]T

(Cγ5)T ;βα

×
∑
i′′

χa;α
3;u;i′′(y) η†c

′;λ′

3;u;i′′(x)
]
.

(3.28)

Here, the superscript indices on source and solution vectors refer to colour and

spin, while the subscript indices refer to source vector number, flavour and dilu-

tion indices respectively. Rearranging we obtain,

〈Ω|χ1(y)χ̄1(x)|Ω〉 = −1

2
εabcεa

′b′c′×[∑
i

∑
i′

∑
i′′

χa;α
3;u;i′′(y) (Cγ5)αβ χb;β2;d;i′(y)χc;λ1;u;i(y)

× η†c′;λ′1;u;i (x) η†b
′;β′

2;d;i′ (x) (Cγ5)β
′α′
η†a

′;α′

3;u;i′′(x)
]

−
[∑

i

∑
i′

∑
i′′

χa;α
3;u;i′′(y) (Cγ5)αβ χb;β2;d;i′(y)χc;λ1;u;i(y)

× η†c′;λ′3;u;i′′(x) η†b
′;β′

2;d;i′ (x) (Cγ5)β
′α′
η†a

′;α′

1;u;i (x)
]
.

(3.29)

Taking the Dirac indices and dilution sums to be implicit, and transforming the

source and solution vectors of flavour f as

ηf → qf ; χf → qf (3.30)

we obtain

〈Ω|χ1(y)χ̄1(x)|Ω〉 ∼ −1

2
εabcεa

′b′c′×[(
ua3(y) (Cγ5) db2(y)

)
uc1(y)× uc′1 (x)

(
d
b′

2 (x) (Cγ5)ua
′

3 (x)
)]

−
[(
ua3(y) (Cγ5) db2(y)

)
uc1(y)× uc′3 (x)

(
d
b′

2 (x) (Cγ5)ua
′

1 (x)
)]
, (3.31)

where the nested dilution sum is taken to be implicit. A cursory inspection reveals

that the present terms are of the form χ(y)χ(x). The important difference to
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note between the two terms is the order of the source vector numbers in the χ(x)

type contribution, where the source vector numbers on the u quarks have been

swapped. This permutation corresponds to the allowed Wick contractions. We

note here that as the dilution sum simply ties the ith source vector with the ith

solution vector, permuting the source vectors or solution vectors yields the same

result.

More generally, it follows that when calculating a correlator directly from in-

terpolating fields, taking all permutations of source (or solution) vectors (subject

to flavour constraints) is bijectively equivalent to doing all Wick contractions up

to a sign. The sign can then be determined by the order of the source vector

numbers, recalling we are dealing with Grassman variables, and assigning each

permutation of source vector number a sign in the same way one associates each

Wick contraction with a sign. Henceforth, we shall refer to this method of cor-

relator evaluation as the “direct method” as we are working directly with source

and solution vectors, in order to distinguish it from the “standard method” in

which the correlator is evaluated from propagators.

While using the direct method for correlator evaluation brings many advan-

tages, the recipe also introduces computational challenges that must be overcome.

The nested sum over dilution indices for each source-solution pair is particularly

troublesome, with the cost of the dilution dependent part of the correlator evalu-

ation scaling as inq where nq is the number of quarks and i takes all values of the

dilution index. Naturally, naively performed spectroscopy calculations involving

five-quark correlators with full spin, colour and time dilution on state-of-the-art

lattice sizes within this framework, can readily become prohibitively expensive.

We therefore perform some test calculations in order to investigate different lev-

els of dilution and experiment with other noise reduction schemes. This work is

presented in Chapter 6 where this technology is utilised.

Furthermore, while calculating all allowed permutations of source (or solution)

vectors yields the correct result, it doesn’t search for any cancellation of terms

present. As we shall see in subsequent chapters finding cancellations forms an

important part of efficient multi-hadron spectroscopic calculations. A typical five-

quark operator may have 100+ terms immediately post-Wick contraction which

can algebraically reduce to an expression up to an order of magnitude smaller. As

the time taken to run symbolic manipulation software is negligible our software

takes advantage of this. Further details can be found in Chapter 7.
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3.5 γ5 Hermiticity

In Section 3.4 we encountered the evaluation of the nucleon correlator directly

from the associated interpolating operators. Such correlation functions have the

elementary property that all source vectors come in the creation operator and all

solution vectors appear in the annihilation field. Of course, this is not always the

case as seen in five-quark terms such as 3.24. In these cases, it becomes possible

to contract a creation quark field at the sink point with an annihilation field at

the source. When calculating the correlator from contracted propagators, the

γ5-Hermiticity property of the propagator is used to calculate the backward run-

ning propagation amplitude from the forward running one. One might therefore

ask whether there exists an analogue when evaluating directly from source and

solution vectors, and if so whether it is worthwhile employing. We proceed by

recalling the γ5-Hermiticity property is

Sbaβα(x, y) = (γ5 S
ab
αβ(y, x) γ5)?. (3.32)

Substituting the expression for the stochastic propagator in Equation (3.20) into

Equation (3.32) we find∑
i

χb;iβ (x) η†a;i
α (y) = γ5

∑
j

χ?a;j
α (y) η†?b;jβ (x)γ5. (3.33)

Inspecting Equation (3.33) one then finds the transformations

χb;iβ (x)→ ηb;jβ (x)γ5 (3.34)

ηa;i
α (y)→ γ5 χ

a;j
α (y)

are the required transformations in order to perform γ5-Hermiticity in the case

of a direct evaluation of the correlator. We note that the colour and spin indices

on the source/solution vectors remain the same, meaning that all Wick contrac-

tion technology, and cancellations that may arise from colour index relabelling

remain invariant under the transformation. However, the values of the dilution

index that give rise to non-zero contributions is altered, making this noteworthy

and rationalising our choice to use different summation indices on either side of

Equation (3.33).

Suppose we are performing full dilution in spin, colour and time. The source

vector therefore has an associated delta function in time meaning that if the source

vector is evaluated at the sink, and hence all time slices, there are ns × nc × nt
non-zero entries, as opposed to ns × nc non-zero entries if it were present at
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the source, where it only need be evaluated at one timeslice, tsrc. Consequently,

in the untransformed case, the associated solution vector is then being sampled

at nt × ns × nc unique dilution indices at the source time-slice only. This is

contrasted with the transformed case, where it is being sampled at ns×nc unique

dilution indices at all time slices. It is therefore instructive to perform some test

calculations comparing the two cases.

Figure 3.3 shows a comparison of effective mass plots for the pion produced

using three different methods, at a heavy mass on some test 123 × 24 lattices.

The black data points are derived from an evaluation of the correlator using the

standard method, while the red and green points come from calculations using

the direct method, with and without applying the γ5-Hermiticity transformation

in Equation (3.34) respectively. In the case of the direct method calculations,

the same noise source and solution vector are re-used, a justification of which,

along with further discussion, can be found in Appendix C. It is immediately

evident that applying the γ5-Hermiticity transformation yields results that are

significantly better than those obtained in the absence of the transformation.

As such whenever we have a pion piece in an interpolating operator, the γ5-

Hermiticity transformation is performed wherever applicable. Appendix C sheds

light on why this transformation improves the signal.

We now posses the required technology to evaluate correlators on the lattice

with different methods, and extract effective masses from them. We therefore

proceed by performing a spectroscopic calculation in the nucleon channel with

multi-hadron operators.
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Figure 3.3: A comparison of pion effective mass plots produced using three dif-

ferent methods. The black data points are extracted from “standard method”

correlator evaluation while the red and green points are obtained from the “direct

method” of correlator evaluation, with and without γ5-Hermiticity respectively.



Chapter 4

The Nucleon Spectrum with

Local Multi-hadron Operators

The contents of this chapter is largely based upon our paper “Lattice baryon spec-

troscopy with multi-particle interpolators” [26].

Following the development of the necessary technology to calculate loop propa-

gators in Chapter 3, we are now in a position to perform spectroscopic calculations

with interpolating fields that give rise to the need for such propagators. As the

nucleon channel has been of significant interest to the lattice community[25, 39–

47], this is one natural place to utilise our technology.

In the positive-parity nucleon channel the first JP = 1
2

+
excitation of the nu-

cleon, known as the Roper resonance N∗(1440), has long been a puzzle. In con-

stituent quark models, the Roper resonance lies above the lowest-lying negative-

parity state [48–50], the N∗(1535), whereas in Nature it lies 95 MeV below the

resonant state. This has led to speculation about the true nature of this state,

with suggestions it is a baryon with explicitly excited gluon fields, or that it can

be understood with meson-baryon dynamics via a meson-exchange model [51].

In simple quark models, the Roper is identified with anN = 2 radial excitation

of the nucleon. Within the variational technique, the choice of an appropriate

operator basis is critical to obtaining the complete spectrum of low-lying excited

states. Recall that we can expand any radial function using a basis of Gaussians

of different widths f(|~r|) =
∑

i cie
−εir2 . This leads to the use of Gaussian-smeared

fermion sources with a variety of widths [52], providing an operator basis that

is highly suited to accessing radial excitations. The CSSM lattice collaboration

has used this technique to study the nucleon excited state spectrum [25, 28]. In

32
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particular, the CSSM studies were the first to demonstrate that the inclusion

of very wide quark fields (formed with large amounts of Gaussian smearing) is

critical to isolating the first positive-parity nucleon excited state [29, 44]. This

state was shown to have a quark probability distribution consistent with an N = 2

radial excitation in Ref. [53]. This work also examined the quark probability

distributions for higher positive-parity nucleon excited states, revealing that the

combination of Gaussian sources of different widths allows for the formation of the

nodal structures that characterise the different radial excitations. Fortunately,

the technology required to Gaussian smear loop propagators has been developed

in Chapter 3, enabling us to calculate contributions from smearing five-quark

diagrams.

The negative-parity nucleon channel with its two low-lying resonances, the

N∗(1535) andN∗(1650), has also been of significant interest [25, 42, 45–47]. These

S11 states are in agreement with SU(6) based quark model predictions, making an

ab-initio study of the low-lying negative-parity spectrum a potentially rewarding

endeavour. Importantly, at near physical quark masses the non-interacting πN

scattering threshold lies below the lowest lying negative-parity state, making it

a natural place to look for the presence of multi-particle energy levels in the

extracted spectrum.

Until recently, the majority of the work in these channels has been performed

with three-quark interpolating fields, and in the full quantum field theory these

interpolators couple to more exotic meson-baryon components such as the afore-

mentioned πN via sea-quark loop interactions. However, baryon studies have

found that the couplings of single hadron type operators to hadron-hadron type

components, suppressed by the lattice volume as 1/
√
V , are sufficiently low so

as to make it difficult to observe states associated with scattering thresholds

[42, 47]. Moreover, there is a question as to what extent the presence of multi-

particle states might interfere with the extraction of nearby resonances.

One solution is to explicitly include hadron-hadron type interpolators [46, 54]

by combining single-hadron operators with the relevant momentum. This creates

an operator that necessarily has a high overlap with the scattering state of inter-

est thereby enabling its extraction. Instead, in this chapter we aim to construct

meson-baryon type interpolators without explicitly projecting single-hadron mo-

menta, and investigate the role that the resulting operator plays in the calculation

of the nucleon spectrum. Using these operators we can construct bases contain-

ing both three- and five-quark operators, and perform spectroscopic calculations

utilising a variety of different sub-bases. Examining the resulting spectra then
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provides an excellent opportunity to both study the role of our multi-particle

operators and test the robustness of the variational techniques employed. We

therefore proceed via an examination of the nucleon spectrum for both parities,

following a discussion on contributions from multi-particle states.

4.1 Multi-Particle State Contributions

In order to further elucidate the situation, we consider a simple two-component

toy model which consists of two QCD energy eigenstates, | a〉 and | b〉. We then

suppose that | a〉 and | b〉 are given by∣∣ a〉 = cos θ
∣∣ 1〉+ sin θ

∣∣ 2〉 , (4.1)∣∣ b〉 = − sin θ
∣∣ 1〉+ cos θ

∣∣ 2〉 , (4.2)

where | 1〉 and | 2〉 denote a single-hadron and meson-baryon type component

respectively, while θ is some arbitrary mixing angle. Now imagine performing a

spectroscopic calculation with an interpolating field χ3 that only has substantial

overlap with | 1〉. That is,〈
Ω
∣∣χ3

∣∣ 1〉 ∝ C and
〈
Ω
∣∣χ3

∣∣ 2〉 � C , (4.3)

for some constant C. When χ3 acts on the vacuum we therefore create a state

that is a superposition of the true energy eigenstates given by∣∣ 1〉 = cos θ
∣∣ a〉− sin θ

∣∣ b〉 . (4.4)

In the absence of an operator that has substantial overlap with | 2〉, it becomes

impossible to separate out the true QCD eigenstates of interest. This naturally

leads to two points of concern. Firstly, one cannot extract states with a signif-

icant | 2〉 component and secondly there is possibly contamination of the states

that are extracted. When performing baryon spectroscopy it therefore becomes

desirable to include interpolating fields that we expect to have substantial overlap

with multi-particle meson-baryon type states [46]. While projecting single-hadron

momenta in a multi-hadron operator allows for a clean extraction of states as-

sociated with scattering thresholds, the influence of local five-quark operators

(without explicit momenta assigned to each hadron) on the spectrum is less intu-

itive. The work in this chapter examines the role local five-quark operators play

in the spectrum, and thereby test the robustness of our variational method.
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4.2 Five-Quark Nucleon Interpolators

We commence our construction of local five-quark operators by utilising the stan-

dard N and π interpolators encountered in Chapter 3. Using the Clebsch-Gordan

coefficients to project isospin I = 1/2, I3 = +1/2 we are then able to write down

the general form of our meson-baryon interpolating fields [55, 56],

χNπ(x) =
1√
6
εabc γ5×{

2
[
uTa(x) Γ1 d

b(x)
]

Γ2 d
c(x)

[
d̄e(x) γ5 u

e(x)
]

−
[
uTa(x) Γ1 d

b(x)
]

Γ2 u
c(x)

[
d̄e(x) γ5 d

e(x)
]

+
[
uTa(x) Γ1 d

b(x)
]

Γ2 u
c(x)

[
ū(x)e γ5 u

e(x)
]}
, (4.5)

providing us with two five-quark operators, denoted χ5 and χ′5 which correspond

to (Γ1,Γ2) = (Cγ5, I) and (Γ1,Γ2) = (C, γ5) respectively. The square brackets

around the diquark contraction denote a Dirac scalar. We note under a parity

transformation

x→ x̃ = (x0,−~x) , (4.6)

and the quark fields ψ(x) and ψ̄(x) transform as

ψ(x)→ P ψ(x)P† = γ0 ψ(x̃) ,

ψ̄(x)→ P ψ̄(x)P† = ψ̄(x̃) γ0. (4.7)

Applying a parity transformation to the standard pion interpolator χπ(x) =

ψ̄(x)γ5ψ(x), and the nucleon interpolators of type χN(x) =
[
ψT (x)(Cγ5)ψ(x)

]
ψ(x)

we therefore find

χπ(x)→ −ψ̄(x̃) γ5 ψ(x̃) = −χπ(x̃) ,

χN(x)→
[
ψT (x̃) (Cγ5)ψ(x̃)

]
γ0 ψ(x̃) = γ0 χN(x̃). (4.8)

Thus the pion interpolator transforms negatively under parity while the nucleon

transforms positively. To ensure our five-quark baryon interpolator formed from

the product of pion and nucleon interpolators transforms in the appropriate man-

ner, the prefactor of γ5 is included in Eq. (4.5). That is, both our three-quark and

five-quark nucleon operators have the same parity transformation properties and

hence can be combined in a correlation matrix. This also ensures the standard

parity projector of Eq. (3.2) applies to our five-quark interpolators. The presence
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Figure 4.1: The Feynman diagrams considered following the introduction of five-

quark interpolating fields to standard three-quark operators.

of creation quark fields in our annihilation interpolating field (and consequently

vice versa) then leads to the need to calculate the contributions shown in Figure

4.1. Loop propagators at the source, S(0, 0), are simply a subset of the point-to-

all propagators S(x, 0), the backwards propagator S(0, x) is easily calculable via

the γ5-Hermiticity property

(γ5S
ab(x, 0)γ5)∗αβ = Sbaβα(0, x), (4.9)

and loop propagators at the sink, S(x, x), are calculated using the stochastic

techniques outlined in Chapter 3.

We therefore have all the required technology to calculate the five-quark op-

erators of Equation (4.5). Utilising these operators with the addition of the

standard operators in Table 3.1, we form seven bases to study outlined in Table

5.1. Each of these bases are constructed with two levels of ns = 35, 200 sweeps

of Gaussian smearing at the source and sink.

4.3 Simulation Details

The results presented in this chapter use the PACS-CS 2 + 1 flavour dynamical-

fermion configurations [57] made available through the ILDG [58]. These con-

figurations use the non-perturbatively O(a)-improved Wilson fermion action and

the Iwasaki gauge action [24]. The lattice size is 323 × 64 with a lattice spacing

of 0.0907 fm providing a physical volume of ≈ (2.90 fm)3. β = 1.90, the light
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Table 4.1: Table of the various operators used in each basis. Two levels of

ns = 35, 200 sweeps of Gaussian smearing at the source and sink are used in the

construction of each basis. The definition of the standard operators χ1 and χ2

can be found in Table 3.1, while χ5 and χ′5 are defined in Equation (4.5).

Basis Number Operators Used

1 χ1, χ2

2 χ1, χ2, χ5

3 χ1, χ2, χ′5
4 χ1, χ2, χ5, χ′5
5 χ1, χ5, χ′5
6 χ2, χ5, χ′5
7 χ5, χ′5

quark mass is set by the hopping parameter κud = 0.13770 which gives a pion

mass of mπ = 293 MeV, while the strange quark mass is set by κs = 0.13640.

Fixed boundary conditions are employed in the time direction removing backward

propagating states [30, 59], and the source is inserted at tsrc = nt/4 = 16, well

away from the boundary. Systematic effects associated with this boundary con-

dition are negligible for t > 16 slices from the boundary. The main results of our

variational analysis is performed at t0 = 17 and dt = 3, providing a good balance

between systematic and statistical uncertainties. Uncertainties are obtained via

single elimination jackknife while a full covariance matrix analysis provides the

χ2/dof which is utilised to select fit regions for the eigenstate-projected correla-

tors.

4.4 Results

4.4.1 Positive-Parity Results

The results for the nucleon spectrum in the positive-parity sector are shown in

Fig. 4.2. Solid horizontal lines are added to guide the eye, with their values set

by the states in basis number 4, since this basis contains all the operators studied

and has the largest span.

Of particular interest is the robustness of the variational techniques employed.
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While changing bases may effect whether or not a particular state is seen, the

energy of the extracted states is consistent across the different bases, even though

they contain qualitatively different operators.

1 2 3 4 5 6 7
Basis Number

1

2

3

4

5

M
(G

eV
)

1 → χ1 + χ2
2 → χ1 + χ2 + χ5
3 → χ1 + χ2 + χ′5
4 → χ1 + χ2 + χ5 + χ′5
5 → χ1 + χ5 + χ′5
6 → χ2 + χ5 + χ′5
7 → χ5 + χ′5

ns = 35 + 200

P-wave N + π

Figure 4.2: The positive-parity nucleon spectrum with various operator bases

constructed with 35 and 200 sweeps of smearing. Horizontal solid lines are present

to guide the eye and are drawn from the central value of the states in basis 4, while

the dashed line marks the position of the non-interacting P -wave Nπ scattering

threshold

.

Despite the use of 5-quark operators, no state near the non-interacting P -wave

Nπ scattering threshold is observed. This is understood by noting that none of

our operators have a source of the back-to-back relative momentum between

the nucleon and pion necessary to observe an energy level in the region of this

scattering state.

The corresponding eigenvector components for the positive-parity states are

shown in Fig. 4.3 as a function of basis and variational parameter dt, with t0 = 17

fixed. The values of dt range from 1 through 4. The upper limit of dt = 4 was



CHAPTER 4. LOCAL MULTI-HADRON NUCLEON OPERATORS 39

1 2 3 4 5 6 7
Basis Number/Variational Parameters

−1.0

−0.5

0.0

0.5

1.0
E

ig
en

ve
ct

or
C

om
p

on
en

t

State 1

uχ1

35

uχ1

200

uχ2

35

uχ2

200

uχ5

35

uχ5

200

u
χ5′
35

u
χ5′
200

1 2 3 4 5 6 7
Basis Number/Variational Parameters

−1.0

−0.5

0.0

0.5

1.0

E
ig

en
ve

ct
or

C
om

p
on

en
t

State 2

uχ1

35

uχ1

200

uχ2

35

uχ2

200

uχ5

35

uχ5

200

u
χ5′
35

u
χ5′
200

1 2 3 4 5 6 7
Basis Number/Variational Parameters

−1.0

−0.5

0.0

0.5

1.0

E
ig

en
ve

ct
or

C
om

p
on

en
t

State 3

uχ1

35

uχ1

200

uχ2

35

uχ2

200

uχ5

35

uχ5

200

u
χ5′
35

u
χ5′
200

Figure 4.3: Eigenvector components corresponding to the low-lying positive-

parity nucleon states. State 1 corresponds to the ground state, with states 2

and 3 corresponding to the first and second excited states respectively. The col-

umn numbers denote basis number while the minor x axis ticks correspond to the

values of the variational parameter dt which runs from 1 through to 4. t0 = 17

has been used throughout. The subscripts 35 and 200 in the legend refer to the

number of smearing sweeps applied.

chosen as the largest value for which the variational analysis converged for each

of the seven bases.

The ground-state nucleon is observed in every basis regardless of the absence

or presence of a particular operator. If χ1 is present then this provides the

dominant contribution, with χ′5 coupling strongly to the ground state in bases

where χ1 is absent. An interesting interplay between 35 and 200 sweep smeared χ1

is observed with the smaller source diminishing in importance as dt is increased.

This may be associated with the Euclidean time evolution of highly excited states

which are suppressed with increasing dt.

Turning our attention to state 2, we see that χ1 plays a critical role in the
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extraction of the first excited state, which is associated with a radial excitation

of the ground state [53]. Here the 35 and 200 sweep χ1 interpolators enter with

similar strength but opposite signs, setting up the node structure of a radial

excitation. χ1 dominates the construction of the optimised operator for this state

for bases 1 through 5, whereas basis 6 and 7 which lack χ1 do not observe this

state.

The eigenvectors for state 3, the second excited state, are dominated by χ2

components with the same sign when this operator is present (bases 1-4,6). This

state is not observed in basis 5 (where χ2 is absent). Interestingly, in basis 7

which only contains five-quark operators it appears that it is possible to form

this state using χ′5 components at two different smearings with opposite sign.

We observe that the overall structure of the eigenvectors for each of the three

states is highly consistent across different bases and different values of the varia-

tional parameter dt. The structure of the eigenvectors can be considered to be a

signature or fingerprint of the extracted state, and this consistency across bases

confirms that it is the same state being identified.

It is fascinating to see that for state 1 in bases 6 and 7, where χ′5 takes

the role of the absent χ1 operator, the values of the two dominant eigenvector

components (which indicate the mixture of the two different smearing levels used)

are extremely similar to the χ1 components in bases 1-5. Interestingly, at dt = 2

the error bars for the dominant components of states 2 and 3 blow up. As we

shall explain below, this is due to an accidental degeneracy in the eigenmasses

for this choice of variational parameters.

In order to further test the robustness of our variational method we conduct

a comparison of the masses obtained from fitting the eigenstate-projected corre-

lators as a function of the variational parameters for each basis. These results

are presented in Fig. 4.4. Also shown for comparison are the eigenmasses, mα,

that result from solving the generalised eigenvalue equation of Eqs. (3.6) or (3.7)

with cα = e−mαdt.

Studying state 1, the nucleon ground state, we observe that the masses ob-

tained from projected correlator fits are approximately invariant across different

bases and choices of the variational parameter. In contrast, the eigenmass lies

well above the fitted mass, dropping in value as the variational parameter dt is

varied from 1 to 4. While the eigenmass is directly related to the principal corre-

lator and thus should approach the ground state mass in the large time limit, it

is clear that the values of dt we examine here are insufficient for this to occur. It

is worth noting that, in bases 6 and 7 where χ1 is absent we see that the eigen-
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mass value rises significantly. Nevertheless, the fitted mass remains remarkably

consistent with the values obtained in bases 1-5. We emphasize how strong the

variational parameter dependence of the eigenmass contrasts the more consistent

structure of the eigenvectors. Insensitivity of the eigenvectors to the variational

parameters is a key component of the invariance of the masses obtained from the

projected correlator.
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Figure 4.4: Comparisons of eigenmasses to masses obtained from a projected

correlator fit for low-lying states in the positive-parity nucleon channel. The

column numbers denote basis number while the minor x axis ticks correspond

to the values of the variational parameter dt = 1 . . . 4. t0 = 17 has been used

throughout. The line denoting the extracted mass is set using basis 4 with dt = 3.

Turning to state 2, we see that the eigenmass shows similar behaviour to state

1, lying above the extracted mass and dropping with dt. Interestingly, for state

3 in bases 1-4 and 6 the eigenmass shows constant behaviour for dt = 2− 4 but

systematically lies below the extracted mass. In basis 7, the state 3 eigenmass is

very different to the previous bases, lying above the extracted mass and showing

a similar downward trend to states 1 and 2 as dt varies.
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Figure 4.5: A plot showing the eigenmasses for both states 2 and 3, illustrating

the accidental degeneracy at dt = 2.

As for state 1, the fitted masses for states 2 and 3 provide highly consistent

values and uncertainties across the different bases and values of dt, with the

notable exception of dt = 2. As observed previously in Fig. 4.3, we see in Fig. 4.4

considerably larger error bars at the variational parameter set (t0, dt) = (17, 2) in

both the eigenvector components and projected mass fits for the first and second

excited states. To understand this, we turn to Fig. 4.5, where the eigenmasses

for states 2 and 3 are plotted against the variational parameter dt in each basis.

Note that at (t0, dt) = (17, 2) there is an approximate degeneracy in the

eigenmass for states 2 and 3. As a consequence, the corresponding eigenvectors

can therefore be arbitrarily rotated within the state 2/state 3 subspace while

remaining a solution to the eigenvalue problem. When constructing the jackknife

sub-ensembles to calculate the error in the fitted energy, we need to solve for

the eigenvectors on each sub-ensemble. Due to the approximate degeneracy, the

particular linear combination of state 2 and state 3 that we obtain for each sub-

ensemble can vary. Indeed, we observe that the dot-product between the ensemble

average and sub-ensemble can drop significantly for dt = 2 in comparison to
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other values of dt. This causes a large variation in the sub-ensemble eigenvector

components and a correspondingly large error bar. The simplest way to avoid

the problem of this accidental degeneracy is to select a different value of the

variational parameter.

4.4.2 Negative-Parity Results

The negative-parity nucleon spectrum is presented in Fig. 4.6. Solid horizontal

lines have been added to guide the eye, with their values set by the states in the

largest basis (number 4). Once again, while changing bases effects whether or

not we observe a given state, the extracted states display an impressive level of

consistency across the different bases.

The dashed line indicating the energy of the non-interacting (infinite-volume)

scattering-state threshold is also indicated with the caution that mixing with

nearby states in the finite volume can alter the threshold position [60, 61]. We

note here that all scattering thresholds discussed in this section and the next,

refer to the non-interacting threshold. In contrast to the positive-parity results,

we do observe a state near the S-wave Nπ scattering threshold in the negative-

parity channel (bases 5,6,7), also noting that the P -wave Nππ thresholds lie in

the region of state 3 seen in bases 3, 4 and 5. It is important to note that even

after the introduction of operators that permit access to a state near the low-lying

scattering state, the energies of the higher states in the spectrum are consistent,

demonstrating the robustness of the variational techniques employed.

Plots of the corresponding eigenvectors for the low-lying negative-parity states

as a function of basis and variational parameter dt = 1 . . . 3 are presented in

Figures 4.7 and 4.8. The upper limit of dt = 3 was chosen as the largest value

for which the variational analysis converged for all seven bases. The eigenvector

components for state 0 (when it is present) are dominated by the multi-particle

operators χ5 and χ′5, suggesting that this state should be identified as a scattering

state. The extracted energy for this state is in the region of the non-interacting S-

wave Nπ scattering threshold (which lies below the first negative-parity resonant

state). The uncertainty in bases 6 and 7 are relatively large compared to basis

5, indicating that the presence of χ1 may also be required to cleanly isolate this

scattering state. Indeed, we note that in basis 5 there is a significant contribution

to state 0 from the χ1(ns = 200) operator.

It is also important to note that either χ5 or χ′5 can be the dominant interpo-

lator exciting this lowest-lying state. Given that χ2 is predominantly associated
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1 → χ1 + χ2
2 → χ1 + χ2 + χ5
3 → χ1 + χ2 + χ′5
4 → χ1 + χ2 + χ5 + χ′5
5 → χ1 + χ5 + χ′5
6 → χ2 + χ5 + χ′5
7 → χ5 + χ′5

ns = 35 + 200

S-wave N + π

Figure 4.6: The negative-parity nucleon spectrum with various operator bases

using 35 and 200 sweeps of smearing. Solid horizontal lines are present to guide

the eye and are drawn from the central value of the states in basis 4, since this

basis is the largest. The dashed line marks the position of the non-interacting

S-wave Nπ scattering threshold. The variational parameters used herein are

(t0, dt) = (17, 3).

with the third state in the positive-parity sector at 2.4 GeV one might naively

expect χ′5 would be associated with S-wave scattering states near 2.7 GeV. Re-

markably it creates a scattering state near 1.35 GeV. Thus one should use cau-

tion in predicting the spectral overlap of five-quark operators by examining the

spectral overlap of the pion and nucleon components of the five-quark operators

separately. In light of the quark field operator contractions required in calculating

the full two-point function this result is not surprising.

In accord with previous studies [25, 62], we find that the χ1 interpolating

field is crucial for extracting state 1, associated with the lowest-lying negative-

parity resonance, as we do not observe this state when χ1 is absent as in bases

6 and 7. As expected, χ1 provides the dominant contribution to state 1, which
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Figure 4.7: Eigenvector components corresponding to State 0 which is in the

region of the non-interacting S-wave N + π scattering threshold. The column

numbers denote basis number while the minor x axis ticks correspond to the

values of the variational parameter dt which runs from 1 through to 3. t0 = 17

has been used throughout. The subscripts 35 and 200 in the legend refer to the

number of smearing sweeps applied.

is associated with the S11(1535) in Nature. Similarly, we see that χ2 has a high

overlap with state 2, the next resonant state. Basis 5 does not see state 2 due to

the absence of χ2. However, unlike state 1, there is an important mixing of χ1

and χ2 in isolating the eigenstate. It is interesting to note that in basis 7 we are

able to form this state by combining χ5 and χ′5.

The consistency of the eigenvector structure for the low-lying states 1 and 2 is

strong. Despite the appearance of a state near the S-wave Nπ threshold, state 0

in basis 5, the eigenvector components for state 1 are remarkably consistent with

those in other bases where this lower-lying state is absent. If we look at basis 6,

where state 0 is present but state 1 is absent, the eigenvector components for state

2 are in good agreement with those from other bases where the lower-lying state

0 is not observed. This demonstrates that, with a judiciously chosen variational
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Figure 4.8: Eigenvector components corresponding to low-lying negative-parity

nucleon states. States 1 and 2 correspond to the two lowest-lying resonant states,

while state 3 interestingly lies in the region of the P -wave scattering thresholds.

The column numbers denote basis number while the minor x axis ticks correspond

to the values of the variational parameter dt which runs from 1 through to 3.

t0 = 17 has been used throughout. The subscripts 35 and 200 in the legend refer

to the number of smearing sweeps applied.

technique, a reliable analysis of higher states in the spectrum can be performed

even if states associated with the low-lying scattering states are not extracted by

the correlation matrix analysis.

State 3, which lies in the region of the non-interacting P -wave Nππ scattering

states in the channel, also shows good agreement across bases and variational pa-

rameters. The dominant eigenvector components show that this state is formed

from a mix of χ′5 and χ1. It is worth noting that very early choices of the varia-

tional parameters such as (t0, dt) = (17, 1) do not allow sufficient Euclidean time

evolution to cleanly isolate this state. The correlation matrix has more states

participating in the analysis than the dimension of the basis leading to contami-
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Figure 4.9: Comparisons of eigenmasses to masses obtained from a projected

correlator fit for state 0, which is in the region of the non-interacting S-wave Nπ

scattering threshold. The column numbers denote basis number while the minor

x axis ticks correspond to the values of the variational parameter dt = 1 . . . 3.

t0 = 17 has been used throughout. The line denoting the extracted mass used

has been set using basis 5 with dt = 3.

nation from unwanted states and hence spurious results. The different structure

for the state 3 eigenvectors at these early variational parameter sets illustrates

the need to allow sufficient Euclidean time evolution to occur.

The comparison of the fitted masses as a function of variational parameter

dt across the different bases for the negative-parity sector is shown in Figures

4.9 and 4.10. Again, the eigenmasses are plotted for comparison. As before, we

observe for all the states the fitted masses are consistent across the different bases

and values of dt. In contrast, the eigenmasses for the negative-parity states all

show some variation with dt to different extents, with the values typically lying

well above the extracted energies.

Finally, we observe that whenever χ′5 is present, either a state near the S-

wave Nπ scattering threshold, or a state lying in the region of the P -wave Nππ
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Figure 4.10: Comparisons of eigenmasses to masses obtained from a projected

correlator fit for low lying states in the negative-parity nucleon channel. The

column numbers denote basis number while the minor x axis ticks correspond

to the values of the variational parameter dt = 1 . . . 3. t0 = 17 has been used

throughout. The line denoting the extracted mass used has been set using basis

4 with dt = 3.

scattering thresholds is extracted. This indicates the presence of the vector di-

quark in the interpolator may play an important role in scattering state excitation.

It is perhaps surprising that basis 4 fails to see a state near the lowest-lying

scattering threshold in the sector, despite being the largest basis. We believe this

is due to the spectral strength available to the scattering state being relatively

low. The overlap of the scattering state with the operators is not high enough

to compete with the large spectral strength imparted to the low-lying resonant

states when both χ1 and χ2 are present. We note that the only time our local

(three-quark or five-quark) operators overlap with a meson-baryon state is when

both hadrons are at the origin. The probability of this occurring is proportional to

1/V 2. After taking into account the spatial sum in Eq. (3.1), this results in a 1/V
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suppression of multi-particle states in the correlator amplitude G(t) [63]. Indeed,

it seems to be relatively difficult to extract a state near the S-wave Nπ state

with our local five-quark operators, suggesting that scattering state excitation is

best achieved by explicitly projecting the momentum of interest onto each hadron

present in the scattering state.

4.5 Summary

In this chapter we have investigated the role of local multi-particle interpolators

in calculating the nucleon spectrum by examining a variety of different bases both

with and without five-quark operators.

The variational techniques employed herein, demonstrate that fitting a single-

state ansatz to optimised eigenstate-projected correlators provides a method to

reliably extract energies in both the positive and negative-parity channels. While

the selection of states that are observed varied between bases, when a given state

is seen the extracted energy agrees across qualitatively different bases.

Furthermore, the structure of the eigenvector components and the correspond-

ing fitted energies for the states observed are shown to be highly consistent across

different bases and choices of the variational parameters, despite the markedly

different interpolators used in the various bases. We found that an approximate

accidental degeneracy in the eigenmass at (t0, dt) = (17, 2) for states 2 and 3

led to a large increase in the uncertainties for the corresponding energies and

eigenvector components.

While we did not observe any positive-parity scattering states, in the negative-

parity sector we found that χ′5 was crucial to obtaining an energy in the region

of the non-interacting S-wave Nπ. Even with the use of local five-quark inter-

polators the uncertainties on this threshold state were relatively large compared

to those of higher states. An interesting feature of our negative-parity results is

that the energies of the extracted states are consistent across all bases in which

the state is observed, regardless of the presence (or not) of a state in the region

of the lower-lying non-interacting scattering threshold. This suggests that by

using the techniques described herein, one does not need to have access to the

aforementioned low-lying states to reliably extract energies closely related to the

resonances of Nature.



Chapter 5

Searching for Low-Lying States

in the Roper Regime

The contents of this chapter is largely based upon our paper “Search for low-lying

lattice QCD eigenstates in the Roper regime” [64].

As we discussed in Chapter 4, the lattice QCD community has shown notable

interest in the positive-parity nucleon channel [39–44], where the first positive-

parity JP = 1
2

+
excitation of the nucleon, known as the Roper resonanceN∗(1440),

remains a puzzle.

A critical challenge for lattice spectroscopy in this channel is to judiciously

choose an appropriate operator basis to sufficiently span states of interest in the

low-lying spectrum. This can be achieved in multiple ways. Recall we have

seen that any radial function can be expanded using a basis of different width

Gaussians, f(|~r|) =
∑

i ci e
−εir2 , which suggests the use of fermion sources with

varying Gaussian smeared widths [52] is one method to obtain a basis of operators

possessing enhanced overlap with radial excitations.

Another method for selecting an appropriate operator basis is to include qual-

itatively different operators, by introducing interpolating fields with the same

quantum numbers but different quark and/or Dirac structure. Here, it be-

comes instructive to briefly examine the contemporary work done in the negative-

parity nucleon channel with its two low-lying resonances, the N∗(1535) and

N∗(1650) [25, 42, 45–47].

In recent years the CSSM and Hadron Spectrum lattice collaborations have

studied the low-lying negative-parity spectrum of the nucleon using various local

three-quark operators [25, 42, 47, 62, 65, 66] but were unable to extract a state

50
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consistent with the low-lying S-wave πN scattering threshold. Notably, at near

physical quark masses this threshold lies below the lowest-lying negative-parity

resonant state, making it an intuitive place to search for the presence of states

consistent with scattering thresholds.

However, for weakly interacting two-particle states, the probability of finding

the second particle at the position of the first is proportional to 1/V , where V is

the spatial volume of the lattice. Therefore, the coupling of weakly interacting

scattering states to local operators is volume suppressed.

Naturally, one would expect five-quark operators to possess higher overlap

with five-quark states, and as such in Chapter 4 we introduced local five-quark

πN -type operators in Section 4.2. These operators were constructed from a

negative-parity pion piece together with a positive-parity nucleon piece. Con-

sequently, the operators were expected to possess higher overlap with the S-wave

πN scattering state and, indeed, a state consistent with this threshold was ob-

served. However, the coupling was relatively weak, and one can conclude that

the S-wave πN scattering state is poorly localised and better treated with an

approach in which the momenta of both the pion and the nucleon are projected

to zero. These non-local operators are known to have excellent overlap with the

scattering state [46].

Turning to the positive-parity channel, we are now searching for new states

that have poor overlap with conventional three-quark operators and the five-

quark operators of Chapter 4 and therefore have been missed in analyses to date.

Meson-baryon states having strong attraction, which can give rise to localization

of the state [67], are expected to have good overlap with local five-quark operators.

The existence of such states would suggest an important role for molecular meson-

baryon configurations [68] in the formation of the Roper resonance.

To obtain positive parity in a local meson-baryon interpolating field, the in-

trinsic parities of the meson and baryon must match, and there are two approaches

one can consider. Because the lowest-lying five-quark scattering state is a πN

P -wave state, in the analysis of Chapter 4 we considered the approach of local

πN -type interpolators. As the ability to construct a relative P -wave πN doesn’t

exist in a local operator, this approach necessarily draws on an odd-parity ex-

citation of the nucleon to form the quantum numbers of the Roper. As one

might expect, this operator had negligible overlap with the P -wave πN scatter-

ing threshold which lies between the ground state and the first positive-parity

excitation observed in lattice QCD at light quark masses. No state consistent

with this threshold was observed in our five-quark analysis.
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Drawing on the success of the local πN -type operator in the negative parity

sector, we consider the alternative approach of pairing an even-parity meson

interpolator with the nucleon interpolator such that the ground state nucleon

can participate in forming the positive-parity quantum numbers of the Roper

resonance. In the analysis of this chapter, we construct the local five-quark meson-

baryon operators a0N and σN , and investigate their impact on the positive-parity

nucleon spectrum. We search for both new low-lying eigenstates in the finite

volume of the lattice, and/or an alteration of the spectrum reported in previous

analyses. These results will enable us to comment on the impact this analysis

has on our understanding of the Roper resonance.

5.1 Five-Quark Interpolating Operators

We now proceed via the construction of five-quark operators with a positive-parity

meson piece and a positive-parity nucleon piece. Utilising the operators for the

positive-parity isocsalar σ and isovector a0
0 and a+

0 mesons (first encountered in

Table 3.1)

σ =
1√
2

[
ūe I ue + d̄e I de

]
,

a0
0 =

1√
2

[
ūe I ue − d̄e I de

]
,

a+
0 =

[
d̄e I ue

]
, (5.1)

we can construct five-quark σN - and a0N -type interpolators. Recalling that the

σ meson has the same quantum numbers as the vacuum we are able to write

down the general form of the σN -type interpolators as

χσN(x) =
1

2
εabc

[
uTa(x) Γ1 d

b(x)
]

Γ2 u
c(x)

×
[
ūe(x) I ue(x) + d̄e(x) I de(x)

]
. (5.2)

Here, the choices of (Γ1,Γ2) = (Cγ5, I) and (C, γ5) provide us with two five-quark

operators χσN(x) and χ′σN(x) respectively.

Similarly, we write down the general form of the a0N -type operators using

the Clebsch-Gordan coefficients to project isospin I = 1/2, I3 = +1/2 obtaining

χa0N(x) =
1√
6
εabc×{

2
[
uTa(x) Γ1 d

b(x)
]

Γ2 d
c(x)

[
d̄e(x) I ue(x)

]
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−
[
uTa(x) Γ1 d

b(x)
]

Γ2 u
c(x)

[
d̄e(x) I de(x)

]
+
[
uTa(x) Γ1 d

b(x)
]

Γ2 u
c(x)

[
ū(x)e I ue(x)

]}
, (5.3)

where the two aforementioned choices of (Γ1,Γ2) provide χa0N(x) and χ′a0N(x)

respectively. In addition, we include the two five-quark operators χπN and χ′πN
based on the form

χπN(x) =
1√
6
εabc γ5×{

2
[
uTa(x) Γ1 d

b(x)
]

Γ2 d
c(x)

[
d̄e(x) γ5 u

e(x)
]

−
[
uTa(x) Γ1 d

b(x)
]

Γ2 u
c(x)

[
d̄e(x) γ5 d

e(x)
]

+
[
uTa(x) Γ1 d

b(x)
]

Γ2 u
c(x)

[
ū(x)e γ5 u

e(x)
]}
, (5.4)

and detailed in Chapter 4. Our basis of qualitatively different operators is com-

pleted with the inclusion of the standard three-quark nucleon operators χ1 and

χ2, that have been used previously and are given by

χ1 = εabc[uaT (Cγ5) db]uc

χ2 = εabc[uaT (C) db] γ5 u
c. (5.5)

As was the case in Chapter 4 utilising five-quark operators having an anti-

quark flavour matching one of the quark flavours, introduces diagrams that con-

tain loop propagators S(y, y) where the source and sink position coincide are

encountered. The calculation method for these loop propagators has been de-

tailed in Section 3.3.

5.2 Simulation Details

The results presented herein utilise the PACS-CS 2+1 flavour dynamical-fermion

configurations [57] as described in the previous chapter. The light quark mass is

set by the hopping parameter κud = 0.13754 which gives a pion mass of mπ =

411 MeV, while the strange quark mass is set by κs = 0.13640.

Excited state spectra are once again produced by utilising the well-established

variational method detailed in Section 3.1 and used previously in Chapter 4.

The source insertion occurs at time slice tsrc = nt/4 = 16, well away from the

boundary and its associated effects. Our variational analysis is performed with
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parameters (t0, dt) = (17, 3) which provides a good balance between systematic

and statistical uncertainties. Error bars are calculated via single elimination

jackknife, while a full covariance matrix analysis provides the χ2/dof , which is

used to select appropriate fit regions for eigenstate-projected correlators.

Gauge-invariant Gaussian smearing [69] at the source and sink is used to

increase the span of our basis by altering the overlap of our interpolators with

the states of interest. We investigate three levels of ns = 35, 100 and 200 sweeps

of Gaussian smearing.

5.3 Results

5.3.1 Correlation Matrix Construction

As we now possess eight qualitatively different operators, each with three different

levels of Gaussian smearing, our basis of twenty-four operators admits a substan-

tial number of possible sub-bases of interest. Consequently, it is instructive to

investigate various ratios of correlators, in order to determine which combinations

can provide suitable sub-bases such that the condition number of the correlation

matrix is favorable.

In Figure 5.1 we present plots at each of the three smearing levels studied,

showing a ratio of correlators formed by dividing each correlator with the cor-

relation function formed from the standard χ1 operator. Our aim is to identify

correlators showing a unique approach to the plateau, indicating a novel superpo-

sition of excited states. Notably, the ratios formed from the σN type operators,

that is GχσN/Gχ1 and Gχ′
σN
/Gχ1 behave in a remarkably similar manner to the

ratios Gχ1/Gχ1 and Gχ2/Gχ1 . Consequently, we anticipate the overlap of χσN

with states in the spectrum is very similar to χ1 and similarly the overlap of

states with χ′σN is much the same as with χ2. Evidently, these new σN -type

operators provide little new information from that already contained in χ1 and

χ2. Recalling that the σ meson carries the quantum numbers of the vacuum

provides some insight into this result. In light of this similarity, the χσN and

χ′σN interpolators are omitted from bases that also contain the matching χ1 or

χ2 interpolator.

Of the two new a0N interpolators, χa0N stands out from the other interpo-

lators at all three smearing levels. χa0N excites a novel superposition of nucleon

excited states and will aid in spanning the space of low-lying states. It holds

promise to reveal the presence of a low-lying state missed in previous analyses.
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Figure 5.1: Correlation function ratios constructed to illustrate different super-

positions of energy eigenstates in the correlators. The ratio is formed by dividing

the correlator corresponding to each operator indicated in the legend by the corre-

lation function formed from the χ1 operator. Plots are presented at 35 (top left),

100 (top right) and 200 (bottom) sweeps of Gaussian smearing in the quark-

propagator source and sink. For clarity of presentation, the t component of the

ratio is sequentially offset.
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Table 5.1: The interpolating fields used in constructing each correlation-matrix

basis. Two levels of ns = 35, 100 sweeps of Gaussian smearing at the source and

sink are used in the construction of each basis.

Basis Number Operators Used

1 χ1, χ2

2 χ1, χ2, χa0N

3 χ1, χ2, χa0N , χ′a0N
4 χπN , χ′πN , χa0N

5 χπN , χ′πN , χa0N , χ′a0N
6 χπN , χ′πN , χσN , χ′σN
7 χσN , χ′σN , χa0N , χ′a0N

Similarly, at 100 and especially 200 smearing sweeps, χ′a0N shows a unique path

to the plateau, again indicating the promise of disclosing new states.

In comparing the various smearing levels for all the correlator ratios pre-

sented, one observes that the plateau in the ratios occurs at earlier times as the

smearing increases. Again, these differences between different smearing levels

aid in spanning the space and generating correlation matrices with good condi-

tion numbers. However, the construction of large correlation matrices tends to

increase the condition number and decrease the likelihood of obtaining a solu-

tion. This effect, combined with the larger statistical uncertainties encountered

with the largest smearing extent, leads to difficulties in finding a solution to the

generalised eigenvalue equations with the new five-quark operators.

As a result, we focus on correlation matrices formed from 35 and 100 sweeps

of smearing in the propagator sources and sinks. These are the smearing levels

that provide the most variation at early times, and hence the levels at which we

are able to construct bases more likely to provide an effective span of the state

space, particularly in comparison to that obtained using three-quark operators

alone. This enables us to examine scenarios with multiple, qualitatively different

quark structures, while still retaining the presence of multiple smearing levels.

While we will not detail the results including the 200 sweep correlators, we do

note that when a solution was found, the energies of the low-lying eigenstates

agreed with the results presented in the following.

We consider seven different correlation matrices formed from the bases out-

lined in Table 5.1. Each basis is formed with 35 and 100 sweeps of smearing,



CHAPTER 5. SEARCHING FOR LOW-LYING STATES 57

thus creating four 8 × 8 bases, two 6 × 6 bases and one 4 × 4 basis. While

each correlation matrix may disclose different states, the energies of the states

observed should agree among the different bases considered.

5.3.2 Finite Volume Spectrum of States

The development of Hamiltonian effective field theory [60, 67, 67, 68] can provide

some insight into the spectrum to be anticipated. By using an effective field

theory model constrained to the experimental phase shifts, inelasticities and pole

position, one can predict the spectrum to be observed in the finite volume of the

lattice. In Ref. [67], three models are considered with different roles played by the

bare basis-state in constructing the Hamiltonian model. In the popular model

incorporating a bare basis state with a mass of 2.0 GeV, the model predicts a

Roper-like state at 1750 MeV in the finite volume of the lattice for the quark

mass corresponding to κ = 0.13754 that is considered herein.

Alternatively, the third model of Ref. [67], preferred by previous lattice re-

sults, predicts the absence of low-lying states with a strong bare-state component,

predicting instead the existence of five meson-baryon scattering states below the

state observed in lattice QCD, commencing at 1600 MeV. Attraction in these

channels could localize the meson to the vicinity of the baryon [70], overcoming

the volume suppression of the coupling.

The low-lying spectra produced from the correlation matrices detailed in Table

5.1 are presented in Figure 5.2. In basis number one, we present results from a

simple 4 × 4 analysis with the three-quark χ1 and χ2 interpolating fields at

two different smearing levels. This consideration of three-quark operators alone

[29, 44] provides the benchmark analysis that we will refer to as we attempt to

ascertain whether subsequent bases with five-quark operators alter the low-lying

spectrum.

As previously mentioned, χa0N appeared to be the most promising new op-

erator, in that the ratio χa0N/χ1 displayed the largest variation when compared

to ratios previously studied. As such, in column two we add the χa0N operator

to χ1 and χ2 and perform the resulting 6 × 6 correlation matrix analysis. This

analysis reveals no new low-lying states. We then further add the χ′a0N operator

forming an 8 × 8 analysis. Once again the spectrum is invariant, revealing no

new states.

As the overlap of three-quark operators with three-quark states is naturally

large when compared to five-quark operators, we proceed by considering bases
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1 2 3 4 5 6 7
Basis Number

1.2

1.4

1.6

1.8

2.0

2.2

2.4

M
(G

eV
)

1 → χ1 + χ2

2 → χ1 + χ2 + χa0N

3 → χ1 + χ2 + χa0N + χ′a0N

4 → χπN + χ′πN + χa0N

5 → χπN + χ′πN + χa0N + χ′a0N

6 → χπN + χ′πN + χσN + χ′σN
7 → χσN + χ′σN + χa0N + χ′a0N

Figure 5.2: Low-lying states observed for each of the correlation-matrix bases

described in Table 5.1. For each interpolating field, two smearing levels of ns = 35

and ns = 100 are used in all cases. Dashed horizontal lines are present to guide

the eye. They have been set by the central values from basis 1 in all cases except

for the state ∼ 2.1 GeV, in which case it is drawn from basis 4.

that contain only five-quark operators. The aim is to allow spectral strength that

may have ordinarily been overwhelmed by three-quark operators to come to the

fore. Such an approach was beneficial in the odd-parity nucleon sector [26].

The results of a 6×6 analysis using χπN , χ′πN and χa0N are illustrated as basis

number four in Fig. 5.2. Here we do observe a state between the two previously

observed states, but crucially no new low-lying state is extracted. To ascertain

whether the observed state is new, or a superposition of the two states observed

previously, we consider larger five-quark operator bases.

In the final three columns we form 8× 8 bases with the three possible combi-

nations of pairs of our five-quark operators. States consistent with those already

observed are extracted, including the new state observed in basis four. However,

no new low-lying states are found.

Returning to the aforementioned Hamiltonian effective field theory model [67],
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there are some common features in the spectrum. The splitting of ∼ 200 MeV

between the first and second excitations observed with the three-quark operators

is similar to that predicted by the model. More interesting is the model’s pre-

diction of a scattering state with a dominant πN component roughly half way

between the two excitations. In bases four and five, containing χπN and χ′πN
interpolators, we do observe an energy level roughly half way between the two

excitations. The dismissal of three-quark operators is key to disclosing this state.

However, the lattice data is insufficient to definitively conclude that this energy

level is a new state, as none of the bases studied yield three orthogonal excited

states simultaneously.

While these qualitative features are consistent, the goal of this investigation

was to reveal new states below the lowest-lying excitation of three quark oper-

ators through the consideration of novel five-quark operators. We are now able

to conclude that the introduction of positive-parity mesons in local five-quark

operators of the nucleon, does not provide strong overlap with the anticipated

low-lying finite-volume scattering states.

However, these operators do have strong overlap with the ground state nu-

cleon, once again highlighting the meson-baryon cloud of the nucleon. In bases

four through seven, only five-quark operators are considered and we are able to

extract the ground state mass with a high degree of precision, comparable to that

obtained solely with three-quark operators.

5.4 Summary

In this chapter we have performed an exploratory investigation during which we

introduced local five-quark operators with the quantum numbers of the Roper

resonance, based on combining positive-parity mesons with conventional nucleon

interpolators. Drawing on success in the negative parity channel, the aim was to

reveal new low-lying states that had been missed in previous calculations utiliz-

ing three-quark operators. The construction of a0N - and σN -type interpolating

fields was outlined and variational analyses were performed with these new inter-

polating fields, in combination with previously considered πN -type and standard

three-quark interpolators.

Ratios of correlation functions were examined to discover which interpolators

gave rise to new superpositions of excited states and therefore which interpolators

held the greatest promise of overlapping with new states. This process indicated
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that the χa0N operator was the most promising interpolator for revealing new

low-lying states.

Correlation matrices were constructed from several different bases of interpo-

lating operators. By systematically varying the operators used, the independence

of the low-lying spectrum from the basis could be checked and the potential for

new state discovery was increased. In accord with previous studies, changing the

operators composing the basis of a correlation matrix does affect whether or not

a particular state is observed.

While a new state anticipated by Hamiltonian effective field theory was ob-

served in this analysis, no new states below the first excitation found with three-

quark operators were observed. The local five-quark operators studied were found

to posses a strong overlap with the ground state nucleon, as bases containing only

these operators produced a ground state with a high degree of precision.

We conclude that the low-lying finite-volume meson-baryon scattering states

anticipated by Hamiltonian effective field theory are not well localised. Instead,

the states appear to be weakly interacting such that the volume suppression of

two-particle scattering states with local operators prevents their strong overlap

with the interpolators considered herein. The results strengthen the interpreta-

tion of the Roper as a coupled-channel dynamically-generated meson-baryon res-

onance, a resonance not closely associated with conventional three-quark states.



Chapter 6

Non-Local Operators

As we discovered in preceding chapters, local multi-hadron operators couple

poorly to scattering states due to the lack of explicit momentum projection.

In this chapter we therefore endeavour to calculate the correlator in such a man-

ner so as to be able to explicitly specify the momentum of each single-hadron

piece in our multi-hadron operator, thereby achieving a larger coupling strength

with scattering states. Fortunately, this can be achieved by working directly with

source and solution vectors in place of quark spinors in the interpolating field

as has been done for the nucleon using distillation [38], which generalises to the

n-quark case. This is the so-called “direct method” discussed in Section 3.4.

As we discovered in the aforementioned section, the direct method introduces

a nested sum over dilution indices for each source-solution pair that is particularly

troublesome, with the cost of the dilution dependent part of the correlator evalu-

ation scaling as inq where nq is the number of quarks and i takes all values of the

dilution index. Naively performed spectroscopy calculations involving five-quark

correlators with full spin, colour and time dilution (so i = nc×ns×nt) on state-

of-the-art lattice sizes within this framework can quickly become prohibitively

expensive.

With current computational resources, such a calculation is ∼ 2 orders of

magnitude more expensive than what would be considered tractable. It is there-

fore prudent to investigate noise reduction schemes, and varying dilution levels.

We proceed by performing some test calculations in order to investigate noise

reduction schemes and consider different levels of dilution.

61



CHAPTER 6. NON-LOCAL OPERATORS 62

6.1 Noise Reduction Techniques

As full time, spin and colour dilution is (with current resources) infeasible for the

five-quark operators of interest calculated with the direct method, we begin by

considering alternate dilution schemes, and investigate the associated behaviour

with simpler interpolating operators. Recall that in the extreme, computationally

prohibited limit of fully diluting across time, spin, colour and all spatial indices,

the stochastic estimate of the all-to-all propagator seen in Equation 3.20 becomes

an equality as each diluted noise vector only has a single non-zero element. Hence

propagation amplitudes estimated with a lower level of dilution simply provide

a noisier estimate of the quantity of interest rather than an erroneous one. We

therefore turn our attention toward dilution schemes that are less expensive than

full dilution in time, spin and colour.

It was discovered during previous work [55] that full time dilution is crucial to

obtaining accurate correlator evaluations using the techniques considered herein,

and hence we retain full time dilution1. We therefore proceed via the consid-

eration of full dilution in time and spin indices, and full dilution in time and

colour indices. In Figure 6.1 we present pion effective mass plots for a test cal-

culation with a heavy pion on 75 203× 40 lattices that originate from correlators

constructed with full time-spin (ts) dilution and full time-colour (tc) dilution.

The plots are produced with different noise vector choices as described below.

These results are compared with the effective mass plot extracted from standard

point-to-all propagators using the usual techniques. Data points obtained from

performing full dilution in time-spin-colour (tsc) are also plotted for compari-

son. As the recipe to stochastically estimate quark lines is valid for any source

point, the stochastically estimated correlators have been averaged over all possible

source positions, thereby significantly reducing the statistical error. In addition

the γ5-Hermiticity transformation introduced in Section 3.5 is employed.

The top plot of Figure 6.1 shows effective mass plots that have been produced

with a single noise vector for each quark line, while we present the results using

an independent noise source for each quark line in the bottom plot of the same

figure. Reusing the noise vectors for the pion is essentially an implementation

of the 1-End trick (See Appendix C), where the noise sources after applying γ5-

Hermiticity go as η η? = 1 meaning all the signal comes from the solution vectors,

1Full time dilution is one of the only mandatory options written into the correlation function

generation software. The routines that deal with the nested loop over dilution indices are simpler

by assuming there is a delta function in time.
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Figure 6.1: Comparisons of pion effective mass plots with a point source using

various dilution schemes. The source is inserted at timeslice 10. The black data

points represent the effective mass extracted from a standard evaluation of the

correlator. The red, blue and green mass plateaus are sourced from correlators

evaluated from source vectors that possess full dilution in time-spin-colour (tsc),

time-spin (ts) and time-colour (tc) indices respectively. Points in the top plot

originate from the use of a single noise vector for both quark lines, while the

bottom plot displays the results sourced from independent noise sources for each

quark line. The x-component of the data points has been offset for clarity.
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thereby minimising noise. In this case (top plot), it is evident that all dilution

schemes provide a satisfactory estimate of the correlator.

It has been suggested that to ensure unbiased estimation of the correlator,

an independent noise source for each quark line is needed [38]. That is to say

that the 1-End trick justification to use the same noise vector for each quark

line, which is applicable to mesons, does not extend in a natural way to the

general n-quark case. In the bottom plot of Figure 6.1 where an independent

noise source is used for each quark line, full dilution in time-spin-colour indices

provides an estimate that is somewhat satisfactory, while lower levels of dilution

display unsatisfactorily large fluctuations with the level statistics examined. As

the pion mass is comparatively straightforward to extract with high precision,

spectroscopy of the baryons with standard or more exotic operators appear to

demand a different recipe.

However, this test calculation only utilised 75 203 × 40 gauge configurations,

and as such we may ask if we increase the lattice volume, consequently increasing

the number of source insertions that are averaged over, perhaps a satisfactory

recipe may be found. Before performing such a calculation we recall that for exotic

five-quark operators full dilution in time-spin-colour indices is computationally

infeasible (with current resources). We therefore briefly turn our attention toward

the candidate dilution schemes that would be utilised in a five-quark calculation,

and perform the aforementioned test calculation with that dilution recipe. That is

to say we now consider the candidates of full dilution in time-spin and time-colour

indices.

We proceed by noting that as we plan to smear these source vectors, a fully

colour diluted source vector will not possess a delta function in colour space

post-smearing. This somewhat reduces the appeal of diluting in colour space, as

there is no computational saving from imposing a delta function, and the noise

reducing effect of performing dilution may be suppressed. Furthermore, in the

case of full dilution in Dirac space we are able to exploit the associated delta

function during the correlator evaluation meaning that in most cases2 performing

spin dilution is actually computationally cheaper than performing colour dilution.

We therefore, anticipate full time and spin dilution to be cheaper and provide a

marginally better estimate than full dilution in time and colour. Indeed, in the

2In practise, the specific amount by which one dilution scheme is cheaper than the other is

operator dependent, as only delta functions corresponding to source vectors that are paired with

another source vector in a Dirac scalar are imposed due to compatibility issues with existing

data structures. This is discussed in further detail in Chapter 7.
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Figure 6.2: A plot of correlators G for the nucleon operator χ1, calculated with

an independent noise source for each quark line and full dilution in time and spin

indices. Averaging of the correlator over all possible spatial source positions has

been performed, and 150 323 × 64 gauge configurations are utilised. The source

is inserted at timeslice 16. Results are presented for four levels ns = 0, 35, 100

and 200 of Gaussian smearing at the source and the sink positions. Note that

all estimates of the correlator drop below zero. Once the value of the correlator

goes negative, further data points have not been plotted so as not to obscure the

other values. The dashed horizontal line at zero is present to guide the eye.

bottom plot of Figure 6.1 time-spin dilution appears to provide a marginally

better estimate than time-colour dilution. This comparison can only get more

favourable to time-spin dilution once smearing is introduced and as such we prefer

the computationally cheaper time-spin dilution over time-colour dilution.

Returning to the idea of performing a test calculation on larger lattice sizes

to enhance the noise reducing effect of volume averaging over more spatial source

positions on a larger lattice, we evaluate the nucleon correlator using full dilution

in time-spin indices on 150 323× 64 gauge configurations made available through

the ILDG [57, 58].

In Figure 6.2 we plot the value of the correlator from such a calculation for
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the four levels of Gaussian smearing ns = 0, 35, 100 and 200. We note that by

timeslice 24 all estimates of the correlator have dropped below zero indicating a

complete loss of signal, with the ns = 0 case taking on a negative value as early

as timeslice 18. By way of comparison, when the same calculation is performed

using standard point-to-all propagators, the first of the four smearing levels to

take on a negative value is ns = 200 which occurs at timeslice 53, well away

from candidate fit ranges. Evidently, fully diluting over time and spin indices

using an independent noise source for each quark line is insufficient to provide

an accurate estimate of the nucleon correlator corresponding to χ1 even after

averaging over spatial source positions. This is not surprising given the baryon

correlator includes a Levi-Cevita anti-symmetric tensor. Naturally, more exotic

five-quark operators correspond to noisier correlators, and as such we now turn

our attention to the investigation of an improved stochastic recipe.

6.1.1 Noise Minimisation Trick

Drawing on experience with the 1-End trick for the pion case, we endeavour

to create a similar tactic in the baryon sector. This is more challenging when

colour is not diluted, as a baryonic 1-End type trick based on Z3 noise is not

possible. Recall that the standard three-quark nucleon interpolators we have

seen in previous chapters contain terms in the creation field that look like

εabc ηaA η
b
B η

c
C . (6.1)

For the pion, the 1-End trick eliminates the source vectors from the correla-

tor evaluation by imposing 〈η(x) η?(y)〉 = δxy. Correspondingly, we desire each

element in the full anti-symmetric sum of (6.1) to be +1. For example, for

(a, b, c) = (1, 2, 3)

η1
A η

2
B η

3
C = +1. (6.2)

Now consider η3
C which is present in terms η1

A η
2
B η

3
C and η2

A η
1
B η

3
C . The anti-

symmetric Levi-Cevita tensor together with our desire to enforce (6.2) for all

possible terms then ensures

η1
A η

2
B η

3
C = −η2

A η
1
B η

3
C = 1, (6.3)

and we consequently obtain the constraints

η3
C = (η1

A η
2
B)? = (−η2

A η
1
B)?. (6.4)
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Here we note condition (6.4) restricts us to considering noises ZN , such that the

group ZN is closed under sign changes. We therefore consider Z2 noise. We

now turn our attention to η2
C which is present in terms η1

A η
3
B η

2
C and η3

A η
1
B η

2
C .

Similarly to the η3
C case, this leads to the condition

η1
A η

3
B η

2
C = −η3

A η
1
B η

2
C = 1, (6.5)

and the associated constraints

η2
C = (η3

A η
1
B)? = (−η1

A η
3
B)?. (6.6)

Once again repeating the procedure for η1
C we obtain

η2
A η

3
B η

1
C = −η3

A η
2
B η

1
C = 1, (6.7)

and the corresponding constraints

η1
C = (η2

A η
3
B)? = (−η3

A η
2
B)?. (6.8)

Combining Equations (6.6) and (6.8) we obtain

(η3
A η

1
B)

η1
A

=
(η3
A η

2
B)

η2
A

, (6.9)

and therefore

η1
B η

2
A = η1

A η
2
B. (6.10)

However, Equation (6.4) gives

η1
B η

2
A = −η1

A η
2
B, (6.11)

which is incompatible with (6.10) for non-trivial elements. Furthermore, setting

η1
A = η2

A = 0 for example, leads to four terms in the full anti-symmetric sum

being zero, a self evidently undesired outcome. Consequently, it is impossible to

enforce all terms in Equation (6.1) to be +1. We therefore consider the alter-

native approach of only enforcing Equations (6.4) and (6.6), and deducing the

implications for all the terms in the anti-symmetric sum of Equation (6.1). In

this case we find the following

ε123 η1
A η

2
B η

3
C = +1 (η3

C)? η3
C = +1 (by Equation 6.4)

ε213 η2
A η

1
B η

3
C = −1 (−η3

C)? η3
C = +1 (by Equation 6.4)
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1 2 3

ηA d e f

ηB g −eg/d −fg/d
ηC A (fg)? (−eg)?

Table 6.1: A table showing the values of the three noise vectors, ηA, ηB, ηC upon

following our noise minimisation recipe. The three columns denoted ‘1’, ‘2’ and

‘3’ represent the three colour components of the noises. Here d, e, f, g are random

elements of Z2 while the ‘A’ in entry η1
C represents the fact that this assignment

is an arbitrary Z2 element. Other entries are derived from Equations (6.4) and

(6.6).

ε132 η1
A η

3
B η

2
C = −1 (−η2

C)? η2
C = +1 (by Equation 6.6)

ε312 η3
A η

1
B η

2
C = +1 (η2

C)? η2
C = +1 (by Equation 6.6)

The remaining combinations are then ε321 η3
A η

2
B η

1
C , and ε231 η2

A η
3
B η

1
C . We then

recall that ε321 = −1 and ε231 = +1, and observe that combining Equations (6.4)

and (6.6) yields η3
A η

2
B = η2

A η
3
B. Consequently, irrespective of our choice of η1

C one

of ε321 η3
A η

2
B η

1
C , or ε231 η2

A η
3
B η

1
C will be +1 and the other will be -1. Enforcing

Equations (6.4) and (6.6) then ensures five out of six non-zero terms in the sum

of Equation (6.1) are +1 and the other term is -1. This is the best one can do,

as we have demonstrated that enforcing all elements to be +1 is not possible.

We therefore utilise the following recipe for assigning elements of noise vec-

tors present in baryons. First, we assign random Z2 elements say d, e, f, g, to

η1
A, η

2
A, η

3
A, η

1
B. As depicted in Table 6.1, all other elements other than η1

C , which

is denoted with an ‘A’ representing the arbitrary assignment, can then be derived

from Equations (6.4) and (6.6).

This simple recipe imparts an unwanted bias to the components in the sum of

Equation (6.1) that contain η1
C . We therefore consider the relabelling of the colour

indices of a general term as

εabc ηaA η
b
B η

c
C = εbca ηbB η

c
C η

a
A

= εabc ηaB η
b
C η

c
A

= εabc ηaC η
b
A η

c
B, (6.12)
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as well as the alternative relabelling procedure

εabc ηaA η
b
B η

c
C = εbca ηaA η

b
B η

c
C

= εabc ηcA η
a
B η

b
C

= εabc ηbA η
c
B η

a
C . (6.13)

Hence, we are able to arbitrarily cycle the rows or columns in Table 6.1. Conse-

quently, we take advantage of these properties and once all the values have been

set according to Table 6.1, we randomly cycle both the rows and columns either

by 0,1 or 2 places. In this way, the arbitrary assignment of η1
C is moved to some

random position, so there is no bias toward any particular colour combination.

In Table 6.2 we record the number of timeslices after the source insertion,

nt, for which the nucleon correlator GN (corresponding to the operator χ1) re-

mains positive, on 150 of the 323 × 64 gauge configurations used in Chapter 5.

Of course, when the value of GN drops below zero, log(G) becomes undefined

prohibiting any further analysis and indicating complete signal loss. Table 6.2

therefore demonstrates that the noise minimisation trick provides a signal that

lasts substantially longer than that obtained from the standard noise case. That is

to say, nStandardNoise
t < nNoiseMin.Trick

t < nStandard
t for all the smearing levels studied.

The starkest difference in the associated effective mass plateaus occurs at

ns = 0 sweeps of smearing where GN becomes negative two time slices after the

source insertion in the standard noise case, completely prohibiting the presence

of anything resembling a plateau. The corresponding effective mass plot for the

noise minimisation trick case provides promising agreement with the standard

case at early times. In Figure 6.3 we present this finding by comparing the

effective mass plateau obtained in the standard case, with that obtained when

performing the noise minimisation trick in the stochastic case.

While the relative error for the noise minimisation case is relatively large at

later times, it is clearly preferable to being unable to plot an effective mass. As

generating noise vectors forms a completely negligible fraction of the total calcu-

lation time, performing the noise minimisation trick comes at no further cost and

therefore constitutes a judicious tactic to employ.
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Standard Noise, dil=ts Noise Min. Trick, dil=ts Standard

ns = 0 nt = 2 nt = 12 nt = 42

ns = 35 nt = 7 nt = 13 nt = 41

ns = 100 nt = 8 nt = 20 nt = 39

ns = 200 nt = 5 nt = 8 nt = 37

Table 6.2: A table recording the number of timeslices after the source insertion,

nt, for which the nucleon correlator GN (corresponding to the operator χ1) re-

tains a positive sign for various methods of correlator evaluation. The “Standard

Noise, dil = ts” column corresponds to the use of three independent stochasti-

cally estimated quark lines in the nucleon correlator with full dilution in time

and spin indices, while the “Noise Min. Trick, dil = ts” column corresponds to

the same recipe with the added implementation of the Noise Minimisation Trick

encountered in Section 6.1.1. The final column refers to the nucleon correlator

evaluated in the standard way with point-to-all propagators. 150 323 × 64 gauge

configurations were used, four different levels of ns = 0, 35, 100 and 200 sweeps of

Gaussian smearing at the source and sink points were investigated and averaging

over all possible spatial source positions has been performed for the stochastic

estimates.
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Figure 6.3: A comparison of nucleon effective mass plots for a point source at

t = 16. The black data points are calculated using standard point-to-all tech-

niques, while the blue data points are calculated using the noise minimisation

trick to stochastically estimate quark lines. In the stochastic case averaging over

all possible spatial source positions has been performed. We utilise 150 of the

323×64 gauge configurations used in chapter 5. Note that the effective mass plot

for the stochastic estimation in the absence of the noise minimisation trick is not

present as the value of the correlator becomes negative only 2 timeslices after the

source insertion.
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6.2 Simulation Details

Equipped with these variance reduction tactics and the recipe to evaluate corre-

lators directly from source and solution vectors3 we proceed with a calculation of

the five-quark πN -type operator given by

χπN(x, y) =
1√
6
εabc γ5×{

2
[
uTa(x) Γ1 d

b(x)
]

Γ2 d
c(x)

[
d̄e(y) γ5 u

e(y)
]

−
[
uTa(x) Γ1 d

b(x)
]

Γ2 u
c(x)

[
d̄e(y) γ5 d

e(y)
]

+
[
uTa(x) Γ1 d

b(x)
]

Γ2 u
c(x)

[
ū(y)e γ5 u

e(y)
]}
, (6.14)

which is the non-local analogue of the local five-quark χπN(x) studied in Chapters

4 and 5. As the single-hadron pieces in our multi-hadron operator have now

been spatially separated to project single-hadron momenta, the corresponding

correlation function is given by

G(~p, ~p ′, ~p ′′, ~p ′′′, t) =
∑
~x

e−i~p·~x
∑
~y

e−i~p
′·~y
∑
~w

e+i~p ′′·~w
∑
~z

e+i~p ′′′·~z

〈
Ω
∣∣χ(~x, ~y, t)χ(~w, ~z, tsrc)

∣∣Ω 〉,
(6.15)

which is evaluated using the “direct method”, projecting ~p, ~p ′, ~p ′′, ~p ′′′ all to ~0

with the algorithms outlined in Chapter 7, giving the correct momentum for the

S-wave πN scattering state present in the odd-parity sector. The associated

diagrams that must be calculated are presented in Figure 6.4.

We employ the use of the noise minimisation trick for the evaluation of the

baryon piece of the operator from Section 6.1.1 and re-use the same noise vector

for the pion piece in implementing the 1-End trick. It is worth noting here

however, that while we can ensure that the noise vectors associated with the

noise minimisation trick are used in the baryon piece evaluation, and the re-used

noise vector is used in the pion piece evaluation, the same can not be said of

the associated solution vectors. As we discussed in Section 3.4 permuting over

source or solution vectors is necessary when calculating correlators directly from

interpolating operators in order to acquire all the terms that would have otherwise

3The so-called “direct method” of correlator evaluation was introduced in Section 3.4 and

is ameliorated in Chapter 7.
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Figure 6.4: The seven types of topologically distinct diagrams that must be

evaluated in order to calculate the correlator as prescribed by Equation (6.15).

The variables w and z correspond to spatial points at the source timeslice, while

x and y correspond to spatial points at the sink time.
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been obtained by performing Wick contractions. For reasons discussed in Chapter

7 we choose to permute the solution vectors while holding the source vectors fixed.

Therefore, there are some contributions where the solution vectors corresponding

to the the noise minimisation trick source vectors are found in the pion piece while

solution vectors associated with the re-used source vector are found in the baryon

piece of the interpolating operator. These mixed contributions would ordinarily

correspond to contractions where the quark fields of pion and nucleon pieces

have been mixed in the given Wick contraction. Although the solution vectors

necessarily don’t combine in the same way as they do in the single hadron case,

the noise identities derived in Section 6.1.1 all remain true.

In this investigation we make use of 792 163× 32 gauge configurations. Fixed

boundary conditions are employed in the time direction removing backward prop-

agating states, and the source is inserted at tsrc = nt/4 = 8, well away from the

boundary. The lattice spacing is 0.125 fm providing a volume of ≈ (2.90 fm)3.

β = 1.90, the light quark mass is set by the hopping parameter κud = 0.13025

which gives a pion mass of mπ = 464 MeV [71]. Here, we use the FLIC fermion

action detailed in Section 2.2.2.

6.3 Five-Quark Operator Results

The odd-parity nucleon channel is a natural sector to perform such a calculation,

where the lowest-lying scattering state is the S-wave πN state. Recently, lattice

spectroscopy in this channel has achieved notable success with momentum pro-

jected operators [46]. We therefore independently project the momentum of the

pion and nucleon pieces to zero in the creation and annihilation operator in Equa-

tion (6.15), and compare this to the non-interacting nucleon and pion. In Figure

6.5 we plot the ratio of the effective mass obtained from the momentum projected

non-local five-quark operator to the sum of the effective masses obtained from

standard nucleon and pion operators. The same re-used noise vector is used in

the pion piece of the five-quark operator and the standard pion operator, while

the same noise minimisation trick vectors are used in the baryon piece of the

five-quark operator and the standard nucleon interpolator. This gives a total of

four noise vectors. By taking a ratio in this manner we allow the possibility of

noise fluctuations in the numerator and denominator cancelling out.

A ratio of 1 indicates that the energy level extracted from the momentum

projected five-quark operator is equal to the non-interacting mN +mπ scattering
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Figure 6.5: A plot of the ratio of the effective mass obtained from the momentum

projected five-quark χπN operator to the sum of the effective masses obtained

from standard nucleon and pion operators. The insertion of the point source

occurs at timeslice 8, and 792 163 × 32 gauge configurations have been used.
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threshold, while deviations from 1 signal the presence of attraction or repulsion

of the pion and nucleon. In a finite volume, attractive S-wave states character-

istically lie below the threshold energy [72, 73]. The strength of the attraction

is then manifest in the size of the energy shift. This ratio is presented in Figure

6.5. The ratio of ∼ 1 indicates our non-local momentum projected source has

successfully isolated the πN scattering threshold. While all mean values (except

at timeslice 12) lie slightly below 1 as expected, higher statistical precision will

enable us to extract this energy shift in future studies, in addition to acquiring

more data points at further time separation from the source.

Nevertheless, explicitly projecting single-hadron momentum onto pieces of our

multi-hadron operator allows access to scattering states in a way that would not

have been possible with local interpolating fields. We have demonstrated how

such a state-of-the-art calculation may be performed, and as we discover in the

following chapter, the technology developed for this calculation admits an exciting

level of generality.

6.4 Summary

In this chapter we investigated the evaluation of correlators using the “direct

method” in order to discover a computationally feasible framework that permits

single-hadron momentum projection in multi-hadron operators. We began this

investigation via the independent consideration of nucleon and pion pieces.

While using the “direct method” to evaluate the pion correlator, it was dis-

covered re-using the same source/solution pair for each quark line produced a

more accurate correlator with a higher level of precision. We therefore proposed

the use of the same source vector for each quark line in pion pieces of five-quark

operators.

In the case of the nucleon, stochastic correlator estimations with the “direct

method” were associated with a large variance. Furthermore, dilution schemes

that would accessibly provide variance reduction ordinarily, such as full dilution

in time, spin and colour were found to be computationally infeasible for multi-

hadron operators with current resources. In order to perform variance reduction,

and motivated by the 1-End trick in the meson sector, we then created the noise

minimisation trick for baryons, and demonstrated that it provided an improved

estimate of the correlator at no extra cost. We therefore proposed the use of the

noise minimisation trick for the baryon piece of five-quark operators.
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This technology was then utilised in order to evaluate a non-local five-quark

πN -type operator, with the pion and nucleon pieces being independently pro-

jected to zero momentum. We found at early timeslices the ratio of the effective

mass extracted from this operator to the effective mass of the non-interacting

scattering threshold was consistent with 1, indicating success in isolating the πN

scattering state with momentum projected hadrons.

Future work will include multiple smearing levels in the calculation. While

higher amounts of smearing are typically associated with larger errors bars, the

onset of the plateau from which an effective mass is extracted occurs at earlier

timeslices. Smearing can therefore be expected to permit the extraction of a

signal further away from the onset of the gauge noise.

Furthermore, performing interleaved spatial dilution has recently been found

to provide better than the 1√
N

scaling behaviour of the variance with number

of inversions N . Consequently, it is computationally preferred to adding more

gauge configurations. With the inclusion of interleaved spatial dilution and mul-

tiple smearing levels, it will then be a straightforward and potentially very re-

warding extension to apply the variational techniques discussed in Chapters 4

and 5 to bases including single-hadron momentum projected non-local five-quark

operators.



Chapter 7

Software Development

The vast majority of time throughout this work was spent on in-house software

development. As such, it is natural to include a chapter detailing the generality

and scope of future work that has now been made possible. The code comes

in two versions. The first is “cfgen1” (correlation function generator version 1),

that calculates correlators using the associated operators and propagators, and

is ∼ 8, 000 lines long. The second version, “cfgen2”, performs the correlation

function evaluation directly on the given operators utilising source and solution

vectors as data input. This version of the code is over 20,000 lines long, and

admits a high degree of generality.

Not only is it capable of dealing with arbitrary numbers of quark fields and

gamma matrices, it can also deal with arbitrary numbers of Lorentz indices, free

Dirac indices, Levi-Cevita tensors and momentum projections at arbitrary num-

bers of spatial points. In addition, the software supports the use of Gaussian

smearing at the source and sink, Gell-mann matrices, permuting source (or so-

lution) vectors to increase statistics and provides various methods to evaluate

backward running propagation amplitudes. In addition to all the code required

to do the mandatory tasks, and the care taken to judiciously perform the nested

dilution loop for different levels of dilution, this generality is responsible for the

size.

In this chapter, we outline the algorithm and calculation method to illustrate

the generality and convey to the reader the scope of possible future calculations.

However, for the sake of brevity we exclude elaboration on the precise imple-

mentation of each algorithm, instead endeavouring to provide sufficient detail to

ameliorate the algorithmic logic. As we shall discover, both cfgen1 and cfgen2

share the routines that perform Wick contractions, and as such we commence

78
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our overview of the software by discussing the generality of the Wick contraction

routines.

7.1 Wick Contractions

As we have seen in previous chapters, the evaluation of correlation functions

requires us to calculate vacuum expectation values of time ordered products of

field operators. Expressions of this form can be calculated by taking all possible

contractions as discussed in Section 3.3. For clarity of presentation we proceed

via the consideration of the nucleon case, and endeavour to comment on the

generalisation of the algorithm when it is not otherwise clear.

The first step is to read the interpolating field into appropriate data structures.

Recall that the common nucleon type interpolator χ1 can be written

χ1(x) =
1√
2
εabc
[
uTa(x)Cγ5 d

b(x)
]
I uc(x), (7.1)

and hence the associated χ1χ1 pair of interest is given by

χ1(x)χ1(x) =
1

2
εabc εa

′b′c′
[
uTa(x)Cγ5 d

b(x)
]
I uc(x) ūc

′
I
[
d̄b

′
(x)Cγ5 ū

Ta′(x)
]
.

(7.2)

Naturally, γ-matrix properties were used in the calculation of χ1, the determina-

tion of which is the only step in the correlator evaluation for which a by-hand

calculation is necessary. Given the desire to evaluate cross-correlators, writing

symbolic manipulation software to calculate χ is not a prudent way to spend ones

time. After reading in this string, we next assign each quark a number according

to its position and allocate explicit Dirac indices, so that we are able to move

individual quark fields and γ-matrices into data structures while still retaining

the underlying Dirac structure. Our χ1(x)χ1(x) pair then becomes

χ1(x)χ1(x) =
1

2
εabc εa

′b′c′
[
u1,Ta

3 (x) (Cγ5)3,4 d
2,b
4 (x)

]
I1,2 u

3,c
2 (x)

× ū4,c′

5 I5,6

[
d̄5,b′

7 (x) (Cγ5)7,8 ū
6,Ta′

8 (x)
]
. (7.3)

Here the superscript i on the ith quark field refers to the assigned quark number

and is simply a label to aid in the contraction calculations, while the subscripts on

the quark fields and gamma matrices are Dirac indices. We then bin the quarks

by flavour and create a rank 2 table with all the quark numbers corresponding

to creation fields down the second column. Figure 7.1 shows the resulting tables

for the nucleon case. Next, all possible permutations of the annihilation quark
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- 4

- 6
- 5

Figure 7.1: Nucleon quark tables for u (left) and d (right) quark sectors. The

numbers correspond to the assigned quark number.

fields are taken and the corresponding assigned quark numbers are written into

the first column of the tables, forming so-called “permutation tables”. At this

point two numbers along a given row, say i1 and i2, represent the contraction

of quark i1 with quark i2 and hence describes a propagator line. Figure 7.2

illustrates the situation in the nucleon case after the aforementioned permutation.

Finally, all possible combinations of the permutation tables are taken such that

1 4

3 6

3 4

1 6
2 5

Figure 7.2: Nucleon quark tables for u (left and centre) and d (right) quark

sectors post-permuting annihilation fields. These are the so-called “permutation

tables”.

the combination contains exactly one permutation table of each flavour present.

This forms the so-called “contraction tables” for a given χχ pair. A pictorial

representation of these tables is presented in Figure 7.3. Naturally, the algorithm

1 4

3 6

2 5

3 4

1 6

2 5

Figure 7.3: Nucleon quark tables after taking combinations of permutation tables.

These are the so-called “contraction tables”.

is implemented to support all 6 flavours. Each table represents one term in

the correlator and corresponds to a given Wick contraction subject to flavour

constraints. These tables make it immediately evident that labelling the quarks

by numbers is a prudent thing to do, as it allows Wick contraction routines

to be coded intuitively. In addition, the sign of each term in the correlator

can be analytically determined from the entries in the contraction tables, by

calculating how many times Grassmanian fields were commuted in order to arrive

at a particular contraction. Another advantage of performing Wick contractions
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in this manner is that the information about the diagrams present in the correlator

is implicitly encoded into the contraction table. That is, information about where

propagator lines begin and end is stored implicitly along with the pair of numbers

in a given row of the contraction table, meaning that the algorithm is completely

general not only in the number of quark lines but also the position and number

of distinct start and end points for those quark lines.

The contraction table for each term can then be turned into a familiar alge-

braic form by matching up the Dirac indices on the γ-matrices with the associated

indices on a given row of the table which corresponds to a propagator. Care must

be taken in the search condition to denote which Dirac indices appear twice and

hence are summed over, and which appear once and hence are “free” Dirac indices

that also are present on the total correlator. Naturally, which parts of each term

that are traced over are determined here in the obvious way.

The contraction table on the LHS of Figure 7.3 therefore corresponds to the

term (in terms of contracted propagators) of the form

I U ca′(x, 0) (Cγ5)T Dbb′T (x, 0) (Cγ5)T Uac′(x, 0) I, (7.4)

while the contraction table of the RHS of Figure 7.3 corresponds to

I U cc′(x, 0) I Tr
[
Uaa′T (x, 0) (Cγ5)Dbb′(x, 0) (Cγ5)

]
. (7.5)

Naturally, in the case our interpolating operators χ and χ are given by a sums of

colour singlet terms χi and χj as

χ =
∑
i

χi and χ =
∑
j

χj, (7.6)

we perform every possible cross multiplication χiχj necessary to obtain all rele-

vant contributions to the correlator. In this case, we also store which χi and χj

a particular contraction table is formed from in order to support the presence of

a different γ-matrix structure between two terms in the same operator.

7.2 Correlator Size Reduction

At this point we have performed all possible contractions in a completely gen-

eral manner, and therefore have all the required terms present in the correlator.

However, it is possible, and for large interpolating operators even common, to

have terms from different contractions being analytically equivalent. Calculating
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every term can therefore be a poor use of resources and as such our software sym-

bolically manipulates each term in order to find calculations and perform sums

as appropriate. This is implemented by first performing the following steps (in

order):

• The cyclicity of the trace is considered. For propagator and γ-matrix con-

tributions inside a trace, each propagator is paired with a gamma matrix.

Pairs of these pairs are compared within a sorting algorithm and assigned

a unique priority based on a string compare of the γ-matrix, propagator

flavour and propagator type. Naturally, colour indices are omitted from the

comparison as they can be relabelled as we discuss shortly. The trace is

then cycled such that the highest priority pair is the first pair in the trace.

Two pairs of ordinarily equal priority are assigned a priority via a recur-

sive call to the compare routine with propagator/γ-matrix pairs that are

adjacent to the equal priority pair passed as arguments. We note here that

the actual assigned priority is irrelevant, the only important consideration

being that two differently ordered identical trace terms are ordered in the

same way. In this way, arbitrarily many trace terms with arbitrarily many

arguments can be ordered such that terms that can be made analytically

equivalent are cycled to be in the same order.

• The transpose invariance of the trace is considered. If the first term in a

trace over propagators/γ-matrices has a transpose, then it is removed, and

all other terms have their transposes taken to compensate.

• Wherever a transpose is present on a particular γ-matrix, Γ, it is removed

iff ΓT = ±Γ. Of course, the sign of the term is altered accordingly.

• Systematic colour index relabelling is performed, such that for all terms,

all indices originating from the χ interpolating field are in the same order

in that term as they appear in χ interpolator and similarly for χ. As we

only interest ourselves in physical colour singlet quantities we are relabelling

colour indices that appear twice per term and are summed over. Naturally,

if one of these resides in the anti-symmetric levi-cevita tensor, the sign of

the associated term is altered accordingly.

• Relevant flavour considerations, such as setting mu = md in the case of

imposing of isospin symmetry or mu = md = ms if we are calculating at

the SU(3) flavour limit are made, setting propagator flavours to be equal

as appropriate.
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At this point each term has been symbolically manipulated in order to be alge-

braically equivalent to all terms for which it possibly can be, and a cancellation

or sum of terms in our correlator can now be performed. During the software de-

velopment phase the easiest implementation of this cancellation was to compare

entries in each term’s data structures, although naturally a string compare is also

possible.

Evidently, it can be useful to be able to see the algebraic form of the correlator

that we are evaluating. As such, routines that write the correlator as stored in

data structures to the algebraic form of the correlator in LATEXcode have been

written. A demonstration of the output of these routines is presented in Appendix

D.

7.3 Calculations with Contracted Propagators

Now that we have calculated the algebraic form of the correlator we are in a

position to evaluate it. In this section we discuss the recipe we follow to calculate

the numeric correlator values for interpolators with arbitrarily many quarks and

γ-matrices using standard propagators as input. That is, we are discussing cfgen1.

This version of the code supports the calculation of correlators that are complex

numbers or matrices in Dirac space.

The general form of the correlator for a particular combination of colour in-

dices is then given by a product of propagators, S, and γ-matrices, Γi, that is

strictly alternating, with the possible exception of objects contained within a

trace. That is to say, the final object (propagator or γ-matrix) of the Dirac vec-

tor piece of a correlator term may the same type of object as the first object of

a post-multiplied trace piece contained in the same term.

In the case of the nucleon we have the two terms in Equations 7.4 and 7.5

which both have the general form

Γ1 S Γ2 S Γ3 S Γ4. (7.7)

At this point we employ the rather useful property of the γ-matrices, that the

action of left and right multiplying a matrix, M , by γ-matrices Γi and Γj, that

is ΓiM Γj, leaves the values of the entries of M unchanged while shuffling the

position of the values around up to a factor or ±1 or ±i. We can therefore take

advantage of this fact and avoid doing the full matrix multiplication in Dirac

space for every possible colour index combination on the propagators.
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For a given pair of γ-matrices (Γi,Γj) that left and right multiply a propagator

the calculation proceeds as follows. A dummy matrix

M =


m11 m12 m13 m14

m21 m22 m23 m24

m31 m32 m33 m34

m41 m42 m43 m44

 ,
is considered and the action of performing the multiplication ΓiM Γj is stored in

three 4× 4 matrices. The first two contain integers where the (i, j)th entry stores

the row (or column) which corresponds to the position mij is moved to post-

multiplication. The third matrix stores any multiplicative factor for mij in entry

(i, j). This data structure can then be used to appropriately move around the

elements of a given propagator when it is “sandwiched” by the two γ-matrices.

A vector containing all possible “sandwiches” (exactly once) that appear in the

correlator is then produced, allowing the relevant propagator values to the shuffled

around as necessary. Pairing up γ-matrices appropriately to form a sandwich in

a general manner that deals with arbitrarily many (or no) traces in a given term

forms a lengthy portion of cfgen1.

The implementation of the calculation then naturally follows. Propagators

are read in, smeared as appropriate and the U-star trick applied if necessary. All

possible non-zero colour index combinations are calculated by noting whether the

partnered colour index appears in a Levi-Cevita tensor or not. Each term in the

correlator is considered, and the “sandwich” for each propagator is applied as

appropriate. Further details such as the projection of the appropriate momenta

are implemented in an intuitive manner.

7.4 Calculations Directly from Interpolators

We now turn our attention toward the evaluation of the correlator, using source

and solution vectors as input. That is, we are now discussing cfgen2. Recall

from Chapter 3 that direct correlator evaluation for the nucleon case with the χ1

operator amounts to calculating expressions of the form

−1

2
εabcεa

′b′c′
[∑

i

∑
i′

∑
i′′

χa;α
3;u;i′′(y) (Cγ5)αβ χb;β2;d;i′(y)χc;λ1;u;i(y)

× η†c′;λ′1;u;i (x) η†b
′;β′

2;d;i′ (x) (Cγ5)β
′α′
η†a

′;α′

3;u;i′′(x)
]
,

(7.8)
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where all possible terms in the correlator are found by taking all allowed per-

mutations of the source (or solution) vectors. Recall that this is equivalent to

performing all possible Wick contractions. We choose to permute solution vectors

(as opposed to source vectors) to obtain distinct terms. We illustrate our reason

via a brief digression to the consideration of a five-quark annihilation operator,

χ5, with quark content qqqqq̄ and corresponding creation operator χ5 containing

quark content q̄q̄q̄q̄q. Naturally, in order to calculate anything, we must first per-

form the dilution on the source vectors and read in the associated diluted solution

vectors within a loop over allowed dilution index combinations. This action fixes

all dilution indices to a given value. Once the diluted source and solution vectors

have been stored in the relevant data structures, they are smeared as outlined in

Chapter 3. As the smearing operation is the same for different terms, the loop

over number of terms comes after the smearing operation and hence is contained

within the loop over dilution indices.

Now suppose we are performing full dilution in colour, spin and time. For a

source/solution pair where the source is in the creation field we therefore need to

consider nc×ns non-zero diluted source vectors, and their corresponding solution

vectors. However, in the case where the source vector of a source/solution pair

resides in the annihilation field, we must consider nc× ns× nt non-zero diluted

source vectors and their corresponding solution vectors. Further suppose that we

are evaluating a correlator which does indeed contain at least one source vector

in the creation field, and at least one source vector in the annihilation field.

It is therefore evident, that if one were to keep the source vectors fixed and

permute the solution vectors to obtain distinct terms, the values of the dilution

indices that need to be considered is the same for all terms in the correlator.

This is in contrast to the case where the solution vectors are held fixed and the

source vectors are permuted, where the values of dilution indices that need be

considered is term dependent. This is highly undesired, as the loop over terms is

contained within the loop over dilution indices for reasons previously discussed.

We therefore choose to obtain different terms by fixing the source vectors and

permuting solution vectors.

At this point we recall from Section 3.4 that the nested sum over dilution

indices naively scales the number of possible dilution combinations that need

to be considered as inq , where nq is the number of quarks present and i runs

over all possible non-zero dilution combinations. For multi-hadron operators the

calculation can then become significantly expensive, and we therefore turn our

attention toward a number of the tactics implemented to improve the efficiency
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of the code.

Building Efficient Software

While simply fixing the source vectors and permuting the solution vectors yields

the correct result, it is not the most efficient method for calculating large correla-

tion functions. Five-quark operators produce correlators typically containing over

100 allowed permutations. However, if the corresponding Wick contracted corre-

lator that one would calculate with cfgen1 is passed to the cancellation/summing

routines, this number generally reduces the number of distinct terms by a factor

of ∼ 5, but can be as large as an order of magnitude depending on the operator.

In cfgen2 we take full advantage of this by first considering the fully reduced

correlator that cfgen1 would calculate. Each term then has a contraction table

associated with it that stores information about which quarks have been con-

tracted in order to form the given term. Recalling that combining every allowed

permutation of solution vectors for a fixed combination of source vectors in cf-

gen2 corresponds isomorphically to performing all possible Wick contractions in

cfgen1, it is then possible in cfgen2 to deduce the position of the solution vectors

that correspond to the given term, relative to the fixed source vectors. In this

way, we are able to take full advantage of any term redundancy that may be

present, by only calculating permutations that correspond to terms present in a

fully reduced correlator.

Returning to Equation (7.8) we turn our attention to the γ-matrices present

and consider our method of multiplying them. Motivated by our “sandwiching”

tactic of cfgen1, discussed in Section 7.3, we implement a similar tactic in cfgen2.

It is elementary to demonstrate that some γ-matrix, Γαβ, pre or post multiplying

some vector v, as Γαβ vβ or vα Γαβ, leaves the numeric values of v unchanged

(up to a factor of ±1 or ±i), only changing the position of the entries. That

is, multiplying by a γ-matrix is essentially an entry “shuffler”, just like it was

with propagator entries in the cfgen1 case. For a given γ-matrix Γ present in the

interpolating operators, we therefore consider the action of multiplying some test

vector

v =


v1

v2

v3

v4

 ,
as Γv or vTΓ as prescribed as necessary by the form of the χχ pair. The re-
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sult of this action is then stored in two dimension 4 vectors. The ith entry on

the first vector contains the multiplicative factor for the entry vi, while the ith

entry on the second vector contains the position entry vi has been moved to

post-multiplication. In this way, we are able to avoid more costly matrix multi-

plications by moving 4 entries and performing 4 multiplications as opposed to the

16 multiplications present with a full matrix multiply. This provides a significant

improvement as this operation is necessarily contained within a large number of

loops.

Equation 7.8 also shows that in the nucleon case, (and indeed more generally),

we often encounter Dirac scalars of the form vα1 Γαβ vβ2 , where v1 and v2 may be

source or solution vectors and Γ is some (possible) combination of γ-matrices.

However, γ-matrices only posses 4 non-zero entries, and correspondingly there

are only 4 choices of (α, β) that give rise to a non-zero contribution. In the case

of performing full spin dilution (which we always perform throughout this work),

the source vector posses an associated delta function in Dirac space, meaning that

the source vector is zero wherever the dilution Dirac index is not equal to the

actual Dirac index. Therefore, in the case where two source vectors η1 and η2 are

present in a Dirac scalar, ηα1 Γαβ ηβ2 , we can omit the consideration of any dilution

index combination where the dilution indices in Dirac space that correspond to

η1 and η2, say (α′, β′), don’t match the 4 values of (α, β) that correspond to non-

zero entries of Γ. We now turn out attention toward the amelioration of other

relevant calculation details.

Further Calculation Details

The primary motivation for the calculation of correlators directly from source and

solution vectors, was the associated ability to perform independent momentum

projections onto different pieces of the same operator. This is implemented in a

straightforward manner, via the independent consideration of each distinct spa-

tial variable present in the operators. For a given colour index combination and

term, the contribution corresponding to a given spatial point is then evaluated

and the associated momentum projection is applied. This contribution is then

multiplied in the appropriate fashion with contributions associated with other

spatial variables. As the spatial points are all independent, the varying momen-

tum projections are not nested. This decomposition is always possible as Dirac

indices from each single-hadron piece are independent, owing to the localisation

of single-hadron pieces within a (possibly) non-local multi-hadron operator.
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For ease of calculation, for a given spatial variable, Dirac scalars and vectors

are evaluated independently and then combined as appropriate. It is worth noting

here that both the (possible) free Dirac indices on the correlator and the (possible)

Lorentz indices present are linearised, providing an algorithm allowing for the

evaluation of a correlation function with an arbitrary number of Lorentz indices

or free Dirac indices. This adds further generality to an algorithm that is already

6 flavour general and permits both an arbitrary number of quark lines and an

arbitrary number of start and end points for those lines.

At this point it is instructive to discuss our implementation of the γ5-hermiticity

transformations

χb;iβ (x)→ ηb;jβ (x)γ5 (7.9)

ηa;i
α (y)→ γ5 χ

a;j
α (y),

first discussed in Section 3.5. In the aforementioned section we noted that the

transformation can change the dilution index combinations that give rise to non-

zero contributions to the correlator. That is, i may run over a different number

of dilution index combinations to j. Recall we considered the case of full colour,

spin and time dilution.

In order to illustrate how applying the γ5-hermiticity transformation may

change the values of the dilution indices that give rise to non-zero correlator

contributions, consider the elementary example of a pion with corresponding

diagram shown in Figure 7.4. In the untransformed case the source vector at the

source point requires the consideration of nc × ns dilution index combinations,

while the source vector at the sink point requires a consideration of nc × ns ×
nt different combinations of dilution indices. After applying the γ5-hermiticity

transformation to the source vector at the sink point, we now must evaluate it

at the source point. In our case of considering full time dilution, we possess

a delta function in time, meaning that all dilution combinations with a time

dilution index not equal to the source timeslice are zero. Therefore, there are now

only nc× ns dilution index combinations that provide non-zero contributions. A

corresponding altering of the number of timeslices that need to be considered also

occurs for the solution vector as discussed in Section 3.5.

Now suppose we wish to evaluate a correlator that contains multiple topolog-

ically distinct diagrams such as those presented in Figure 7.5 corresponding to

the five-quark operators studied in Chapters 4 and 5. In this case, when applying

γ5-hermiticity to the fully connected piece, all source vectors now only require

a consideration of nc × ns dilution index combinations. However, the two-loop
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x y

Figure 7.4: The diagram corresponding to the pion correlation function.

containing diagram requires a consideration of nc× ns× nt dilution index com-

binations for the source that resides in the annihilation field. This remains true

independently of whether the transformation is applied or not, as the source vec-

tor is still evaluated at the sink point. Furthermore, which particular diagram is

being calculated is term dependent, and for reasons previously discussed, the loop

over number of terms is contained within the loop over dilution indices. Herein

lies the problem. In the case where the γ5-hermiticity operation is applied to a

source/solution pair, the values of the dilution index that need be considered can

be term dependent, but for reasons previously encountered the loop over number

of terms is inside the dilution index loop which fixes the dilution indices that are

considered.

We implement the simplest resolution to the problem. In every case where a

source vector is present in the annihilation field, we store the associated source

and solution vector pair in a separate data structure that contains the pair for

each dilution combination necessary. This is in addition to the pair being stored

in the usual data structure. The transformation of Equation 7.9 is then applied

iff we encounter a term with the source vector in the annihilation operator and

the corresponding solution vector resides in the creation operator. In this case

the source and solution vector with the appropriate dilution are read from the

additional data structure, while when it is not the case we acquire the source and

solution from the usual data structure. While this solution requires more memory

than other possible more ingenious solutions, working memory is generally not the

limiting computational factor, and therefore this method’s simplicity is preferred.

Furthermore, this approach has other distinct advantages, such as the handling

of different smearing levels at the source and sink in an intuitive manner.
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x y

x y

Figure 7.5: The diagrams present when calculating the correlation function from

the various five-quark meson-baryon creation and annihilation fields studied in

this work. Note that while the different five-quark operators studied have different

quark flavour structure, they all produce the diagrams shown.



CHAPTER 7. SOFTWARE DEVELOPMENT 91

cfgen2 supports the smearing of source and solution vectors as well as the

calculation of only a subset of the number of timeslices present and runs in par-

allel. The MPI issues associated with the simultaneous support of the last two

pieces of functionality are non-trivial but we omit a discussion of them as they are

not related to the physics. The software also reads in any Gell-Matrices present

in the interpolator to support possible future R-hadron spectroscopy, although

being beyond the scope of this research this functionality is yet to be extensively

tested.

Furthermore, cfgen2 supports multiple calculations of the correlator, where

each calculation is distinguished by a particular permutation of fixed source vec-

tors. These multiple calculations can then be averaged over to increase statistics.

Naturally, the loop over possible dilution index combinations is contained within

the loop over permutations of source vectors. In this way, the aforementioned

argument discouraging the permutation of source vectors does not apply.

We are now able to calculate in principle diagrams such as that presented

in Figure 7.6, where each quark line can be one of six possible flavours, and

be completely independent to any other line. The computational challenges en-

countered with more elementary diagrams such as those in Figure 7.5 evidently

render the significantly more expensive diagram in Figure 7.6 computationally

infeasible with current resources. We therefore make no associated claim as to

the computational feasibility, usefulness, or otherwise of such a diagram which

is presented solely for illustrative purposes to demonstrate the scope of possible

future calculations.

7.5 Future Directions

In this chapter we have demonstrated the high degree of generality admitted

by the software packages developed during this research. As we discovered in

Chapters 4 and 5, local multi-hadron operators have poor overlap with five-quark

scattering states, and in some cases posses an overlap with states of interest in the

spectrum comparable to that of conventional three-quark operators. As such, it

is anticipated that spectroscopy calculations in the near future will heavily favour

the use of cfgen2, due to the capability of projecting single-hadron momenta onto

single-hadron pieces of a multi-hadron operator, and hence evaluate correlators

corresponding to non-local operators. Further studies involving various correla-

tion matrix analyses with momentum projected operators in the nucleon channel
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y′′

x′′′
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Figure 7.6: A hypothetical diagram that cfgen2 is able to calculate. Each quark

line can take one of six flavours and be completely independent of any other

quark line. Arbitrary numbers of free Lorentz or Dirac indices may be present

on the correlator. Of course, this allows the independent momentum projection

of each spatial source and sink point. The variables (x, x′, x′′, x′′′) refer to pieces

evaluated on the source timeslice, while the variables (y, y′, y′′) are evaluated

at the sink time. Naturally, given the computational challenges encountered

throughout this research with five-quark operators, such a diagram would be

prohibitively expensive to calculate with present computational resources.
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is a straightforward extension of this work.

The Λ channel and its lowest-lying excitation, the Λ(1405) has also been of

interest lately [61, 68, 74–78] where the resonance has been a long-standing puzzle

for the particle physics community. Not only does this JP = 1
2

−
state lie below

the lowest-lying positive-parity Λ excitation, it also lies below the lowest-lying

negative-parity nucleon resonance despite containing a valence strange quark.

Recently, CSSM lattice simulations have shown a vanishing strange magnetic form

factor, indicating the formation of a K̄N molecule. Together with Hamiltonian

effective field theory analysis showing K̄N as the dominant contribution at near

physical quark masses, there is very strong evidence that the Λ(1405) is in fact a

K̄N molecule [68]. Consequently, spectroscopy in this channel with momentum

projected K̄N and πΣ-type operators would constitute an elementary extension

of significant interest to the lattice community.

More generally, any spectroscopic calculation that would benefit from the

use of all-to-all propagator technology, independent momentum projections on

different pieces of the operator or large numbers of quark lines would form a

natural extension to this work.



Chapter 8

Conclusions

In this work we have investigated hadronic spectra calculations using lattice QCD.

We began this study by introducing local five-quark πN -type interpolating fields.

Along with the introduction of these qualitatively different operators comes the

associated loop propagators, S(x, x), that require a different calculation recipe to

the well known point-to-all propagators, S(x, 0). We demonstrated that by fully

diluting in time, spin and colour indices and averaging over four noise vectors, one

was able to estimate these loop amplitudes with an adequate level of precision.

Focusing on the nucleon channel, we employed the use of the πN -type opera-

tors, along with standard three-quark operators, to extract excitation spectra for

both parities using the variational method. We demonstrated that this calcula-

tion paradigm was robust, by the invariance of the energy levels present under

a change of operator basis. This invariance was manifest even though differ-

ent bases contained qualitatively different quark and γ-matrix structures. While

changing basis may effect whether a particular energy level was seen, the energy

levels that were extracted were consistent.

In the negative-parity sector, the introduction of the πN -type operator al-

lowed the extraction of a state consistent with the low-lying πN S-wave scat-

tering state. In the positive-parity channel, no energy level consistent with the

lowest-lying five-quark πN P -wave scattering state was observed. As a local five-

quark operator can’t impart relative momentum to pion and nucleon pieces of

the operator, this approach relies on an odd parity excitation of the nucleon to

obtain the correct quantum numbers. The spectral strength associated with this

excitation was found to be highly suppressed.

Drawing on the success with local operators in the negative-parity sector, we

then paired the nucleon type operator with an even-parity meson, forming local
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σN - and a0N -type operators, allowing the ground state nucleon to participate in

forming the correct quantum numbers. Although one of the a0N -type operators

was found to have unique overlap with states in the spectrum no state consistent

with the scattering threshold was observed. We therefore concluded that the low-

lying finite-volume meson-baryon scattering states anticipated by Hamiltonian

effective field theory are not well localised, and hence the spectral strength of

the local operators with these states was volume suppressed. All local five-quark

operators studied were found to possess strong overlap with the nucleon ground

state.

We then introduced a non-local five-quark πN -type operator, and developed

the associated technology to evaluate correlation functions directly from interpo-

lating operators using source and solutions as input as opposed to propagators.

Along with the introduction of the non-local operators, came the need to develop

novel variance reduction techniques, as the associated stochastically estimated

all-to-all propagators, S(y, x), are used at each quark line. Furthermore, full di-

lution in time, spin and colour using this direct calculation method was found to

be computationally infeasible with current resources. We proceeded by indepen-

dently investigating the pion and nucleon pieces of our five-quark operator.

When calculating the pion correlator, it was found that re-using the same

noise vector for each quark line provided an improved estimate for the correlator

independently of which dilution scheme was employed. The 1-End trick provided

adequate justification for this result. In order to implement the baryonic ana-

logue of the 1-End trick full colour dilution is necessary. As full colour dilution

(along with other necessary dilution) was computationally infeasible within our

calculation methodology we developed the noise minimisation trick for baryons.

It was demonstrated that this trick provided a more precise correlation function

at no extra computational cost.

Utilising the noise minimisation trick for the baryon piece of a non-local five-

quark πN -type operator, and re-using the noise vector for the pion piece we then

explicitly projected single-hadron momentum onto appropriate pieces of our op-

erator. We found at early timeslices the ratio of the effective mass extracted

from this operator to the non-interactive threshold energy was approximately 1,

indicating success in isolating the πN scattering state with momentum projected

hadrons.
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8.1 Future Directions

Following on from our proof of principle calculation with a non-local πN -type

operator, performing this calculation at lighter masses, on larger volumes with

higher statistics would be a rewarding endeavour. Porting of the correlation

function generation software detailed in Chapter 7 to GPUs will aid in facilitating

this.

Furthermore, Hamiltonian effective field theory predicts a rich tower of energy

eigenstates that are yet to be observed on the lattice. This is true not only in

the nucleon channel, but other topical sectors such as the Λ channel, which is

equipped with the Λ(1405) resonance that has been puzzling until recently. Now

that general software has been developed to evaluate correlators associated with

non-local interpolators, applying the relevant momentum projection to these op-

erators in order to cleanly extract these anticipated states will be a very rewarding

future endeavour in a wide variety of channels.

More generally, any calculation that requires the use of all-to-all propaga-

tor technology in order to evaluate n-quark general two-point functions would

constitute a natural extension to this work.



Appendix A

γ-Matrices

The Dirac γ-matrices are present in every operator that we have performed a

spectroscopic calculation with, and hence in this Appendix we discuss them and

outline some useful properties. There are two commonly used representations of

the γ-matrices and in this appendix we present them along with commonly used

useful properties.

A.1 Dirac Representation

The Dirac representation used in Bjorken and Drell [79], is most often utilized

for algebraic manipulation. The defining relation is{
γµ, γν

}
= 2gµν , for µ, ν = 0, 1, 2, 3 (A.1)

where the metric gµν is given by

gµν =


1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1

 . (A.2)

The γ-matrices are then written as

γ0 =

[
I 0

0 −I

]
γi =

[
0 σi

−σi 0

]
, (A.3)

where σi are the 2× 2 Hermitian Pauli matrices

σ1 =

[
0 1

1 0

]
σ2 =

[
0 −i
i 0

]
σ3 =

[
1 0

0 −1

]
. (A.4)
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As we have seen in the main text γ5 is often used in the construction of interpo-

lating operators. γ5 is defined to be

γ5 = − i

24
εαβδηγαγβγδγη = iγ0γ1γ2γ3

=


0 0 1 0

0 0 0 1

1 0 0 0

0 1 0 0

 . (A.5)

Another commonly used matrix that is formed from a combination of γ-matrices

is the charge conjugation matrix C which is defined to be

C ≡ iγ0γ2. (A.6)

The γ-matrices in this representation along with γ5 and C posses the following

commonly used useful properties

• γ2
0 = I

• γ†0 = γ0

• γ0γ
†
µγ0 = γµ

• γ2
5 = I

• γ†5 = γ5

• γ†µ = −γµ

• {γ5, γµ} = 0

• CT = C−1 = C† = −C

• γ0C
†γ0 = C

•
(
Cγ5

)T
= −Cγ5

• γ0Cγ5γ0 = Cγ5 = −γ0

(
Cγ5

)T
γ0

•
(
Cγµ

)T
= Cγµ

• γ0

(
Cγµ

)†
γ0 = γµC

• −γTµ = CγµC
−1 = C†γµC



APPENDIX A. γ-MATRICES 99

A.2 Pauli Representation

While the Dirac representation is useful for algebraic manipulation, the γ-matrices

are not Hermitian, a desirable property to have when working on the lattice. As

such, we use the Pauli representation of the γ-matrices used by Sakurai [80]. The

defining relation is written as{
γµ, γν

}
= 2δµν , for µ, ν = 1, 2, 3, 4. (A.7)

In this representation the γ-matrices are then written as

γi =

[
0 −iσi
iσi 0

]
γ4 =

[
I 0

0 −I

]
, (A.8)

and γ5 defined to be

γ5 =
1

24
εαβδηγαγβγδγη = γ1γ2γ3γ4

= −
[

0 I

I 0

]
. (A.9)

The charge conjugation matrix C is identical to C in the Dirac representation

and is given by

C ≡ γ4γ2. (A.10)

In this representation some commonly used useful properties of the γ-matrices γ5

and C are

• γ2
µ = I

• γ†µ = γµ

• γ2
5 = I

• γ†5 = γ5

• {γ5, γµ} = 0.

• CT = C−1 = C† = −C

•
(
Cγ5

)T
= −Cγ5

•
(
Cγµ

)T
= Cγµ

•
(
γµC

)T
= γµC
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• γ0

(
Cγµ

)†
γ0 = γµC

• −γTµ = CγµC
−1 = C†γµC.



Appendix B

Clebsch Gordan Coefficients

During the construction of multi-hadron operators we find the need to combine

single-hadron operators with isospin (I ′, I ′3) and (I ′′, I ′′3 ), to form a multi-hadron

operator corresponding to a state with isospin (I ′, I ′3). Isospin can be treated in a

mathematically equivalent fashion to spin and hence the rules for combining states

are the same. The Clebsch-Gordan coefficients provide constants to enable us to

decompose the direct product of two irreducible representations of the rotation

group into a direct sum of irreducible representations. That is,

|I ′, I ′3〉|I ′′, I ′′3 〉 =
∑
I

cI
′I′′I
I′3I

′′
3 I3
|I, I3〉, (B.1)

where I is total isospin with isospin projection I3 as per usual and CI′I′′I
I′3I

′′
3 I3

are the

Clebsch-Gordan coefficients. These coefficients can also be used to decompose a

state into a linear combination of composite states,

|I, I3〉 =
∑

I3=I′3+I′′3

CI′I′′I
I′3I

′′
3 I3
|I ′, I ′3〉|I ′′, I ′′3 〉. (B.2)

Throughout our nucleon analysis we make extensive use of (B.2) with I ′ =

1/2, I ′′ = 1/2, and hence we include the relevant table of coefficients in Figure

B.1. Further details on the Clebsch-Gordan coefficients as well as other tables

and an outline of their derivation can be found in Reference [81].
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Figure B.1: Clebsch-Gordan coefficients for the case I ′ = 1, I ′′ = 1/2. Recall there is

an implicit square root sign over the positive part of each table entry.



Appendix C

One-End Trick

Originally, the so-called One-End Trick was devised to calculate pion two-point

functions [82]. We therefore commence our discussion by recalling the pion two-

point correlator after applying γ5-Hermiticity is given by

Gπ(t, ~p) =
∑
y

e−i~p·(y−x)Sabu;αβ(y, x)S∗abd;αβ(y, x), (C.1)

and the expression for the stochastic propagator of flavour f is given by

Sabf ;αβ(y, x) =
〈
χa;α
A;f ;i(y) η†b;βA;i (x)

〉
. (C.2)

Here i is the summed over dilution index and the subscript ‘A’ is used to denote

the source vector number 1, while ‘B’ is later used to denote source vector number

2. Substituting C.2 into C.1 we obtain

Gπ(t, ~p) =
∑
y

e−i~p·(y−x)
〈
χa;α
A;u;i(y) η†b;βA;i (x)S∗abd;αβ(y, x)

〉
, (C.3)

and then note

η†b;βA;u;i(x)S∗abd;αβ(y, x) =
〈
χ∗a;α
B;d;j(y) ηb;βB;j(x) η†b;βA;i (x)

〉
. (C.4)

The noise in our correlator is then minimised when ηA = ηB

ηb;βB;j(x) η†b;βA;i (x) = δij δAB, (C.5)

and hence

η†b;βA;u;i(x)S∗abd;αβ(y, x) = χa;α
A;d;i(y) (C.6)

The correlator is then given by

Gπ(t, ~p) =
∑
y

e−i~p·(y−x)
〈
χa;α
A;u;i(y)χa;α

A;d;i(y)
〉
, (C.7)
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from which it is clear that the same noise vector is re-used to calculate the solution

vectors. We therefore employ this strategy when evaluating pion parts of more

exotic correlators. Further discussion of the One-End trick, as well as a derivation

of the trick in the general meson case can be found in References [83, 84].



Appendix D

Correlation Functions

In this Appendix we illustrate the scope and generality of our Wick contraction

and LATEXwriting routines via the presentation of the algebraic form of a five-

quark correlator corresponding to a pure flavour singlet Λ operator. This choice of

operator is made from length considerations, as well as being a potential operator

to include in future analyses. Naturally, the software supports the use of more

general operators with higher numbers of quarks present and a corresponding

correlator that is substantially larger. However, for illustration purposes and due

to space constraints the following treatment is considered sufficient.

We propose the interpolator χΛ1

5 based on the singlet three-quark Λ operator

Λ1
3 given by

Λ1
3 = + 2εabc

[
uTa(x)Cγ5 d

b(x)
]
I sc(x)

− 2εabc
[
uTa(x)Cγ5 s

b(x)
]
I dc(x)

+ 2εabc
[
dTa(x)Cγ5 s

b(x)
]
I uc(x), (D.1)

and the η′ operator

η′ =
1√
6

[
ūe(x) γ5 u

e(x) + d̄e(x) γ5 d
e(x) + s̄e(x) γ5 s

e(x)
]
. (D.2)

We can then combine the operators obtaining the local five-quark operator

χΛ1

5 =
2√
6
εabc

[ [
uTa(x)Cγ5 d

b(x)
]
I sc(x)−

[
uTa(x)Cγ5 s

b(x)
]
I dc(x)

+
[
dTa(x)Cγ5 s

b(x)
]
I uc(x)

]
×
[ (

ūe(x) γ5 u
e(x)

]
+
[
d̄e(x) γ5 d

e(x)
]

+
[
s̄e(x) γ5 s

e(x)
] ]
.

(D.3)
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It is then elementary to demonstrate that this operator vanishes under isospin,

U-spin and V-spin raising and lowering operators and hence is an isospin zero

pure flavour singlet operator just as Λ1
3 is. We present two versions of the cor-

relation function corresponding to this operator. The first is calculated with the

γ-matrices (Cγ5, I, γ5) replaced by the general (Γ1,Γ2,Γ3) to illustrate the gener-

ality of the code. Of course, this version is the working version post-contraction

but prior to cancellations being found.

The second version of the correlator, is presented with the particular γ-

matrices set and after the automated algebraic manipulation has been performed

and cancellations have been found. As the general uncancelled two-point function

corresponding to the operator χΛ1

5 contains 378 terms we present it for illustrative

purposes in 2pt font for the sake of brevity. It is given by

GΛ1

2 (t, ~p) =
∑
~x
e
−i~p·~x

ε
abc

ε
a′b′c′



+ Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

e′a′T
(0, 0)(γ0Γ3γ0)

T
U
ee′T

(x, 0)Γ
T
3 U

aeT
(x, x)

]

− Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

ea′T
(x, 0)Γ

T
3 U

aeT
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

e′a′T
(0, 0)(γ0Γ3γ0)

T
U
ae′T

(x, 0)
]
Tr

[
Γ3U

ee
(x, x)

]

+ Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

ea′T
(x, 0)Γ

T
3 U

e′eT
(0, x)(γ0Γ3γ0)

T
U
ae′T

(x, 0)
]

+ Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3U

ee′
(x, 0)(γ0Γ3γ0)U

e′e
(0, x)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
e′a′T

(0, 0)(γ0Γ3γ0)
T
U
ee′T

(x, 0)Γ
T
3 U

aeT
(x, x)Γ1D

bc′
(x, 0)(γ0Γ2γ0)

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
ea′T

(x, 0)Γ
T
3 U

aeT
(x, x)Γ1D

bc′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
e′a′T

(0, 0)(γ0Γ3γ0)
T
U
ae′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee
(x, x)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
ea′T

(x, 0)Γ
T
3 U

e′eT
(0, x)(γ0Γ3γ0)

T
U
ae′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee′
(x, 0)(γ0Γ3γ0)U

e′e
(0, x)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ae
(x, x)Γ3U

ee′
(x, 0)(γ0Γ3γ0)U

e′c′
(0, 0)(γ0Γ2γ0)

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ae
(x, x)Γ3U

ec′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ae′
(x, 0)(γ0Γ3γ0)U

e′c′
(0, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee
(x, x)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ae′
(x, 0)(γ0Γ3γ0)U

e′e
(0, x)Γ3U

ec′
(x, 0)(γ0Γ2γ0)

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee′
(x, 0)(γ0Γ3γ0)U

e′e
(0, x)

]

+ Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

be′
(x, 0)(γ0Γ3γ0)D

e′b′
(0, 0)(γ0Γ1γ0)U

ea′T
(x, 0)Γ

T
3 U

aeT
(x, x)

]

− Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

be′
(x, 0)(γ0Γ3γ0)D

e′b′
(0, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3U

ee
(x, x)

]

− Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

ea′T
(x, 0)Γ

T
3 U

aeT
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
ea′T

(x, 0)Γ
T
3 U

aeT
(x, x)Γ1D

be′
(x, 0)(γ0Γ3γ0)D

e′c′
(0, 0)(γ0Γ2γ0)

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
be′

(x, 0)(γ0Γ3γ0)D
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee
(x, x)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
ea′T

(x, 0)Γ
T
3 U

aeT
(x, x)Γ1D

bc′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
e′a′T

(0, 0)(γ0Γ3γ0)
T
D
be′T

(x, 0)Γ
T
1 U

ae
(x, x)Γ3U

ec′
(x, 0)(γ0Γ2γ0)

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
e′a′T

(0, 0)(γ0Γ3γ0)
T
D
be′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee
(x, x)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ae
(x, x)Γ3U

ec′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]
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+ Γ2S
ce′

(x, 0)(γ0Γ3γ0)S
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

ea′T
(x, 0)Γ

T
3 U

aeT
(x, x)

]

− Γ2S
ce′

(x, 0)(γ0Γ3γ0)S
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3U

ee
(x, x)

]

− Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

ea′T
(x, 0)Γ

T
3 U

aeT
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2S
ce′

(x, 0)(γ0Γ3γ0)S
e′b′

(0, 0)(γ0Γ1γ0)U
ea′T

(x, 0)Γ
T
3 U

aeT
(x, x)Γ1D

bc′
(x, 0)(γ0Γ2γ0)

− Γ2S
ce′

(x, 0)(γ0Γ3γ0)S
e′b′

(0, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee
(x, x)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
ea′T

(x, 0)Γ
T
3 U

aeT
(x, x)Γ1D

bc′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2S
ce′

(x, 0)(γ0Γ3γ0)S
e′b′

(0, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ae
(x, x)Γ3U

ec′
(x, 0)(γ0Γ2γ0)

− Γ2S
ce′

(x, 0)(γ0Γ3γ0)S
e′b′

(0, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee
(x, x)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ae
(x, x)Γ3U

ec′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
e′a′T

(0, 0)(γ0Γ3γ0)
T
U
ee′T

(x, 0)Γ
T
3 U

aeT
(x, x)Γ1S

bc′
(x, 0)(γ0Γ2γ0)

− Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
ea′T

(x, 0)Γ
T
3 U

aeT
(x, x)Γ1S

bc′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
e′a′T

(0, 0)(γ0Γ3γ0)
T
U
ae′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee
(x, x)

]

+ Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
ea′T

(x, 0)Γ
T
3 U

e′eT
(0, x)(γ0Γ3γ0)

T
U
ae′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)

+ Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee′
(x, 0)(γ0Γ3γ0)U

e′e
(0, x)

]

+ Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

e′a′T
(0, 0)(γ0Γ3γ0)

T
U
ee′T

(x, 0)Γ
T
3 U

aeT
(x, x)

]

− Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

ea′T
(x, 0)Γ

T
3 U

aeT
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

e′a′T
(0, 0)(γ0Γ3γ0)

T
U
ae′T

(x, 0)
]
Tr

[
Γ3U

ee
(x, x)

]

+ Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

ea′T
(x, 0)Γ

T
3 U

e′eT
(0, x)(γ0Γ3γ0)

T
U
ae′T

(x, 0)
]

+ Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3U

ee′
(x, 0)(γ0Γ3γ0)U

e′e
(0, x)

]

+ Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ae
(x, x)Γ3U

ee′
(x, 0)(γ0Γ3γ0)U

e′c′
(0, 0)(γ0Γ2γ0)

− Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ae
(x, x)Γ3U

ec′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ae′
(x, 0)(γ0Γ3γ0)U

e′c′
(0, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee
(x, x)

]

+ Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ae′
(x, 0)(γ0Γ3γ0)U

e′e
(0, x)Γ3U

ec′
(x, 0)(γ0Γ2γ0)

+ Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee′
(x, 0)(γ0Γ3γ0)U

e′e
(0, x)

]

+ Γ2D
ce′

(x, 0)(γ0Γ3γ0)D
e′b′

(0, 0)(γ0Γ1γ0)U
ea′T

(x, 0)Γ
T
3 U

aeT
(x, x)Γ1S

bc′
(x, 0)(γ0Γ2γ0)

− Γ2D
ce′

(x, 0)(γ0Γ3γ0)D
e′b′

(0, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee
(x, x)

]

− Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
ea′T

(x, 0)Γ
T
3 U

aeT
(x, x)Γ1S

bc′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2D
ce′

(x, 0)(γ0Γ3γ0)D
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

ea′T
(x, 0)Γ

T
3 U

aeT
(x, x)

]

− Γ2D
ce′

(x, 0)(γ0Γ3γ0)D
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3U

ee
(x, x)

]

− Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

ea′T
(x, 0)Γ

T
3 U

aeT
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2D
ce′

(x, 0)(γ0Γ3γ0)D
e′a′

(0, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ae
(x, x)Γ3U

ec′
(x, 0)(γ0Γ2γ0)

− Γ2D
ce′

(x, 0)(γ0Γ3γ0)D
e′a′

(0, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee
(x, x)

]

− Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ae
(x, x)Γ3U

ec′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
ea′T

(x, 0)Γ
T
3 U

aeT
(x, x)Γ1S

be′
(x, 0)(γ0Γ3γ0)S

e′c′
(0, 0)(γ0Γ2γ0)

− Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
be′

(x, 0)(γ0Γ3γ0)S
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee
(x, x)

]

− Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
ea′T

(x, 0)Γ
T
3 U

aeT
(x, x)Γ1S

bc′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be′
(x, 0)(γ0Γ3γ0)S

e′b′
(0, 0)(γ0Γ1γ0)U

ea′T
(x, 0)Γ

T
3 U

aeT
(x, x)

]

− Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be′
(x, 0)(γ0Γ3γ0)S

e′b′
(0, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3U

ee
(x, x)

]
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− Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

ea′T
(x, 0)Γ

T
3 U

aeT
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
e′b′T

(0, 0)(γ0Γ3γ0)
T
S
be′T

(x, 0)Γ
T
1 U

ae
(x, x)Γ3U

ec′
(x, 0)(γ0Γ2γ0)

− Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
e′b′T

(0, 0)(γ0Γ3γ0)
T
S
be′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee
(x, x)

]

− Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ae
(x, x)Γ3U

ec′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2U
ce

(x, x)Γ3U
ee′

(x, 0)(γ0Γ3γ0)U
e′a′

(0, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)

− Γ2U
ce

(x, x)Γ3U
ea′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2U
ce′

(x, 0)(γ0Γ3γ0)U
e′a′

(0, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee
(x, x)

]

+ Γ2U
ce′

(x, 0)(γ0Γ3γ0)U
e′e

(0, x)Γ3U
ea′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee′
(x, 0)(γ0Γ3γ0)U

e′e
(0, x)

]

+ Γ2U
ce

(x, x)Γ3U
ee′

(x, 0)(γ0Γ3γ0)U
e′a′

(0, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)

− Γ2U
ce

(x, x)Γ3U
ea′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2U
ce′

(x, 0)(γ0Γ3γ0)U
e′a′

(0, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee
(x, x)

]

+ Γ2U
ce′

(x, 0)(γ0Γ3γ0)U
e′e

(0, x)Γ3U
ea′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee′
(x, 0)(γ0Γ3γ0)U

e′e
(0, x)

]

+ Γ2U
ce

(x, x)Γ3U
ee′

(x, 0)(γ0Γ3γ0)U
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]

− Γ2U
ce

(x, x)Γ3U
ec′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2U
ce′

(x, 0)(γ0Γ3γ0)U
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
Γ3U

ee
(x, x)

]

+ Γ2U
ce′

(x, 0)(γ0Γ3γ0)U
e′e

(0, x)Γ3U
ec′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]

+ Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
Γ3U

ee′
(x, 0)(γ0Γ3γ0)U

e′e
(0, x)

]

+ Γ2U
ce

(x, x)Γ3U
ea′

(x, 0)(γ0Γ1γ0)
T
D
e′b′T

(0, 0)(γ0Γ3γ0)
T
D
ae′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
e′b′T

(0, 0)(γ0Γ3γ0)
T
D
ae′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee
(x, x)

]

− Γ2U
ce

(x, x)Γ3U
ea′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2U
ce

(x, x)Γ3U
ea′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ae′
(x, 0)(γ0Γ3γ0)D

e′c′
(0, 0)(γ0Γ2γ0)

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ae′
(x, 0)(γ0Γ3γ0)D

e′c′
(0, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee
(x, x)

]

− Γ2U
ce

(x, x)Γ3U
ea′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2U
ce

(x, x)Γ3U
ec′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

e′a′T
(0, 0)(γ0Γ3γ0)

T
D
ae′T

(x, 0)
]

− Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

e′a′T
(0, 0)(γ0Γ3γ0)

T
D
ae′T

(x, 0)
]
Tr

[
Γ3U

ee
(x, x)

]

− Γ2U
ce

(x, x)Γ3U
ec′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2U
ce

(x, x)Γ3U
ea′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
be′

(x, 0)(γ0Γ3γ0)S
e′c′

(0, 0)(γ0Γ2γ0)

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
be′

(x, 0)(γ0Γ3γ0)S
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee
(x, x)

]

− Γ2U
ce

(x, x)Γ3U
ea′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2U
ce

(x, x)Γ3U
ea′

(x, 0)(γ0Γ1γ0)
T
S
e′b′T

(0, 0)(γ0Γ3γ0)
T
S
be′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
e′b′T

(0, 0)(γ0Γ3γ0)
T
S
be′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee
(x, x)

]

− Γ2U
ce

(x, x)Γ3U
ea′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2U
ce

(x, x)Γ3U
ec′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be′
(x, 0)(γ0Γ3γ0)S

e′b′
(0, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]

− Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be′
(x, 0)(γ0Γ3γ0)S

e′b′
(0, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
Γ3U

ee
(x, x)

]

− Γ2U
ce

(x, x)Γ3U
ec′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
Γ3U

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]
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+ Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

be
(x, x)Γ3D

eb′
(x, 0)(γ0Γ1γ0)U

e′a′T
(0, 0)(γ0Γ3γ0)

T
U
ae′T

(x, 0)
]

− Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

be
(x, x)Γ3D

eb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

e′a′T
(0, 0)(γ0Γ3γ0)

T
U
ae′T

(x, 0)
]
Tr

[
Γ3D

ee
(x, x)

]

+ Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
e′a′T

(0, 0)(γ0Γ3γ0)
T
U
ae′T

(x, 0)Γ1D
be

(x, x)Γ3D
ec′

(x, 0)(γ0Γ2γ0)

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
be

(x, x)Γ3D
ec′

(x, 0)(γ0Γ2γ0)Tr
[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
e′a′T

(0, 0)(γ0Γ3γ0)
T
U
ae′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee
(x, x)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ea′T

(x, 0)Γ
T
3 D

beT
(x, x)Γ

T
1 U

ae′
(x, 0)(γ0Γ3γ0)U

e′c′
(0, 0)(γ0Γ2γ0)

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ea′T

(x, 0)Γ
T
3 D

beT
(x, x)Γ

T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ae′
(x, 0)(γ0Γ3γ0)U

e′c′
(0, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee
(x, x)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

+ Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

be
(x, x)Γ3D

ee′
(x, 0)(γ0Γ3γ0)D

e′b′
(0, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]

− Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

be
(x, x)Γ3D

eb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

be′
(x, 0)(γ0Γ3γ0)D

e′b′
(0, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3D

ee
(x, x)

]

+ Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

be′
(x, 0)(γ0Γ3γ0)D

e′e
(0, x)Γ3D

eb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]

+ Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3D

ee′
(x, 0)(γ0Γ3γ0)D

e′e
(0, x)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
be

(x, x)Γ3D
ee′

(x, 0)(γ0Γ3γ0)D
e′c′

(0, 0)(γ0Γ2γ0)

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
be

(x, x)Γ3D
ec′

(x, 0)(γ0Γ2γ0)Tr
[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
be′

(x, 0)(γ0Γ3γ0)D
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee
(x, x)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
be′

(x, 0)(γ0Γ3γ0)D
e′e

(0, x)Γ3D
ec′

(x, 0)(γ0Γ2γ0)

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee′
(x, 0)(γ0Γ3γ0)D

e′e
(0, x)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
e′a′T

(0, 0)(γ0Γ3γ0)
T
D
ee′T

(x, 0)Γ
T
3 D

beT
(x, x)Γ

T
1 U

ac′
(x, 0)(γ0Γ2γ0)

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ea′T

(x, 0)Γ
T
3 D

beT
(x, x)Γ

T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
e′a′T

(0, 0)(γ0Γ3γ0)
T
D
be′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee
(x, x)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ea′T

(x, 0)Γ
T
3 D

e′eT
(0, x)(γ0Γ3γ0)

T
D
be′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee′
(x, 0)(γ0Γ3γ0)D

e′e
(0, x)

]

+ Γ2S
ce′

(x, 0)(γ0Γ3γ0)S
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ1D

be
(x, x)Γ3D

eb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]

− Γ2S
ce′

(x, 0)(γ0Γ3γ0)S
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3D

ee
(x, x)

]

− Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

be
(x, x)Γ3D

eb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2S
ce′

(x, 0)(γ0Γ3γ0)S
e′b′

(0, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
be

(x, x)Γ3D
ec′

(x, 0)(γ0Γ2γ0)

− Γ2S
ce′

(x, 0)(γ0Γ3γ0)S
e′b′

(0, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee
(x, x)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
be

(x, x)Γ3D
ec′

(x, 0)(γ0Γ2γ0)Tr
[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2S
ce′

(x, 0)(γ0Γ3γ0)S
e′b′

(0, 0)(γ0Γ1γ0)D
ea′T

(x, 0)Γ
T
3 D

beT
(x, x)Γ

T
1 U

ac′
(x, 0)(γ0Γ2γ0)

− Γ2S
ce′

(x, 0)(γ0Γ3γ0)S
e′b′

(0, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee
(x, x)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ea′T

(x, 0)Γ
T
3 D

beT
(x, x)Γ

T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2D
ce

(x, x)Γ3D
eb′

(x, 0)(γ0Γ1γ0)U
e′a′T

(0, 0)(γ0Γ3γ0)
T
U
ae′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)

− Γ2D
ce

(x, x)Γ3D
eb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
e′a′T

(0, 0)(γ0Γ3γ0)
T
U
ae′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee
(x, x)

]

+ Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

+ Γ2D
ce

(x, x)Γ3D
ec′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

e′a′T
(0, 0)(γ0Γ3γ0)

T
U
ae′T

(x, 0)
]

− Γ2D
ce

(x, x)Γ3D
ec′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]
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− Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

e′a′T
(0, 0)(γ0Γ3γ0)

T
U
ae′T

(x, 0)
]
Tr

[
Γ3D

ee
(x, x)

]

+ Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

+ Γ2D
ce

(x, x)Γ3D
ea′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ae′
(x, 0)(γ0Γ3γ0)U

e′c′
(0, 0)(γ0Γ2γ0)

− Γ2D
ce

(x, x)Γ3D
ea′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ae′
(x, 0)(γ0Γ3γ0)U

e′c′
(0, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee
(x, x)

]

+ Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

+ Γ2D
ce

(x, x)Γ3D
ee′

(x, 0)(γ0Γ3γ0)D
e′b′

(0, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)

− Γ2D
ce

(x, x)Γ3D
eb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2D
ce′

(x, 0)(γ0Γ3γ0)D
e′b′

(0, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee
(x, x)

]

+ Γ2D
ce′

(x, 0)(γ0Γ3γ0)D
e′e

(0, x)Γ3D
eb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)

+ Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee′
(x, 0)(γ0Γ3γ0)D

e′e
(0, x)

]

+ Γ2D
ce

(x, x)Γ3D
ee′

(x, 0)(γ0Γ3γ0)D
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]

− Γ2D
ce

(x, x)Γ3D
ec′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2D
ce′

(x, 0)(γ0Γ3γ0)D
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3D

ee
(x, x)

]

+ Γ2D
ce′

(x, 0)(γ0Γ3γ0)D
e′e

(0, x)Γ3D
ec′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]

+ Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3D

ee′
(x, 0)(γ0Γ3γ0)D

e′e
(0, x)

]

+ Γ2D
ce

(x, x)Γ3D
ee′

(x, 0)(γ0Γ3γ0)D
e′a′

(0, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)

− Γ2D
ce

(x, x)Γ3D
ea′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2D
ce′

(x, 0)(γ0Γ3γ0)D
e′a′

(0, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee
(x, x)

]

+ Γ2D
ce′

(x, 0)(γ0Γ3γ0)D
e′e

(0, x)Γ3D
ea′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)

+ Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee′
(x, 0)(γ0Γ3γ0)D

e′e
(0, x)

]

+ Γ2D
ce

(x, x)Γ3D
eb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
be′

(x, 0)(γ0Γ3γ0)S
e′c′

(0, 0)(γ0Γ2γ0)

− Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
be′

(x, 0)(γ0Γ3γ0)S
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee
(x, x)

]

− Γ2D
ce

(x, x)Γ3D
eb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2D
ce

(x, x)Γ3D
ec′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be′
(x, 0)(γ0Γ3γ0)S

e′b′
(0, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]

− Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be′
(x, 0)(γ0Γ3γ0)S

e′b′
(0, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3D

ee
(x, x)

]

− Γ2D
ce

(x, x)Γ3D
ec′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2D
ce

(x, x)Γ3D
ea′

(x, 0)(γ0Γ1γ0)
T
S
e′b′T

(0, 0)(γ0Γ3γ0)
T
S
be′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)

− Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
e′b′T

(0, 0)(γ0Γ3γ0)
T
S
be′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee
(x, x)

]

− Γ2D
ce

(x, x)Γ3D
ea′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2U
ce′

(x, 0)(γ0Γ3γ0)U
e′a′

(0, 0)(γ0Γ1γ0)
T
D
eb′T

(x, 0)Γ
T
3 D

aeT
(x, x)Γ1S

bc′
(x, 0)(γ0Γ2γ0)

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
eb′T

(x, 0)Γ
T
3 D

aeT
(x, x)Γ1S

bc′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2U
ce′

(x, 0)(γ0Γ3γ0)U
e′a′

(0, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee
(x, x)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

+ Γ2U
ce′

(x, 0)(γ0Γ3γ0)U
e′a′

(0, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ae
(x, x)Γ3D

ec′
(x, 0)(γ0Γ2γ0)

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ae
(x, x)Γ3D

ec′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2U
ce′

(x, 0)(γ0Γ3γ0)U
e′a′

(0, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee
(x, x)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

+ Γ2U
ce′

(x, 0)(γ0Γ3γ0)U
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

ea′T
(x, 0)Γ

T
3 D

aeT
(x, x)

]

− Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

ea′T
(x, 0)Γ

T
3 D

aeT
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2U
ce′

(x, 0)(γ0Γ3γ0)U
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
Γ3D

ee
(x, x)

]

+ Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]
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+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
e′b′T

(0, 0)(γ0Γ3γ0)
T
D
ee′T

(x, 0)Γ
T
3 D

aeT
(x, x)Γ1S

bc′
(x, 0)(γ0Γ2γ0)

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
eb′T

(x, 0)Γ
T
3 D

aeT
(x, x)Γ1S

bc′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
e′b′T

(0, 0)(γ0Γ3γ0)
T
D
ae′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee
(x, x)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
eb′T

(x, 0)Γ
T
3 D

e′eT
(0, x)(γ0Γ3γ0)

T
D
ae′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee′
(x, 0)(γ0Γ3γ0)D

e′e
(0, x)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ae
(x, x)Γ3D

ee′
(x, 0)(γ0Γ3γ0)D

e′c′
(0, 0)(γ0Γ2γ0)

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ae
(x, x)Γ3D

ec′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ae′
(x, 0)(γ0Γ3γ0)D

e′c′
(0, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee
(x, x)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ae′
(x, 0)(γ0Γ3γ0)D

e′e
(0, x)Γ3D

ec′
(x, 0)(γ0Γ2γ0)

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee′
(x, 0)(γ0Γ3γ0)D

e′e
(0, x)

]

+ Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

e′a′T
(0, 0)(γ0Γ3γ0)

T
D
ee′T

(x, 0)Γ
T
3 D

aeT
(x, x)

]

− Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

ea′T
(x, 0)Γ

T
3 D

aeT
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

e′a′T
(0, 0)(γ0Γ3γ0)

T
D
ae′T

(x, 0)
]
Tr

[
Γ3D

ee
(x, x)

]

+ Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

ea′T
(x, 0)Γ

T
3 D

e′eT
(0, x)(γ0Γ3γ0)

T
D
ae′T

(x, 0)
]

+ Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
Γ3D

ee′
(x, 0)(γ0Γ3γ0)D

e′e
(0, x)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
eb′T

(x, 0)Γ
T
3 D

aeT
(x, x)Γ1S

be′
(x, 0)(γ0Γ3γ0)S

e′c′
(0, 0)(γ0Γ2γ0)

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
be′

(x, 0)(γ0Γ3γ0)S
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee
(x, x)

]

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
eb′T

(x, 0)Γ
T
3 D

aeT
(x, x)Γ1S

bc′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
e′b′T

(0, 0)(γ0Γ3γ0)
T
S
be′T

(x, 0)Γ
T
1 D

ae
(x, x)Γ3D

ec′
(x, 0)(γ0Γ2γ0)

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
e′b′T

(0, 0)(γ0Γ3γ0)
T
S
be′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee
(x, x)

]

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ae
(x, x)Γ3D

ec′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be′
(x, 0)(γ0Γ3γ0)S

e′b′
(0, 0)(γ0Γ1γ0)D

ea′T
(x, 0)Γ

T
3 D

aeT
(x, x)

]

− Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be′
(x, 0)(γ0Γ3γ0)S

e′b′
(0, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
Γ3D

ee
(x, x)

]

− Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

ea′T
(x, 0)Γ

T
3 D

aeT
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
Γ3D

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

+ Γ2S
ce

(x, x)Γ3S
ec′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

e′a′T
(0, 0)(γ0Γ3γ0)

T
U
ae′T

(x, 0)
]

− Γ2S
ce

(x, x)Γ3S
ec′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

e′a′T
(0, 0)(γ0Γ3γ0)

T
U
ae′T

(x, 0)
]
Tr

[
Γ3S

ee
(x, x)

]

+ Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

+ Γ2S
ce

(x, x)Γ3S
eb′

(x, 0)(γ0Γ1γ0)U
e′a′T

(0, 0)(γ0Γ3γ0)
T
U
ae′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)

− Γ2S
ce

(x, x)Γ3S
eb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
e′a′T

(0, 0)(γ0Γ3γ0)
T
U
ae′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee
(x, x)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

+ Γ2S
ce

(x, x)Γ3S
eb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ae′
(x, 0)(γ0Γ3γ0)U

e′c′
(0, 0)(γ0Γ2γ0)

− Γ2S
ce

(x, x)Γ3S
eb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ae′
(x, 0)(γ0Γ3γ0)U

e′c′
(0, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee
(x, x)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

+ Γ2S
ce

(x, x)Γ3S
ec′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

be′
(x, 0)(γ0Γ3γ0)D

e′b′
(0, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]

− Γ2S
ce

(x, x)Γ3S
ec′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

be′
(x, 0)(γ0Γ3γ0)D

e′b′
(0, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3S

ee
(x, x)

]

+ Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2S
ce

(x, x)Γ3S
eb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
be′

(x, 0)(γ0Γ3γ0)D
e′c′

(0, 0)(γ0Γ2γ0)

− Γ2S
ce

(x, x)Γ3S
eb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
(γ0Γ3γ0)D

e′e′
(0, 0)

]
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− Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
be′

(x, 0)(γ0Γ3γ0)D
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee
(x, x)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2S
ce

(x, x)Γ3S
eb′

(x, 0)(γ0Γ1γ0)D
e′a′T

(0, 0)(γ0Γ3γ0)
T
D
be′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)

− Γ2S
ce

(x, x)Γ3S
eb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
e′a′T

(0, 0)(γ0Γ3γ0)
T
D
be′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee
(x, x)

]

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2S
ce

(x, x)Γ3S
ee′

(x, 0)(γ0Γ3γ0)S
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]

− Γ2S
ce

(x, x)Γ3S
ec′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

− Γ2S
ce′

(x, 0)(γ0Γ3γ0)S
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3S

ee
(x, x)

]

+ Γ2S
ce′

(x, 0)(γ0Γ3γ0)S
e′e

(0, x)Γ3S
ec′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]

+ Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

− Γ2S
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1D

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3S

ee′
(x, 0)(γ0Γ3γ0)S

e′e
(0, x)

]

+ Γ2S
ce

(x, x)Γ3S
ee′

(x, 0)(γ0Γ3γ0)S
e′b′

(0, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)

− Γ2S
ce

(x, x)Γ3S
eb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

− Γ2S
ce′

(x, 0)(γ0Γ3γ0)S
e′b′

(0, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee
(x, x)

]

+ Γ2S
ce′

(x, 0)(γ0Γ3γ0)S
e′e

(0, x)Γ3S
eb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1D
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee′
(x, 0)(γ0Γ3γ0)S

e′e
(0, x)

]

+ Γ2S
ce

(x, x)Γ3S
ee′

(x, 0)(γ0Γ3γ0)S
e′b′

(0, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)

− Γ2S
ce

(x, x)Γ3S
eb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

− Γ2S
ce′

(x, 0)(γ0Γ3γ0)S
e′b′

(0, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee
(x, x)

]

+ Γ2S
ce′

(x, 0)(γ0Γ3γ0)S
e′e

(0, x)Γ3S
eb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)

+ Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

− Γ2S
cb′

(x, 0)(γ0Γ1γ0)D
ba′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee′
(x, 0)(γ0Γ3γ0)S

e′e
(0, x)

]

+ Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
e′a′T

(0, 0)(γ0Γ3γ0)
T
U
ae′T

(x, 0)Γ1S
be

(x, x)Γ3S
ec′

(x, 0)(γ0Γ2γ0)

− Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
be

(x, x)Γ3S
ec′

(x, 0)(γ0Γ2γ0)Tr
[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
e′a′T

(0, 0)(γ0Γ3γ0)
T
U
ae′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee
(x, x)

]

+ Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

+ Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be
(x, x)Γ3S

eb′
(x, 0)(γ0Γ1γ0)U

e′a′T
(0, 0)(γ0Γ3γ0)

T
U
ae′T

(x, 0)
]

− Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be
(x, x)Γ3S

eb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

e′a′T
(0, 0)(γ0Γ3γ0)

T
U
ae′T

(x, 0)
]
Tr

[
Γ3S

ee
(x, x)

]

+ Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

+ Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
eb′T

(x, 0)Γ
T
3 S

beT
(x, x)Γ

T
1 U

ae′
(x, 0)(γ0Γ3γ0)U

e′c′
(0, 0)(γ0Γ2γ0)

− Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
eb′T

(x, 0)Γ
T
3 S

beT
(x, x)Γ

T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ae′
(x, 0)(γ0Γ3γ0)U

e′c′
(0, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee
(x, x)

]

+ Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

+ Γ2D
ce′

(x, 0)(γ0Γ3γ0)D
e′b′

(0, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
be

(x, x)Γ3S
ec′

(x, 0)(γ0Γ2γ0)

− Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
be

(x, x)Γ3S
ec′

(x, 0)(γ0Γ2γ0)Tr
[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2D
ce′

(x, 0)(γ0Γ3γ0)D
e′b′

(0, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee
(x, x)

]

+ Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2D
ce′

(x, 0)(γ0Γ3γ0)D
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ1S

be
(x, x)Γ3S

eb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]

− Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be
(x, x)Γ3S

eb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2D
ce′

(x, 0)(γ0Γ3γ0)D
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3S

ee
(x, x)

]

+ Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2D
ce′

(x, 0)(γ0Γ3γ0)D
e′a′

(0, 0)(γ0Γ1γ0)
T
S
eb′T

(x, 0)Γ
T
3 S

beT
(x, x)Γ

T
1 U

ac′
(x, 0)(γ0Γ2γ0)

− Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
eb′T

(x, 0)Γ
T
3 S

beT
(x, x)Γ

T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2D
ce′

(x, 0)(γ0Γ3γ0)D
e′a′

(0, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee
(x, x)

]

+ Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]
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+ Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
be

(x, x)Γ3S
ee′

(x, 0)(γ0Γ3γ0)S
e′c′

(0, 0)(γ0Γ2γ0)

− Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
be

(x, x)Γ3S
ec′

(x, 0)(γ0Γ2γ0)Tr
[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

− Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
be′

(x, 0)(γ0Γ3γ0)S
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee
(x, x)

]

+ Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
be′

(x, 0)(γ0Γ3γ0)S
e′e

(0, x)Γ3S
ec′

(x, 0)(γ0Γ2γ0)

+ Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

− Γ2D
cb′

(x, 0)(γ0Γ1γ0)U
aa′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee′
(x, 0)(γ0Γ3γ0)S

e′e
(0, x)

]

+ Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be
(x, x)Γ3S

ee′
(x, 0)(γ0Γ3γ0)S

e′b′
(0, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]

− Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be
(x, x)Γ3S

eb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

− Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be′
(x, 0)(γ0Γ3γ0)S

e′b′
(0, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3S

ee
(x, x)

]

+ Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be′
(x, 0)(γ0Γ3γ0)S

e′e
(0, x)Γ3S

eb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]

+ Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

− Γ2D
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)U

aa′T
(x, 0)

]
Tr

[
Γ3S

ee′
(x, 0)(γ0Γ3γ0)S

e′e
(0, x)

]

+ Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
e′b′T

(0, 0)(γ0Γ3γ0)
T
S
ee′T

(x, 0)Γ
T
3 S

beT
(x, x)Γ

T
1 U

ac′
(x, 0)(γ0Γ2γ0)

− Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
eb′T

(x, 0)Γ
T
3 S

beT
(x, x)Γ

T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

− Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
e′b′T

(0, 0)(γ0Γ3γ0)
T
S
be′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee
(x, x)

]

+ Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
eb′T

(x, 0)Γ
T
3 S

e′eT
(0, x)(γ0Γ3γ0)

T
S
be′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)

+ Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

− Γ2D
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 U

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee′
(x, 0)(γ0Γ3γ0)S

e′e
(0, x)

]

+ Γ2U
ce′

(x, 0)(γ0Γ3γ0)U
e′a′

(0, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
be

(x, x)Γ3S
ec′

(x, 0)(γ0Γ2γ0)

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
be

(x, x)Γ3S
ec′

(x, 0)(γ0Γ2γ0)Tr
[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2U
ce′

(x, 0)(γ0Γ3γ0)U
e′a′

(0, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee
(x, x)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

+ Γ2U
ce′

(x, 0)(γ0Γ3γ0)U
e′a′

(0, 0)(γ0Γ1γ0)
T
S
eb′T

(x, 0)Γ
T
3 S

beT
(x, x)Γ

T
1 D

ac′
(x, 0)(γ0Γ2γ0)

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
eb′T

(x, 0)Γ
T
3 S

beT
(x, x)Γ

T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2U
ce′

(x, 0)(γ0Γ3γ0)U
e′a′

(0, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee
(x, x)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

+ Γ2U
ce′

(x, 0)(γ0Γ3γ0)U
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ1S

be
(x, x)Γ3S

eb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]

− Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be
(x, x)Γ3S

eb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

− Γ2U
ce′

(x, 0)(γ0Γ3γ0)U
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
Γ3S

ee
(x, x)

]

+ Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)U

e′e′
(0, 0)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
e′b′T

(0, 0)(γ0Γ3γ0)
T
D
ae′T

(x, 0)Γ1S
be

(x, x)Γ3S
ec′

(x, 0)(γ0Γ2γ0)

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
be

(x, x)Γ3S
ec′

(x, 0)(γ0Γ2γ0)Tr
[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
e′b′T

(0, 0)(γ0Γ3γ0)
T
D
ae′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee
(x, x)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
eb′T

(x, 0)Γ
T
3 S

beT
(x, x)Γ

T
1 D

ae′
(x, 0)(γ0Γ3γ0)D

e′c′
(0, 0)(γ0Γ2γ0)

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
eb′T

(x, 0)Γ
T
3 S

beT
(x, x)Γ

T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ae′
(x, 0)(γ0Γ3γ0)D

e′c′
(0, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee
(x, x)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be
(x, x)Γ3S

eb′
(x, 0)(γ0Γ1γ0)D

e′a′T
(0, 0)(γ0Γ3γ0)

T
D
ae′T

(x, 0)
]

− Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be
(x, x)Γ3S

eb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

− Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

e′a′T
(0, 0)(γ0Γ3γ0)

T
D
ae′T

(x, 0)
]
Tr

[
Γ3S

ee
(x, x)

]

+ Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)D

e′e′
(0, 0)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
be

(x, x)Γ3S
ee′

(x, 0)(γ0Γ3γ0)S
e′c′

(0, 0)(γ0Γ2γ0)

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
be

(x, x)Γ3S
ec′

(x, 0)(γ0Γ2γ0)Tr
[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
be′

(x, 0)(γ0Γ3γ0)S
e′c′

(0, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee
(x, x)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
be′

(x, 0)(γ0Γ3γ0)S
e′e

(0, x)Γ3S
ec′

(x, 0)(γ0Γ2γ0)

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
D
ab′T

(x, 0)Γ1S
bc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ3S

ee′
(x, 0)(γ0Γ3γ0)S

e′e
(0, x)

]
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+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
e′b′T

(0, 0)(γ0Γ3γ0)
T
S
ee′T

(x, 0)Γ
T
3 S

beT
(x, x)Γ

T
1 D

ac′
(x, 0)(γ0Γ2γ0)

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
eb′T

(x, 0)Γ
T
3 S

beT
(x, x)Γ

T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
e′b′T

(0, 0)(γ0Γ3γ0)
T
S
be′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee
(x, x)

]

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
eb′T

(x, 0)Γ
T
3 S

e′eT
(0, x)(γ0Γ3γ0)

T
S
be′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)

+ Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

− Γ2U
ca′

(x, 0)(γ0Γ1γ0)
T
S
bb′T

(x, 0)Γ
T
1 D

ac′
(x, 0)(γ0Γ2γ0)Tr

[
Γ3S

ee′
(x, 0)(γ0Γ3γ0)S

e′e
(0, x)

]

+ Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be
(x, x)Γ3S

ee′
(x, 0)(γ0Γ3γ0)S

e′b′
(0, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]

− Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be
(x, x)Γ3S

eb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

− Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be′
(x, 0)(γ0Γ3γ0)S

e′b′
(0, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
Γ3S

ee
(x, x)

]

+ Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

be′
(x, 0)(γ0Γ3γ0)S

e′e
(0, x)Γ3S

eb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]

+ Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
Γ3S

ee
(x, x)

]
Tr

[
(γ0Γ3γ0)S

e′e′
(0, 0)

]

− Γ2U
cc′

(x, 0)(γ0Γ2γ0)Tr
[
Γ1S

bb′
(x, 0)(γ0Γ1γ0)D

aa′T
(x, 0)

]
Tr

[
Γ3S

ee′
(x, 0)(γ0Γ3γ0)S

e′e
(0, x)

]. (D.4)

The algebraic form of the two-point correlation function after algebraic manipu-

lation has been performed and cancellations have been found contains 150 terms.

Once again it is presented solely for illustrative purposes and hence is once again

displayed in 2pt font. It is given by
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s (0, 0)

]

+ S
ae
s (x, x)γ5S

ea′
s (x, 0)Tr

[
(Cγ5)S

bb′
u (x, 0)(Cγ5)S

e′c′T
u (0, 0)γ5S

ce′T
u (x, 0)

]

− 2S
ae
s (x, x)γ5S

ea′
s (x, 0)Tr

[
(Cγ5)S

bb′
u (x, 0)(Cγ5)S

cc′T
u (x, 0)

]
Tr

[
γ5S

e′e′
u (0, 0)

]

− Saa
′

s (x, 0)Tr
[
(Cγ5)S

bb′
u (x, 0)(Cγ5)S

e′c′T
u (0, 0)γ5S

ce′T
u (x, 0)

]
Tr

[
γ5S

ee
s (x, x)

]

+ 2S
aa′
s (x, 0)Tr

[
(Cγ5)S

bb′
u (x, 0)(Cγ5)S

cc′T
u (x, 0)

]
Tr

[
γ5S

ee
s (x, x)

]
Tr

[
γ5S

e′e′
u (0, 0)

]

− 2S
ae
s (x, x)γ5S

ea′
s (x, 0)(Cγ5)S

e′b′T
u (0, 0)γ5S

be′T
u (x, 0)(Cγ5)S

cc′
u (x, 0)

+ 4S
ae
s (x, x)γ5S

ea′
s (x, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

cc′
u (x, 0)Tr

[
γ5S

e′e′
u (0, 0)

]

+ 2S
aa′
s (x, 0)(Cγ5)S

e′b′T
u (0, 0)γ5S

be′T
u (x, 0)(Cγ5)S

cc′
u (x, 0)Tr

[
γ5S

ee
s (x, x)

]

− 4S
aa′
s (x, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

cc′
u (x, 0)Tr

[
γ5S

ee
s (x, x)

]
Tr

[
γ5S

e′e′
u (0, 0)

]

− 2S
ae
s (x, x)γ5S

ea′
s (x, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

ce′
u (x, 0)γ5S

e′c′
u (0, 0)

+ 2S
aa′
s (x, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

ce′
u (x, 0)γ5S

e′c′
u (0, 0)Tr

[
γ5S

ee
s (x, x)

]

+ S
ae
s (x, x)γ5S

ea′
s (x, 0)Tr

[
(Cγ5)S

be′
u (x, 0)γ5S

e′b′
u (0, 0)(Cγ5)S

cc′T
u (x, 0)

]

− Saa
′

s (x, 0)Tr
[
(Cγ5)S

be′
u (x, 0)γ5S

e′b′
u (0, 0)(Cγ5)S

cc′T
u (x, 0)

]
Tr

[
γ5S

ee
s (x, x)

]

+ S
ae
s (x, x)γ5S

ee′
s (x, 0)γ5S

e′a′
s (0, 0)Tr

[
(Cγ5)S

bb′
u (x, 0)(Cγ5)S

cc′T
u (x, 0)

]

− Saes (x, x)γ5S
ea′
s (x, 0)Tr

[
(Cγ5)S

bb′
u (x, 0)(Cγ5)S

cc′T
u (x, 0)

]
Tr

[
γ5S

e′e′
s (0, 0)

]

− Sae
′

s (x, 0)γ5S
e′a′
s (0, 0)Tr

[
(Cγ5)S

bb′
u (x, 0)(Cγ5)S

cc′T
u (x, 0)

]
Tr

[
γ5S

ee
s (x, x)

]

+ S
ae′
s (x, 0)γ5S

e′e
s (0, x)γ5S

ea′
s (x, 0)Tr

[
(Cγ5)S

bb′
u (x, 0)(Cγ5)S

cc′T
u (x, 0)

]

+ S
aa′
s (x, 0)Tr

[
(Cγ5)S

bb′
u (x, 0)(Cγ5)S

cc′T
u (x, 0)

]
Tr

[
γ5S

ee
s (x, x)

]
Tr

[
γ5S

e′e′
s (0, 0)

]

− Saa
′

s (x, 0)Tr
[
(Cγ5)S

bb′
u (x, 0)(Cγ5)S

cc′T
u (x, 0)

]
Tr

[
γ5S

ee′
s (x, 0)γ5S

e′e
s (0, x)

]

− 2S
ae
s (x, x)γ5S

ee′
s (x, 0)γ5S

e′a′
s (0, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

cc′
u (x, 0)

+ 2S
ae
s (x, x)γ5S

ea′
s (x, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

cc′
u (x, 0)Tr

[
γ5S

e′e′
s (0, 0)

]

+ 2S
ae′
s (x, 0)γ5S

e′a′
s (0, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

cc′
u (x, 0)Tr

[
γ5S

ee
s (x, x)

]

− 2S
ae′
s (x, 0)γ5S

e′e
s (0, x)γ5S

ea′
s (x, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

cc′
u (x, 0)

− 2S
aa′
s (x, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

cc′
u (x, 0)Tr

[
γ5S

ee
s (x, x)

]
Tr

[
γ5S

e′e′
s (0, 0)

]

+ 2S
aa′
s (x, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

cc′
u (x, 0)Tr

[
γ5S

ee′
s (x, 0)γ5S

e′e
s (0, x)

]

− 2S
aa′
u (x, 0)(Cγ5)S

e′b′T
u (0, 0)γ5S

be′T
u (x, 0)(Cγ5)S

ce
s (x, x)γ5S

ec′
s (x, 0)

+ 4S
aa′
u (x, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

ce
s (x, x)γ5S

ec′
s (x, 0)Tr

[
γ5S

e′e′
u (0, 0)

]

+ 2S
aa′
u (x, 0)(Cγ5)S

e′b′T
u (0, 0)γ5S

be′T
u (x, 0)(Cγ5)S

cc′
s (x, 0)Tr

[
γ5S

ee
s (x, x)

]

− 4S
aa′
u (x, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

cc′
s (x, 0)Tr

[
γ5S

ee
s (x, x)

]
Tr

[
γ5S

e′e′
u (0, 0)

]

+ 2S
aa′
u (x, 0)Tr

[
(Cγ5)S

be
s (x, x)γ5S

eb′
s (x, 0)(Cγ5)S

e′c′T
u (0, 0)γ5S

ce′T
u (x, 0)

]

− 4S
aa′
u (x, 0)Tr

[
(Cγ5)S

be
s (x, x)γ5S

eb′
s (x, 0)(Cγ5)S

cc′T
u (x, 0)

]
Tr

[
γ5S

e′e′
u (0, 0)

]

− 2S
aa′
u (x, 0)Tr

[
(Cγ5)S

bb′
s (x, 0)(Cγ5)S

e′c′T
u (0, 0)γ5S

ce′T
u (x, 0)

]
Tr

[
γ5S

ee
s (x, x)

]

+ 4S
aa′
u (x, 0)Tr

[
(Cγ5)S

bb′
s (x, 0)(Cγ5)S

cc′T
u (x, 0)

]
Tr

[
γ5S

ee
s (x, x)

]
Tr

[
γ5S

e′e′
u (0, 0)

]

− 2S
aa′
u (x, 0)(Cγ5)S

eb′T
s (x, 0)γ5S

beT

s (x, x)(Cγ5)S
ce′
u (x, 0)γ5S

e′c′
u (0, 0)

+ 4S
aa′
u (x, 0)(Cγ5)S

eb′T
s (x, 0)γ5S

beT

s (x, x)(Cγ5)S
cc′
u (x, 0)Tr

[
γ5S

e′e′
u (0, 0)

]
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+ 2S
aa′
u (x, 0)(Cγ5)S

bb′T
s (x, 0)(Cγ5)S

ce′
u (x, 0)γ5S

e′c′
u (0, 0)Tr

[
γ5S

ee
s (x, x)

]

− 4S
aa′
u (x, 0)(Cγ5)S

bb′T
s (x, 0)(Cγ5)S

cc′
u (x, 0)Tr

[
γ5S

ee
s (x, x)

]
Tr

[
γ5S

e′e′
u (0, 0)

]

− 2S
ae′
u (x, 0)γ5S

e′a′
u (0, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

ce
s (x, x)γ5S

ec′
s (x, 0)

+ 2S
ae′
u (x, 0)γ5S

e′a′
u (0, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

cc′
s (x, 0)Tr

[
γ5S

ee
s (x, x)

]

+ 2S
ae′
u (x, 0)γ5S

e′a′
u (0, 0)Tr

[
(Cγ5)S

be
s (x, x)γ5S

eb′
s (x, 0)(Cγ5)S

cc′T
u (x, 0)

]

− 2S
ae′
u (x, 0)γ5S

e′a′
u (0, 0)Tr

[
(Cγ5)S

bb′
s (x, 0)(Cγ5)S

cc′T
u (x, 0)

]
Tr

[
γ5S

ee
s (x, x)

]

− 2S
ae′
u (x, 0)γ5S

e′a′
u (0, 0)(Cγ5)S

eb′T
s (x, 0)γ5S

beT

s (x, x)(Cγ5)S
cc′
u (x, 0)

+ 2S
ae′
u (x, 0)γ5S

e′a′
u (0, 0)(Cγ5)S

bb′T
s (x, 0)(Cγ5)S

cc′
u (x, 0)Tr

[
γ5S

ee
s (x, x)

]

− 2S
aa′
u (x, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

ce
s (x, x)γ5S

ee′
s (x, 0)γ5S

e′c′
s (0, 0)

+ 2S
aa′
u (x, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

ce
s (x, x)γ5S

ec′
s (x, 0)Tr

[
γ5S

e′e′
s (0, 0)

]

+ 2S
aa′
u (x, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

ce′
s (x, 0)γ5S

e′c′
s (0, 0)Tr

[
γ5S

ee
s (x, x)

]

− 2S
aa′
u (x, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

ce′
s (x, 0)γ5S

e′e
s (0, x)γ5S

ec′
s (x, 0)

− 2S
aa′
u (x, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

cc′
s (x, 0)Tr

[
γ5S

ee
s (x, x)

]
Tr

[
γ5S

e′e′
s (0, 0)

]

+ 2S
aa′
u (x, 0)(Cγ5)S

bb′T
u (x, 0)(Cγ5)S

cc′
s (x, 0)Tr

[
γ5S

ee′
s (x, 0)γ5S

e′e
s (0, x)

]

+ 2S
aa′
u (x, 0)Tr

[
(Cγ5)S

be
s (x, x)γ5S

ee′
s (x, 0)γ5S

e′b′
s (0, 0)(Cγ5)S

cc′T
u (x, 0)

]

− 2S
aa′
u (x, 0)Tr

[
(Cγ5)S

be
s (x, x)γ5S

eb′
s (x, 0)(Cγ5)S

cc′T
u (x, 0)

]
Tr

[
γ5S

e′e′
s (0, 0)

]

− 2S
aa′
u (x, 0)Tr

[
(Cγ5)S

be′
s (x, 0)γ5S

e′b′
s (0, 0)(Cγ5)S

cc′T
u (x, 0)

]
Tr

[
γ5S

ee
s (x, x)

]

+ 2S
aa′
u (x, 0)Tr

[
(Cγ5)S

be′
s (x, 0)γ5S

e′e
s (0, x)γ5S

eb′
s (x, 0)(Cγ5)S

cc′T
u (x, 0)

]

+ 2S
aa′
u (x, 0)Tr

[
(Cγ5)S

bb′
s (x, 0)(Cγ5)S

cc′T
u (x, 0)

]
Tr

[
γ5S

ee
s (x, x)

]
Tr

[
γ5S

e′e′
s (0, 0)

]

− 2S
aa′
u (x, 0)Tr

[
(Cγ5)S

bb′
s (x, 0)(Cγ5)S

cc′T
u (x, 0)

]
Tr

[
γ5S

ee′
s (x, 0)γ5S

e′e
s (0, x)

]

− 2S
aa′
u (x, 0)(Cγ5)S

e′b′T
s (0, 0)γ5S

ee′T
s (x, 0)γ5S

beT

s (x, x)(Cγ5)S
cc′
u (x, 0)

+ 2S
aa′
u (x, 0)(Cγ5)S

eb′T
s (x, 0)γ5S

beT

s (x, x)(Cγ5)S
cc′
u (x, 0)Tr

[
γ5S

e′e′
s (0, 0)

]

+ 2S
aa′
u (x, 0)(Cγ5)S

e′b′T
s (0, 0)γ5S

be′T
s (x, 0)(Cγ5)S

cc′
u (x, 0)Tr

[
γ5S

ee
s (x, x)

]

− 2S
aa′
u (x, 0)(Cγ5)S

eb′T
s (x, 0)γ5S

e′eT
s (0, x)γ5S

be′T
s (x, 0)(Cγ5)S

cc′
u (x, 0)

− 2S
aa′
u (x, 0)(Cγ5)S

bb′T
s (x, 0)(Cγ5)S

cc′
u (x, 0)Tr

[
γ5S

ee
s (x, x)

]
Tr

[
γ5S

e′e′
s (0, 0)

]

+ 2S
aa′
u (x, 0)(Cγ5)S

bb′T
s (x, 0)(Cγ5)S

cc′
u (x, 0)Tr

[
γ5S

ee′
s (x, 0)γ5S

e′e
s (0, x)

]. (D.5)

Furthermore, as cfgen2 calculates two-point functions directly from source and

solution vectors, the LATEXwriting routines support writing out correlators using

source and solution vectors rather than propagators, although this is mainly for

illustrative purposes rather than a guide to the calculation methodology. As the

code’s generality has already been demonstrated with the presentation of the

previous correlator, due to space considerations we choose to present the form

of the correlator corresponding to the standard χ1 nucleon operator encountered

throughout this work. Recall that χ1 is given by

χ1(x) =
1√
2
εabc
[
uTa(x)Cγ5 d

b(x)
]
I uc(x), (D.6)

and the associated two-point function in terms of propagators is expressed as

G(t, ~p, ~p ′) = −1

2
εabc εa

′b′c′
∑
x

e−i~p·~x
∑
y

e−i~p
′·~y
[

Scc
′

u (y, x)Tr
[
(Cγ5)Sbb

′

d (y, x)(Cγ5)Saa
′T

u (y, x)
]

− Sca′u (y, x)(Cγ5)TSbb
′T

d (y, x)(Cγ5)TSac
′

u (y, x)
]
. (D.7)
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The corresponding two-point function as written out by cfgen2 is then simply the

same form with source and solution vectors replacing propagators as appropriate.

This is written out as

G(t, ~p, ~p ′) = −1

2
εabc εa

′b′c′
∑
x

e−i~p·~x
∑
y

e−i~p
′·~y
[

+ 1.0000 [χc(y)η†c
′
(x)]Tr[χb(y)η†b

′
(x)(Cγ5)η?a

′
(x)χTa(y)(Cγ5)]

− 1.0000 [χc(y)η†a
′
(x)(Cγ5)η?b

′
(x)χTb(y)(Cγ5)χa(y)η†c

′
(x)]

]
, (D.8)

where the coefficients have been stored in memory as floating point numbers.

While this notation may have pedagogical value, we note here that cfgen2 doesn’t

actually calculate correlators by evaluating Equation (D.8). As discussed previ-

ously, cfgen2 evaluates correlators directly from the interpolating operators, and

therefore in the general case can easily project momentum at different spatial

points independently. This is because single-hadrons are localised, and hence

momentum projections at a given spatial point do not interact in Dirac space

with projections at a different spatial point. For correlators of the form in Equa-

tion (D.8), this statement is not true in general, as the Dirac structure is de-

termined post-Wick contraction which can contract fields from different spatial

points, thereby entangling them in Dirac space.

We further note that while which source vector is associated with which solu-

tion vector is not explicitly denoted, the colour indices (pre-relabelling of course)

implicitly store this information, and correspondingly source and solution vector

pairs are always adjacent.
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