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Abstract

Medical image segmentation is an important step in medical image analysis, where the main

goal is the precise delineation of organs and tumours from medical images. For instance there

is evidence in the field that shows a positive correlation between the precision of these segmen-

tations and the accuracy observed in classification systems that use these segmentations as their

inputs.

Over the last decades, a vast number of medical image segmentation models have been intro-

duced, where these models can be divided into five main groups: 1) image-based approaches, 2)

active contour methods, 3) machine learning techniques, 4) atlas-guided segmentation and reg-

istration and 5) hybrid models. Image-based approaches use only intensity value or texture for

segmenting (i.e., thresholding technique) and they usually do not produce precise segmentation.

Active contour methods can use an explicit representation (i.e., snakes) with the goal of mini-

mizing an energy function that forces the contour to move towards strong edges and maintains

the contour smoothness. The use of implicit representation in active contour methods (i.e., level

set method) embeds the contour as zero level set of a higher dimensional surface (i.e., the curve

representing the contour does not need to be parameterized as in the Snakes model). Although

successful, the main issue with active contour methods is the fact that the energy function must

contain terms describing all possible shape and appearance variations, which is a complicated

task given that it is hard to design by hand all these terms. Also, this type of active contour

methods may get stuck at image regions that do not belong to the object of interest. Machine

learning techniques address this issue by automatically learning shape and appearance models

using annotated training images. Nevertheless, in order to meet the high accuracy requirements

of medical image analysis applications, machine learning methods usually need large and rich

training sets and also face the complexity of the inference process. Atlas-guided segmentation

and registration use an atlas image, which is constructed based on manually segmentation im-

ages. The new image is segmented by registering it with the atlas image. These techniques have

been applied successfully in many applications, but they still face some issues, such as their

ability to represent the variability of anatomical structure and scale in medical image, and the

complexity of the registration algorithms.

In this work, we propose a new hybrid segmentation approach by combining a level set method

with a machine learning approach (deep belief network). Our main objective with this approach

is to achieve segmentation accuracy results that are either comparable or better than the ones pro-

duced with machine learning methods, but using relatively smaller training sets. These weaker

requirements on the size of training sets is compensated by the hand designed segmentation
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terms present in typical level set methods, that are used as prior information on the anatomy

to be segmented (e.g., smooth contours, strong edges, etc.). In addition, we choose a machine

learning methodology that typically requires smaller annotated training sets, compared to other

methods proposed in this field. Specifically, we use deep belief networks, with training sets

consisting to a large extent of un-annotated training images. In general, our hybrid segmen-

tation approach uses the result produced by the deep belief network as a prior in the level set

evolution. We validate this method on the Medical Image Computing and Computer Assisted

Intervention (MICCAI) 2009 left ventricle segmentation challenge database and on the Japanese

Society of Radiological Technology (JSRT) lung segmentation dataset. The experiments show

that our approach produces competitive results in the field in terms of segmentation accuracy.

More specifically, we show that the use of our proposed methodology in a semi-automated seg-

mentation system (i.e., using a manual initialization) produces the best result in the field in

both databases above, and in the case of a fully automated system, our method shows results

competitive with the current state of the art.
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Chapter 1

Introduction

Image segmentation is an important and difficult stage that is usually present in medical image

analysis systems. A loose definition of image segmentation is that it is a process of partition-

ing a digital image into regions of interest (e.g., an organ or a tumour and background). The

result of image segmentation is a set of regions, or contours, extracted from an image. Medical

image segmentation faces several challenges, including: strict requirements in terms of segmen-

tation accuracy, low signal-to-noise ratio between the objects that need to be segmented and the

background, and large shape and appearance variations of the visual object of interest.

In the last decades, there have been several segmentation methods proposed in medical image

analysis, which produced significant results. One of the simplest techniques is the image-based

approach, such as thresholding [1]. The main goal of thresholding is to find some threshold

points (e.g., gray values) that divide the image into separate regions (e.g., objects and back-

ground). One well-known thresholding technique based on a discriminant criterion was intro-

duced by Otsu [2], which estimates optimal threshold points that maximizes the between-class

variance. The results of thresholding techniques are usually not precise enough, which means

that these techniques are commonly combined with other more sophisticated segmentation tech-

niques.

One of the most successful segmentation methods is the active contour model using explicit

contour representation (also know as Snake) [3]. The snake model produces the object contour

by minimising an energy function that includes internal and external energy constraints, with

internal constraints denoting contour smoothness, and external constraints representing image

features (e.g., edges) that drive the contour to segment the object of interest. The contour is

represented with a parametric form, which can be called explicit contour representation. De-

formable models [4] improve the accuracy of the snake model by integrating prior knowledge

of the objects, such as intensity, texture, colour, orientation, location and shape into the seg-

mentation process. In general, for deformable models, if the initial guess is not close enough
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Chapter 1. Introduction

to the boundary ground truth, then the external energy cannot force the contour to move to the

correct place. Cohen et al. [5, 6] augmented the accuracy of deformable models by changing

the external term to include an inflation force, which makes this model more robust to the initial

guess of the segmentation contour. Another solution for deformable models relating to the initial

guess and the concavity of the object border is introduced by Xu and Prince [7]. This model

incorporates a new class of external forces that are named gradient vector flow (GVF) fields,

which represent dense vector fields computed from image features (e.g., gray level or edges)

that minimise an energy functional. The segmentation result is improved, especially at concave

areas of the segmentation boundary, and the final result is less sensitive to initial guess.

Another variety of active contour models is the level set method [8], which has been proposed

in order to improve the performance of active contour techniques. One of the main differences

of level sets is the use of the implicit contour representation, where the contour of the object

is embedded as the zero level set of a surface. Level set improves over previous active con-

tour models by allowing topological changes of the object and reducing the dependence on a

parametric curve representation. Cremers et al. [9] presents an overview of applying level set

methods to image segmentation, where they show that one advantage of level set methods is that

they can easily integrate many types of prior information such as grey values, colour, texture

and motion. Furthermore, by using Bayesian inference, it is also possible to incorporate prior

knowledge about the shape of the object as a constraint in the level set evolution. In general,

active contour models depend heavily on the a priori information about the segmentation, which

has to be defined such that it can provide a robust representation for the shape and appearance

variations present in the data. The main trouble with this approach is that this is an extremely

complex task, which is rarely achieved successfully in practice.

In recent years, machine learning approaches have produced state-of-the-art results in segmen-

tation problems in medical image analysis, by exploring large datasets annotated by clinicians

(these annotated datasets are known as training sets). One typical example of a machine learn-

ing approach is the active shape model (ASM) [10]. ASM is a statistical model of the shape

of objects estimated from an annotated training set. The shape of an object is represented by

a set of contour points (landmarks), which is used by ASM to learn the shape model. Active

appearance model (AAM) [11–13] improves ASM with the use of both the shape and texture

models, also estimated from training sets. Other machine learning approaches are based on dis-

criminative models for segmentation that use large datasets of annotated examples [14], such

as boosting [15, 16], and support vector machines [17–20]. Machine learning techniques face

a potential large inference complexity because of the search process. Specifically, the segmen-

tation contours are usually explicitly represented by a set of contour points, which defines the

dimensionality of the search space, and since contours generally need a large number of points,

the dimensionality of the search space will become proportionally large [21]. Machine learning
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Chapter 1. Introduction

models also typically make little use of a priori information in a segmentation process, which

means that these models require extensive training sets to work robustly.

Some other machine learning techniques are based on graphical models. For instance, image

segmentation can be considered as a classification task that assigns labels (e.g., objects and

background) for observable elements of the image (e.g., pixels or voxels). Graphical models

represent a suitable tool to model the dependencies between labels and observable data, where

the label of an observable element depends not only on the corresponding observed data, but

also the labels of its neighbouring nodes. Markov random field (MRF) [22–27] is a well-known

undirected graphical model used in image segmentation that can be classified as a generative

model, which estimates the joint probability distribution of labels and observable data. An-

other graphical model that has been explored in image segmentation is conditional random field

(CRF) [28–33]. The difference between MRF and CRF is that the latter is based on a discrimina-

tive model that measures the conditional probability of labels given observable data. Similarly

to the machine learning methods presented before, graphical model-based methods also need

large annotated datasets, but the fact that they explore prior information (e.g., label consistency

among neighbouring pixels) reduces this requirement to a certain extent.

Atlas-based segmentation [34–38] is another popular approach in medical image segmentation.

The main idea explored in atlas-based segmentation is that the visual objects (e.g., tissues, or-

gans) in medical images are reasonably consistent in terms of shape and localization. This

allows the use of a reference model (manually built or automatically learned from training data)

of the sought visual object that is used as a template. The segmentation process usually works

by registering this template model to the test image using a non-rigid deformation model. How-

ever, this technique also faces some challenges, such as the variability of anatomical structure

and scale in medical images, and the complexity of the registration process.

Some other works combine machine learning techniques with deformable models, which use

either explicit or implicit contour representations, such as the integration of MRFs and explicit

deformable models [23, 24], CRF and implicit deformable models [29], and embedded CRF

in level set methods [30, 39]. The combination of CRF and SVM is described in [20, 32].

Nevertheless, these hybrid models are usually quite complex in terms of running time inference

and they also need large annotated training sets.

1.1 Motivation

This thesis proposes a new model for medical image segmentation by combining the distance

regularised level set method (DRLS) [40] with the deep belief network (DBN) [41]. This com-

bination is relevant in the context of medical image segmentation because it tries to aggregate
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Chapter 1. Introduction

the advantages of both techniques: 1) the high accuracy segmentation results produced by level

set methods using virtually no annotated training sets, and 2) the robustness of DBNs to small

datasets, with the use of unsupervised pre-training. More specifically, we use the DBN model

result as a prior appearance term for the level set optimisation, which addresses one of the issues

identified above for level set methods: the difficulty in hand-designing terms that model robustly

the shape and appearance variations of the visual object of interest. Another interesting advan-

tage with the specific use of DBN lies in its need of relatively small annotated training sets,

compared with other machine learning models [23, 24, 29, 30, 39]. This advantage is based on

the fact that the training of a DBN model involves both unsupervised and supervised learning:

an unsupervised learning stage that uses massive amounts of un-annotated training data and a

supervised stage that fine-tunes the learning process to converge with a small number of anno-

tated images. Finally, level set method can incorporate other prior shape and appearance terms

into its optimisation.

The proposed hybrid model is tested in two datasets with different imaging techniques: endo-

cardial and epicardial left ventricle segmentation in MR images (Medical Image Computing and

Computer Assisted Intervention (MICCAI) 2009 LV segmentation challenge database [42]) and

lung segmentation in chest X-ray images (Japanese Society of Radiological Technology (JSRT)

dataset [43]). Our experiments show that we can train robust DBN models with a limited num-

ber of annotated training images. In case of semi-automated segmentation (see Chapter 4 and

7), our proposed method produces the best results in the field in both datasets, and for the case

of fully automated LV segmentation (see Chapter 5 and 6), the result is on par with other current

state of the art results on the same dataset. We also show in the experiments that the DBN infer-

ence produces a segmentation based on the appearance information that improves significantly

the result of DRLS model.

The motivation for using these datasets is based on the following reasons: 1) we want to show

that our method can work with different organ appearances and shapes and imaging modalities;

and 2) the importance of these two segmentation problems, as explained in more detail below.

Cardiovascular disease is the current leading cause of deaths in the world, and cardiac cine

magnetic resonance (MR) imaging is one of the most effective imaging for diagnosing heart

disease [44]. Cardiac cine MR is a non-invasive medical imaging technology that is used for

assessing the function and structure of the cardiovascular system, with the following advantages

(compared to other imaging technologies, such as ultrasound or computerised tomography):

image quality, non-invasiveness, accuracy, and no ionising radiation. The assessment of function

and structure is based on the segmentation of several heart structures (see Fig. 1.1), like the

left ventricle (LV) endocardium and epicardium borders. This segmentation is then used for

the computation of the LV volume during the end systole (ES - greatest contraction) and end

diastole (ED - greatest expansion) phases of the cardiac cycle, where the ratio of these volumes

is then used to compute the ejection fraction, which is useful to assess the health of the heart.
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Chapter 1. Introduction

Figure 1.1: Left ventricle segmentation.

Since the manual segmentation of these structures has proven to be tedious, time consuming and

subjective (i.e., it lacks reproducibility), several automated segmentation methodologies have

been proposed [45] and tested in a challenge recently proposed by Radau et al. [42].

Another medical image segmentation that is used to test our methodology is the lung segmen-

tation from chest X-ray (CXR). The automated segmentation of lung boundaries from digital

CXR is one of the main stages in the computer-aided diagnosis (CAD) of lung health [36].

Lung boundaries can be used for computing lung volume or estimating shape irregularities [46],

but it is also used as one of the stages in several CAD systems [47]. These CAD systems

are particularly important for screening and detecting pulmonary pathologies, but with a ma-

jor focus on tuberculosis, which is the second leading cause of death from infectious disease

worldwide [48]. The highest incidences of these diseases occur in places of the world with in-

adequate health care infrastructure, so the deployment of such CAD systems in these places is

important because they can help local clinicians in the screening and diagnosis processes men-

tioned above [36]. However, the automated segmentation of lung boundaries is a challenging

task because of the following reasons (see Fig. 1.2) [36]: 1) the edges present at the rib cage and

clavicle represent a challenge for optimisation methods that can get stuck at local minima; 2) the

appearance inconsistencies caused by the clavicle bone at the lung apex also represent an issue

for most optimisation approaches for the same reason above; and 3) the lack of a consistent lung

shape among different individuals is a challenge for the use of shape priors.

1.2 Contributions of This Thesis

The main contributions of my thesis are as following:
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Chapter 1. Introduction

Figure 1.2: Lung segmentation.

1. An appearance model learned with a structured output DBN model that is used to de-

tect the region of interest (ROI) containing the LV directly from grey-value image using

structured inference. This is presented in Chapter 5 and 6.

2. Another structured output DBN model that is used to segment anatomical organs that will

be used as an appearance based prior in the level set evolution. The structured outputs for

endocardial and epicardial borders are presented in Chapter 4, 5 and 6 and for the left and

right lung borders are shown in Chapter 7.

3. An extension of the distance regularised level set method (DRLS) [40] with the integration

of the results of the DBN output from the innovation (2) with the level set evolution. This

combination significantly improves the final segmentation results of level set, which is

mentioned in Chapter 4, 5, 6 and 7.

1.3 Thesis Outline

In Chapter 2, we review robust segmentation techniques, which have been applied in medical

image segmentation. In this chapter, we divide these techniques into five groups: image-based

approaches, active contour methods, machine learning techniques, atlas-guided segmentation

and hybrid models. Our proposed methodology is explained in Chapter 3. In Chapters 4, 5 and

6, we show the application of the proposed methodology to the segmentation of endocardial and

epicardial borders of the left ventricle of the heart from cardiac cine magnetic resonance imaging

(MRI). In these chapters, we show the results from semi-automated segmentation (Chapter 4)

and fully automated segmentation (Chapters 5 and 6). The experiment results show that the

combination of level set and DBN leads to competitive accuracy results on the MICCAI 2009 LV
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Chapter 1. Introduction

segmentation challenge database [42]. In Chapter 7, we also assess the proposed methodology

in the lung segmentation problem from chest radiographs. In this chapter, we only show the

results for the semi-automated segmentation problem, which uses manual initial guess. The

evaluation of the accuracy of our methodology uses the publicly available Japanese Society of

Radiological Technology (JSRT) dataset [43]. Finally, discussion and conclusions are presented

in Chapter 8.
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Chapter 2

Medical Image Segmentation
Techniques

We can divide medical image segmentation techniques into five categories: image-based ap-

proaches (e.g., thresholding), active contour methods (e.g., snake or level set methods), machine

learning techniques (e.g., pixel classification, region classification, Markov random field, and

active shape and appearance models), atlas-guided segmentation and registration, and hybrid

models. In this chapter, we provide a brief introduction to these methods in order to motivate

our proposed hybrid model.

2.1 Image-based Approaches

Image-based methods use techniques that consider only grey values or texture features to seg-

ment images, which usually involves the estimation of a threshold that separates (or segments)

the foreground objects from the background. Thresholding techniques can be classified as local

or global, where global techniques are sub-divided into point-dependent and region-dependent

techniques [1]. If the threshold detection is based on features extracted from individual image

pixels (e.g., grey value), then it is point-dependent thresholding. On the other hand, region-

dependent methods replace the individual pixel information by a distribution involving a group

of neighbouring pixels, and use that information for the thresholding process. In global thresh-

olding, the goal is to find the thresholds for the whole image, whereas local thresholding is

applied to local parts of the image [1]. In this section, we discuss Otsu’s method [2] because

it provides a good representation of image-based approaches and also because we apply it in a

couple of stages of our methodology.
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Chapter 2. Medical Image Segmentation Techniques

Otsu [2] proposed a method using a discriminant criterion, by assuming that a grey-value image

is represented by I : Ω→ R, with Ω ⊆ R2 denoting the image coordinate space. I(x, y) denotes

the intensity value (e.g., grey level) of the pixel with coordinate (x, y). LetM = {1, 2, 3, · · · , l}
represent the grey levels for image I . Given ni is number of pixels at level i ∈ M, the total

number of pixels in image I is

n =
l∑

i=1

ni. (2.1)

We can then compute the probability distribution of pixels at grey level i as

pi = ni/n, (2.2)

where pi ≥ 0,
∑l

i=1 pi = 1. Suppose that we would like to classify the pixels of image I

into two classes: foreground object with grey levels C1 = {1, 2, · · · ,m} and background with

grey values C2 = {m + 1,m + 2, · · · , l} by using a threshold at level m. This threshold

is automatically estimated using the steps below. The probabilities of occurrence for the two

classes, given the threshold m, are:

ω1(m) =
m∑

i=1

pi and ω2(m) =
l∑

i=m+1

pi = 1− ω1(m). (2.3)

The probabilities in (2.3) allow us to compute the mean grey value for both classes as follows:

µ1 =

m∑

i=1

ipi/ω1(m) and µ2 =

l∑

i=m+1

ipi/ω2(m), (2.4)

and the mean grey value for whole image:

µT =

l∑

i=1

ipi. (2.5)

After computing the mean values, the class variances are computed with:

σ2
1 =

m∑

1

(i− µ1)2pi/ω1 (2.6)

σ2
2 =

l∑

m+1

(i− µ2)2pi/ω2. (2.7)

Otsu then proposes the following discriminant criterion factor [2]:

λ = σ2
B/σ

2
W , (2.8)

9
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where σ2
B and σ2

W in (2.8) are referred to as the within-class and between-class variances, re-

spectively, which are computed as:

σ2
W = ω1σ

2
1 + ω2σ

2
2,

σ2
B = ω1(µ1 − µT )2 + ω2(µ2 − µT )2

= ω1ω2(µ2 − µ1)2.

(2.9)

Finally, the optimal threshold m∗ is found by maximising λ, as in

m∗ = arg max
1≤m≤l

λ (2.10)

The results of thresholding techniques are usually not precise enough, which is the reason why

these techniques are commonly combined with other more sophisticated segmentation tech-

niques.

2.2 Active Contour Methods

In this section, we discuss active contour methods with explicit contour representation, also

known as the Snake method [3], and with implicit contour representation, referred to as level set

methods [8].

2.2.1 Active Contours with Explicit Contour Representation

Active contour methods with explicit contour representation is generally referred to as the Snake

model [3]. The goal of Snake is to minimise an energy function in order to segment the fore-

ground object from the background. Given an image I : Ω → R, the segmentation is obtained

with the contour c that denotes the explicit contour representation, defined as follows:

c : [0, 1]→ Ω

s 7→ c(s) = (x(s), y(s))
(2.11)

The energy function associated with the contour is:

E(c) = Eint(c) + Eext(c), (2.12)

where

Eint(c) =

∫ 1

0
(α(s)|cs(s)|2 + β(s)|css(s)|2)ds (2.13)

10
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denotes the internal energy of the contour due to the amount of stretch (first term) and the amount

of curvature (second term) in the contour, with cs and css denoting the first and second order

derivatives of c with respect to s (that is, the first-order term in Eint makes the contour act like

a membrane and the second-order term makes it act like a thin plate); and

Eext(c) =

∫ 1

0
wlineEline + wedgeEedge (2.14)

represents the external energy of the contour, which Eline = I(x, y) is attracted to either dark

or light regions of the image, depending on the sign of wline, and Eedge = −| 5 I(x, y)|2 is

drawn to regions with large image gradients. Note that in order to find the sought contour that

segments the image, we need to solve the following energy minimisation problem:

c∗ = arg min
c
E(c). (2.15)

We can also define the energy in (2.12) using a probabilistic framework, by defining the joint

probability p(I, c) as a Gibbs distribution with energy function [49]:

p(I, c) = p(I|c)p(c) = k exp (−Eint(c)− Eext(c)) = k exp (−E(c)), (2.16)

where k is a normalising constant and p(.) is a probability density function defined by p(x) ≥ 0

and
∫ +∞
−∞ p(x)dx = 1. Minimising the energy function of the contour in (2.15) is equivalent to

maximising the joint probability p(I, c) in (2.16). The internal energy Eint(c) is converted to

Gibbs prior distribution by the following formulation [24]:

p(c) =
1

Zint
exp (−Eint(c)), (2.17)

where Zint is a normalisation factor. Following the same idea, the external energy Eext(c) is

converted into the conditional probability:

p(I|c) =
1

Zext
exp (−Eext(c)), (2.18)

where Zext is a normalisation factor. Finally, the minimisation of the energy function of de-

formable models in (2.15) can be derived by solving the maximum a posteriori (MAP) problem:

c∗ = arg max
c
p(c|I), (2.19)

where

p(c|I) ∝ p(I|c)p(c). (2.20)

The solution to this optimisation problem is usually based on gradient descent, which means

that it is prone to local minima given that the optimisation in (2.19) is non-convex in general.

11
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Although relatively successful in some specific tasks, active contours with explicit contour rep-

resentation are sensitive to image conditions, priors, and the initialisation to the optimisation

process in (2.15) and (2.19). In particular, the prior models assumed in both energy terms

in (2.12) are unlikely to capture the variations presented in most medical image segmentation

problems because of the usual large variability found in the foreground objects in terms of ap-

pearance and shape. Moreover, this method is not adaptable to foreground objects that change

topology. Finally, the parameterisation of the curve c is another weak point of this type of active

contour model because it has to be compact and at the same time, represent well the contour

details.

2.2.2 Active Contours with Implicit Contour Representation

The issues mentioned above with active contours with explicit contour representation motivated

the development of active contour models with implicit contour representation, which are known

as level set methods [8]. This approach uses an implicit contour representation that can adapt

for topological changes of the foreground object, such as splitting and merging. Furthermore,

this implicit representation avoids altogether the issue with the curve parameterisation. The

main idea of segmentation based on level set methods is to embed an initial curve as the zero

level set of a higher dimensional surface. The segmentation process evolves the surface in order

to propagate the zero level set, which converges to the boundary of the object [50–52]. The

level set formulation also allows the introduction of several new terms, such as the shape and

region models (estimated from training sets) [9], which is another advantage of this segmentation

approach.

The level set method takes an image I : Ω → R and produces a segmentation represented by

the zero level set of an embedding function φ : Ω→ R, as follows:

C = {x ∈ Ω|φ(x) = 0} , (2.21)

where the function φ is usually assumed to be the signed distance function, defined by [29]:

φ(x) =





0 x ∈ C

+d(x, C) x ∈ <C ,

−d(x, C) x ∈ Ω \ <C,
d(x, C) = min {‖ x− xC ‖2| xC ∈ C} ,

(2.22)

where ‖ x − xC ‖2 is Euclidean distance between two pixels x and xC . We assume that the

contour C divides the image domain Ω into two parts, namely the foreground <C enclosed by

the contour C and the background Ω \ <C . The result of active contour optimisation can be

12
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reached by solving the following energy minimisation problem:

φ∗ = arg min
φ
E(φ), (2.23)

where this energy function takes into account contour specific measures (length, curvature, etc.)

and image-based measures (e.g., edges, region grey values distribution, etc.). For example, a

possible energy function to minimise is the following [30, 53]:

E(φ) =

∫

Ω
−H(φ) log p1(f(x),w1)− (1−H(φ) log p2(f(x),w2) + v|∇H(φ)|g(I, α)dx,

(2.24)

where f(x) defines the feature values (e.g. image gradient, colour, intensity) at each image

location, the functions p1 and p2 are probability functions of the random process f(x) in <C and

Ω \ <C respectively, with parameters w1 and w2. In the last term of (2.24), g(I, α) = 1
1+α|∇I|

denotes the non-decreasing function with the parameter α that takes low values at image edges,

and |∇H(φ)| represents a contour smoothness prior term, where the parameter v controls the

strength of this term. Finally in (2.24), the functionH(φ) is the Heaviside step function, defined

by

H(φ) =





1 φ ≥ 0

0 otherwise.
(2.25)

In summary, the first two terms in (2.24) model the inside and outside regions of the contour

and the last term models the smoothness of the contour (with the edge attraction). Also note that

similarly to (2.15), the energy minimisation problem in (2.23) can also be converted into a MAP

problem, as in

φ∗ = arg max
φ
p(φ|I), (2.26)

with

p(φ|I) ∝ p(I|φ)p(φ). (2.27)

In order to minimise the energy function E in (2.24), the common approach [54] is to find the

steady state solution of the following gradient flow equation:

∂φ

∂t
= −∂E

∂φ
, (2.28)

where ∂E
∂φ is the Gâteaux derivative of the functional E(φ), and t is temporal parameter. The

main idea of this method is then to iteratively follow the steepest descent direction of the func-

tional E(φ).

Active contour methods with implicit contour representation produce some remarkable results,

13
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such as topology robustness, less dependence on an initial contour, independence of curve pa-

rameterisation, and integration of local and region distributions. However, these methods still

suffer from several drawbacks, namely, sensitiveness to image conditions and the a priori in-

formation about the segmentation process. Specifically, the shape and appearance models are

usually based on prior information that are hand designed, and is unlikely to cover all varia-

tion present in the real data. In addition, level set methods generally can only represent closed

contours, except the method proposed by Schaeffer [55].

2.3 Machine Learning Techniques

The main idea behind machine learning methods is the use of a manually annotated training set

to estimate the parameters of high capacity models about shape and appearance information.

This implies that it is necessary to first adopt a model that has a capacity that is large enough to

represent the variations of the foreground object being studied. Moreover, the capacity of this

model will determine the amount of training data that is needed to estimate robustly the model

parameters, so it can generalize well to unseen test data. In general, the higher the capacity, the

better the model can represent the variations in the dataset, but the larger the annotated dataset

set needed. Therefore, machine learning methods solve the problem of hand-designing the shape

and appearance prior models (of the active contour models above) with an automatic learning of

such models, where the cost is the need for large annotated datasets.

2.3.1 Boosting Methods

Discriminative classifiers are machine learning techniques, which model the posterior distribu-

tion directly. In medical image segmentation, assuming that x represents an observable infor-

mation (e.g., an image region) and y denotes the corresponding labeling (e.g., foreground or

background pixels of the image x), the discriminative classifier models the conditional proba-

bility distribution p(y|x). In contrast, generative classifier models the joint distribution p(y,x).

Some discriminative classifier techniques have been applied to medical image segmentation,

such as support vector machines (SVMs) [18–20], neural networks [56–59], and boosting tech-

niques [16, 60–62]. Below, we explain the application of boosting in a particular medical image

analysis problem.

Boosting methods, one group of discriminative models, are generally known as ensemble meth-

ods that are formed by combining a set of weak classifiers in order to produce a stronger classi-

fier [15, 63, 64]. In this section, we explain the method proposed by Carneiro et al. [61], where

the authors use the probabilistic boosting tree (PBT) [60] to detect and segment fetal anatomies

from ultrasound images automatically. More specifically, given a image I : Ω → R, assume
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Figure 2.1: Image feature types.

that S ⊂ I denotes the region of interest (i.e., the foreground) containing the fetal anatomy, and

B ⊂ I represents the background, where S∪B = I and S∩B = ∅. The geometrical properties

of the foreground region S is represented by a vector of parameters:

θ = [x, y, α, σx, σy], (2.29)

where (x, y), α, (σx, σy) denote the top-left coordinate, orientation and scale of the region of

interest S, respectively. The appearance of image region S is represented by the following set

of Haar wavelet features:

θf = [t, xf , yf , dx, dy, s], (2.30)

where t is type of image features (see Fig. 2.1 [61]), (xf , yf ) is the top-left coordinate of

feature within S, (dx, dy) denotes the length and width of feature, and s ∈ {−1,+1} is the

original feature or its inverted sign. Both orientations of θ and θf are the same. Essentially, the

Haar wavelet features in Fig. 2.1 assigns a feature value representing the difference between the

number of pixels in white area (value +1) and in black area (value -1).

The inference process to find the region of interest S consists of:

θ∗ = arg max
θ
p(y|S), (2.31)

where y ∈ {−1,+1}, p(y|S) is a PBT classifier [60] that computes the probability of the ap-

pearance of fetal anatomies (y = +1) or background (y = −1) in the interest region S, extracted

based on the geometric parameter θ. Basically, PBT is a binary tree (see Fig. 2.2 [61]), where

each of its node is a strong classifier that can be trained using the AdaBoost algorithm [15],
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Figure 2.2: PBT binary tree.

which learns a strong classifier by combining a set of weak classifiers:

H(S) =
T∑

t=1

ωtht(S), (2.32)

where ht(S) is a weak classifier and ωt is its corresponding weight.

In the training process of the PBT, the binary tree is constructed recursively, where the output of

each strong classifier is computed with the following equations:

q(+1|S) =
e2H(S)

1 + e2H(S)
, and q(−1|S) =

e−2H(S)

1 + e−2H(S)
. (2.33)

The posterior probability that the region S is labelled as foreground or background is computed

with [60]:

p(y|S) =
∑

l1,l2,...,ln

p(y|ln, . . . , l1, S) . . . q(l2|l1, S)q(l1|S), (2.34)

where l ∈ {−1,+1}, and

p(y|li, . . . , l1, S) =
∑

li+1

δ(y = li+1)q(li+1|li, . . . , l1, S), (2.35)

with δ(x) is the Dirac delta function.

Similarly to other discriminative classifiers presented in the field [18–20, 56–60, 62], the ap-

proach by Carneiro et al. [16, 61] is able to solve the important problem of providing robust

appearance and shape models estimated from annotated training data. However, the tradeoff is
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the fact that a very large training set is needed to make this methodology work properly (in their

paper they mention the need for thousands of annotated data). The main issue is that such large

training sets are rarely available in medical image analysis problems. Furthermore, the search

space in the inference problem in (2.31) can be large due to the number of dimensions of θ and

the data distribution in that space, resulting in a potentially slow inference.

2.3.2 Markov and Conditional Random Fields

Image segmentation can be considered a pixel labelling task that can be solved with the Markov

Random Field (MRF) model, which is one of the most explored machine learning techniques in

medical image segmentation [22–25]. MRF is a probabilistic graphical model that uses undi-

rected graph G = (V, E) to label image pixels, exploring the information present locally at each

pixel location and semi-locally in the vicinity of each pixel (see Fig. 2.3 [24]). This graph uses

two types of nodes to represent the variables: the circles representing the hidden labels (e.g.

object and background) and squares denoting the observed image pixel values (e.g. grey values

of pixels). Assume that n is the number of pixels of the image I , L is the set of region labels

(e.g. L = {”foreground”, ”background”}) and D is the set of pixel values (e.g. grey values).

The variables of the observed layer are defined as:

x = (x1, x2, · · · , xn), xi ∈ D, i = 1, ..., n, (2.36)

and the variables of the hidden labels are represented by:

y = (y1, y2, · · · , yn), yi ∈ L, i = 1, ..., n, (2.37)

where n denotes the number of nodes in observed/hidden layer of the model. The MRF essen-

tially models the joint probability between x and y with

p(x,y) =
1

Z

∏

s∈F
ψa(xa,ya), (2.38)

where Z is a normalisation constant, s ∈ F ⊂ (x
⋃

y) is an index to a graph clique, and

ψa : D × L → R+. Note in (2.38) that we model the joint probability between x and y, but we

are only interested in finding the label assignment y given the image represented by x. This is

the main reasoning behind the development of conditional random field, which models only the

conditional probability p(y|x).

Conditional Random Field (CRF) is a type of MRF represented by a probabilistic graphical

model that facilitates computation of the posterior distribution p(y|x), i.e., conditional prob-

ability of labelling layer y given observable layer x. Note that while MRF is a generative
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Figure 2.3: Markov random field model.

model, CRF is a discriminative model. Specifically, MRF approximates the posterior distri-

bution p(y|x) by modelling the joint probability distribution p(y,x), while CRF models the

posterior distribution p(y|x) directly. CRF was introduced by Lafferty et al.[28] and has been

used in medical image segmentation in several problems [29–31].

CRF definition [28]: Given a graph G = (V, E), where y = (yv)v∈V is indexed by vertices of

graph G. Then (y,x) is a CRF, if the conditional probability of y given x satisfies the Markov

property: p(yv|x,yw, w 6= v) = p(yv|x,yw, w ∼ v), where w ∼ v means that w and v are

neighbours in G. By applying the Hammersley Clifford theorem, the conditional probability

p(y|x) can be expressed as a factorization over cliques as following:

p(y|x) =
1

Z
exp {∑

i∈S
φa(yi,x) +

∑

i∈S

∑

j∈Ni

φi(yi, yj ,x)}, (2.39)

where S is number of sites, Ni is the set neighbours of the site i, Z is normalisation constant,

and φa and φi are association and interaction potential functions, respectively. The association

potential function φa describes the correlation between a given site and a specific class without

neighbouring information, and the interaction term φi models data dependency.

The number of possible labelling configurations in (2.39) is |L|n, where L is set of pixel la-

bels and n is number of image pixels, so solving directly this optimisation is computationally

expensive. Various approximating techniques were presented to solve this problem: simulated

annealing [65], iterated conditional modes (ICM) [66], graph cuts [67, 68], etc. The most dom-

inant inference algorithm for solving (2.39) is arguably graph cuts, which is based on the s − t
graph cut theory, where minimising an energy function is equivalent to maximising a flow in

a graph. Graph cuts was proposed by Greig et al. [67], and applied to image segmentation

problems [68, 69].
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Figure 2.4: Undirected graph for image segmentation.

In graph cuts, G = (V, E) represents a graph, where each node in the vertex set V represents an

image pixel or voxel, and a single edge e = {p, q} in edge set E expresses neighboring nodes.

Two terminal nodes, S(source) and T (sink), denoting object and background, respectively, are

added (see Fig. 2.4 and 2.5 [69]). An n− link represents an edge between two pixels, whereas

a t − link denotes an edge connecting an image pixel and a terminal node. Each edge e ∈ E
is assigned a nonnegative weight we. A subset of edges C ⊂ E is called an s − t cut if the

terminals S and T are completely separated on the induced graph G(C) = (V, E \C). The cost

of the cut C is defined as:

|C| =
∑

e∈C
we (2.40)

Assume that P is the set of image elements (such as pixels or voxels) and N is the set of pairs

{p, q}, where p and q are neighboring elements in P . Let y = (y1, y2, · · · , y|P|), yi ∈ L =

{”foreground”, ”background”} be the labelling configuration, which is a segmentation result.

The segmentation cost function is defined as following:

E(y) = λ.R(y) +B(y), (2.41)
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where R(y) and B(y) are regional term and boundary terms, respectively:

R(y) =
∑

p∈P
Rp(yp)

B(y) =
∑

{p,q}

Bp,q.δyp 6=yq

(2.42)

where δyp 6=yq is Dirac delta function:

δyp 6=yq =





1 if yp 6= yq

0 otherwise.
(2.43)

The regional term R(y) aims to cope with how to assign a specific image element to ”fore-

ground” or ” background”, which uses negative log-likelihood form:

Rp(”foreground”) = − log p(Ip|”foreground”)

Rp(”background”) = − log p(Ip|”background”)
(2.44)

On the other hand, the boundary term B(y) explains the discontinuity between image elements

p and q via coefficient Bp,q ≥ 0. More specifically, the larger Bp,q value means pixels p and q

are more similar and this term is usually represented as:

Bp,q ∝ exp

(
− (Ip − Iq)2

2σ2

)
1

dist(p, q)
, (2.45)

where Ip and Iq are intensity values at image positions p and q, and dist(p, q) is Euclidean

distance between p and q.

The segmentation problem is solved by maximising the posterior probability p(y|x), which is

equivalent to find minimum graph cut solution for graph G in order to minimise the segmentation

cost function E(y) in (2.41). Minimising the cut of the graph is transformed to maximising the

flow from source S to sink T [70, 71], which allows the application of max-flow algorithms

to segmenting the image, such as Ford-Fulkerson algorithm [72], Push-Relabel algorithm [73],

and algorithms proposed by Boykov et al. [68, 69, 74]. Although graph cut is a useful technique

for some computer vision applications, the graph construction is in general specific to particular

applications and energy functions [75].

Conditional and Markov random fields have been successfully explored in the field in several

medical image analysis applications, but they present two issues: 1) the learning of the graph

model parameters (edge weights) and the potential function parameters also depends on large

amounts of annotated training data [29–31], similarly to other discriminative learning problems;

and 2) the large running time of the inference (e.g., graph cuts) limits the application of such
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Figure 2.5: Directed graph for image segmentation.

methods to input images of relatively small sizes, which is not always possible in medical image

analysis problems.

2.3.3 Active Shape and Appearance Models

Active Shape Model (ASM) is a ’top-down’ method that automatically learns the object shape

model to be applied in image segmentation problems. This approach differs from ’bottom-up’

method that uses low level image features (e.g. pixel intensity, colour, edge) to segment the

objects from background. ASM is a generative model that estimates the visual object shape

model based on a set of training images. The segmentation is performed by searching for the

model parameters in which the ASM produces the best plausible match with the test image.

ASM has been proposed by Cootes et al. [10, 13], and have been applied successfully in many

computer vision problems, especially in image segmentation [76–78]. ASM is represented by

a point distribution model [10, 13], where each shape is represented as a vector of landmark

points. Assume that S = {xi}Ni=1 is the training set containing N shapes, where each shape

xi ∈ Rdn is represented by n landmarks points in d dimensions (note that we will consider that

d = 2, but this method can easily be generalized to higher dimensions). For instance, each shape

is represented by the following vector of coordinates:

xi = (xi0, yi0, xi1, yi1, . . . , xik, yik, . . . , xi(n−1), yi(n−1))
T. (2.46)
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Then, all shapes are aligned by applying the Procrustes method [79] in order to minimise the sum

of distances between corresponding landmark point pairs in shape set S , as explained below. Let

M(s, θ) be a linear transformation combining a rotation θ, scale s, and translation t = (tx, ty).

The goal is to minimise the following objective function, by assuming that we have two shapes

xi and xj , where the aim is to find the parameters θj , sj and tj = (txj , tyj) of the transformation

M(sj , θj)[xj ] + tj that maps xj onto xi:

Dj = (xi −M(sj , θj)[xj ]− tj)
TW(xi −M(sj , θj)[xj ]− tj), (2.47)

where

M(s, θ)

[
xjk

yjk

]
=

(
(s cos θ)xjk − (s sin θ)yjk

(s sin θ)xjk + (s cos θ)yjk

)
, (2.48)

tj = (txj , tyj , . . . , txj , tyj)
T, and (2.49)

W is a diagonal weight matrix of points defined as follows: given that dkj denotes the distance

between two points xk and xj and Vdkj is variance of dkj over the set S, then the weight of the

kth point is computed as:

wk = (

n−1∑

j=0

Vdkj )
−1. (2.50)

The following algorithm is used for aligning the set of shapes S:

Algorithm 2.1: Aligning shapes [10]
• Choose an initial shape x ∈ S
• Apply transformations (e.g, rotation, scale, translation) to align each another shape with x
repeat
• Compute the mean shape of all aligned shapes
• Normalise the current mean
• Realign every shape with the current mean

until the process converges

Suppose that N shapes have been aligned, so now each shape can be considered as a point

in this space. The point distribution model (PDM) estimates the variance of these points in

d dimensions with principle component analysis (PCA). The PDM can generate new points

(i.e., new shapes) by varying the model’s parameter values. The details of this algorithm is as

following:

• Compute the mean shape

x̄ =
1

N

N∑

i=1

xi (2.51)
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• Compute d× d covariance matrix of the shapes,

C =
1

N − 1

N∑

i=1

(xi − x̄)(xi − x̄)T (2.52)

•Compute the set of all eigenvectors {pk|k = 1, . . . , d} and corresponding eigenvalues {λk|k =

1, . . . , d;λk ≥ λk+1}:
Cpk = λkpk. (2.53)

Let P = (p1|p2| . . . |pt) represent the matrix of t first eigenvectors corresponding to the t largest

eigenvalues, then each shape in S can be represented as follows:

x = x̄ + Pb, (2.54)

where b = (b1, b2, . . . , bt) is vector of weight parameters of the model.

By changing the value of parameter b in (2.54), the model can generate new shapes. In order

to guarantee that the new generated shapes are similar to those in S, the values of the parameter

vector b are usually selected within ±3 standard deviations of the mean as following:

− 3
√
λk ≤ bk ≤ 3

√
λk. (2.55)

The inference process takes an image I containing the visual object that has a similar shape

compared to the shape generated by the PDM model using (2.54) and estimates the values for

the model parameters that generates a shape that matches the object shape in image I . Assume

that X is the result of the model after a rotation by θ, scaling by s and translation by tc:

X = M(s, θ)[x] + tc, (2.56)

where tc is the vector that translates shape x to the model centre tc = (xc, yc, xc, yc, . . . , xc, yc, )
T,

with (xc, yc) representing the coordinates of the centre of the model shape. Furthermore, the

boundary points of X are fit to the object in the image I by adjusting each point along a line

by an amount dX to the model boundary to reach a more plausible position (see Fig. 2.6 [10]).

Algorithm 2.2 explains each iteration of the ASM inference.

Algorithm 2.2: ASM algorithm [13]

• Searching a region around each boundary point Xi ∈ X to get the best matching point X
′
i

• Update the parameters (xc, yc, s, θ,b) in order to fit to new found points X
• Apply constrains to parameter b(e.g,. −3

√
λk ≤ bk ≤ 3

√
λk), which guarantee that new shape is

similar with the shapes in training set.
• Repeat until convergence.
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Figure 2.6: Adjustment model points to object.

Active Appearance Model (AAM) is an extension of ASM, where the texture information (e.g,.

grey-level intensity) is included [11–13]. AAM uses statistical shape information and also local

appearance knowledge around each landmark point. Similarly to ASM, AAM is a generative

model that can generate synthetic images by combining both shape and appearance knowledge.

This model can solve the image segmentation problem by minimising the differences between

the synthesized image and the unseen test image.

Assume that S = {xi}Ni=1 is set ofN training shapes, where each shape xi includes n landmarks

points. In order to model the texture information, each image in the training set is warped to

match its landmark point with corresponding point in the mean shape x̄ in (2.51). Let gim be the

texture vector of a new image after warping (i.e., shape-normalised image), then each texture

vector gim is normalised as following:

g = (gim − β1)/α, (2.57)

where 1 is vector of ones, α is a scaling term and β is an offset term that are chosen to achieve the

best match with respect to each vector gim with the normalised mean. Given that the normalised

mean is ḡ, then two terms α and β are selected as:

α = gim.ḡ, and β = (gim.1)/n, (2.58)

where n is the number of elements of vector gim.
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This normalisation guarantees that gT1 = 0 and |g| = 1. By applying PCA to both shape

dataset and texture dataset, we have:

x = x̄ + Psbs, (2.59)

where Ps and bs are the matrix of modes of shape variance and the vector of shape parameters,

respectively, and

g = ḡ + Pgbg, (2.60)

where Pg is the matrix of modes of appearance variance (e.g., grey-level), and bg is the vector

of appearance parameters.

In order to model the relationship between the shape and texture variations, the PCA method is

applied on the set of concatenated vectors:

b =

(
Wsbs

bs

)
=

(
WsP

T
s (x− x̄)

PT
g (g − ḡ)

)
(2.61)

where Ws is a diagonal matrix of weights (see (2.47)). After applying PCA, a new model of

parameters is produced:

b = Qc, (2.62)

where Q =

(
Qs

Qg

)
is the matrix of eigenvectors and c is an appearance vector comprising

both shape and texture information. New shape and texture samples can then be generated by

changing the value of parameter c:

x = x̄ + PsWsQsc,

g = ḡ + PgQgc.
(2.63)

Let Ii be the target image having the object that should be segmented, and Im is synthetic image

generated by AAM. The segmentation can be done by searching the appearance parameter c to

minimise the difference between grey-level between two images:

δI = Ii − Im. (2.64)

Active shape and appearance models can be considered the first machine learning models ap-

plied to medical image analysis problems. They have shown some success in few applications,

but they have three main drawbacks: 1) the reliance on a generative model is problematic in the

sense that it needs a large amount of training data to provide a robust estimation of the shape

and appearance models (more so than discriminative models, in general); 2) the fact that it es-

sentially uses global statistics to represent shape (and appearance) makes this model inaccurate
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when dealing with test cases that present slightly different shape (and appearance) characteris-

tics from the ones observed in the training set; and 3) it is quite sensitive to the initial conditions

of the inference process.

2.4 Atlas-guided Segmentation and Registration

The use of geometric and appearance constraints (either learned or assumed in a prior model)

provides a powerful cue in medical image segmentation problems. For example, level set (Sec-

tion 2.2.2) and active shape models (Section 2.3.3) incorporate these types of constraints to drive

the segmentation process. Chen et al. [80] use the shape prior learned by deep Boltzmann ma-

chine to do object extraction and segmentation. Atlas-guided segmentation represents another

way of exploring a similar idea [34–38, 81], which includes two main steps: first, the atlas tem-

plates are constructed based on manually segmented images; and second, the visual object in a

test image (i.e., target or reference image) is segmented by registering the atlas image to the test

image.

An overview of atlas-guided segmentation and registration in medical image segmentation prob-

lems is given in [34, 35]. Basically, these techniques can be classified into four groups, depend-

ing on the atlas selection strategies:

• Single individual atlas: Segmentation is based on the registration with a random manually

annotated image, which is chosen by user [82].

• Most similar individual image: Given a set of atlas templates, the target image is registered

to each atlas and a similarity measure assesses the accuracy of the registration processes

(e.g., mutual information [83, 84] or normalised mutual information [85]) in order to

select the best segmentation result.

• Average shape atlas: This approach is based on the computation of an average model of all

available atlases, where the segmentation is performed based on the registration between

the test image and that average model [36, 86–88]. ASM [10] and AAM [11] represent

typical models of atlas-guided segmentation using average shape atlas.

• Multiple atlases: Given a set of atlas templates, the target image is registered to each atlas

template, which produces a set of segmentation results. Then, these segmentation results

are combined using a fusion technique (e.g., ”Vote Rule” decision fusion [89], partial

volume interpolation [84]) in order to get the final segmentation result.

Atlas-based segmentation techniques have been applied successfully in many applications, but

they also have some issues, such as their ability to represent the variability of anatomical struc-

ture and scale in medical images, and the complexity of registration algorithms.
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2.5 Hybrid Models

The combination of machine learning and active contour methods has been one of the main

ideas being recently explored in medical image analysis. In this section we describe some of the

works that follow this idea.

Huang et al. [24] proposes how to combine MRF and active contour model in medical image

segmentation. Using the formulations explained in Sections 2.2.1 and 2.3.2, image segmentation

based on MRF and active contour model can be obtained by solving the two MAP estimation

problems as follows:

• MRF model (see Section. 2.3.2):

y∗ = arg max
y

p(y|x), (2.65)

where

p(y|x) ∝ p(x|y)p(y) (2.66)

• Active contour model using explicit contour representation (see Section. 2.2.1):

c∗ = arg max
c
p(c|I), (2.67)

where

p(c|I) ∝ p(I|c)p(c). (2.68)

The hybrid model is shown in Fig. 2.7 [24], where the authors [24] added a new hidden node

to the original MRF model in Fig. 2.3. This new node represents the underlying contour c from

active contour model, and this combination produces the extended MRF model. This MRF

model estimates pixel labels in a band area around the contour that is the result of the active

contour model. Then, the active contour model uses the result of hybrid model to improve its

result. The hybrid model can be viewed as a joint MAP estimation problem:

(c,y)MAP = arg max
c,y

p(c,y|x), (2.69)

where

p(c,y|x) ∝ p(x|y)p(y|c)p(c). (2.70)

The likelihood term p(x|y) is defined as:

p(x|y) =
∏

i

p(xi|yi). (2.71)
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Figure 2.7: Combining MRF and explicit deformable model.

The second term p(y|c) measures the probability of pixel labels given the contour c, where c is

the result of deformable model as following:

p(y|c) =
∏

(i,j)

p(yi, yj)
∏

i

p(yi|c) (2.72)

Note that the contour c is used as a prior constraint to region labels y. The pixel label can

be ”foreground” or ”background” depending on this pixel is inside or outside of the contour c,

where the dependence between pixel label and contour c can be defined via softmax function:

p(yi = ”foreground”|c) =
1

1 + exp (−dist(i, c))
(2.73)

p(yi = ”background”|c) = 1− p(yi = ”foreground”|c) (2.74)

dist(i, c) = sign(i, c) min
s∈[0,1]

||loc(i)− c(s)||2, (2.75)

where sign(i, c) is 1 or -1 if pixel i is inside or outside contour c, respectively, and loc(i) is the

spatial coordinates of pixel i. Finally, the last term p(c) can be sampled from Gibbs distribution.

The active contour, presented in Section 2.2.1 usually lacks a term that denotes the dependence

between pixels and image regions and among image regions, which can make the final result

sensitive to imaging conditions. The combination of CRF and level set, proposed in [29, 30],
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addresses this issue. The pixel label result of CRF, which contains information about pixels

and regions dependences, are used as a constraint in the level set evolution. Tsechpenakis and

Metaxas [29] also proposes hybrid model that is solved with an MAP problem.

In essence, these methods work as follows: given an image I : Ω → R, the implicit contour

representation C is the zero level set of an signed distance function φ : Ω → R (see Section.

2.2.2).

Assuming that y is a labelling layer of the image I . We have to estimate the following MAP:

(φ,y)MAP = arg max
(φ,y)

p(φ,y|I), (2.76)

where

p(φ,y|I) ∝ p(I|y)p(y|φ)p(φ)

= p(φ)p(I)p(y|φ)p(y|I),
(2.77)

with the term p(I) denoting the image prior term that is represented by a Gaussian distribution,

as follows:

p(I(xi)) =
1√

2πσ2
0

exp {−I(xi)
2/σ2

0}, (2.78)

where I(xi) denotes the intensity value of image I at the pixel position xi. The term p(y|φ)

in (2.77) is defined using the softmax function, such that the zero level set C of signed distance

function φ is used as a prior constraint for labelling the layer Y, as

p(yi|φ) =
1

(1 + exp {−φ(xi)})
, (2.79)

where yi is the label of the pixel at position xi. The term p(φ) in (2.77) represents the internal

energy Eint(φ) of contour C:

Eint(φ) = ε1A(<C) + ε2

∫∫

∂<C
||∇φ(x)||dx, (2.80)

where ε1 and ε2 are constants, and ∂<C is a narrow band of contour C. The first term in equation

2.80 is area constraint, defined by

A(<C) =

∫∫

Ω
H(φ(x))dx, (2.81)

with H(φ) representing the Heaviside step function, and the second term is a smoothness con-

straint. Finally, maximising p(φ) in (2.77) is equivalent to minimising Eint(φ), so p(φ) can be

defined as a Gibbs prior:

p(φ) =
1

Zint
exp {−Eint(φ)}, (2.82)
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where Zint is partition function. Finally, the term p(y|I) in (2.77) is modelled as a CRF frame-

work. More precisely, let y = {yi} be the set of labels corresponding to image sites s = {si}
(e.g. pixels or image regions), so p(y|I) can be measured as:

p(y|I) =
1

Z
exp {∑

i∈S
ψa(yi, I) +

∑

i∈S

∑

j∈Ni

ψi(yi, yj , I)}, (2.83)

where S is number of sites, Ni is the set neighbors of the site (yi, si), Z is normalisation con-

stant, and ψa and ψi are association and interaction potential functions, respectively. These

terms are defined by:

ψa(yi, I) = log p(yi|I), (2.84)

ψi(yi, yj , I) =
1

zi
exp {δ(yi − yj)

σ2
}, (2.85)

where δ is Dirac delta function, zi is normalisation constant and σ2 decides the relationship

between neighboring labels. The term p(yi|I) can be defined as following:

p(yi|I) = p1(xi), (2.86)

where p1(xi) = p(xi ∈ <C |I) represents the probability density distribution of the intensity

values at the location xi that is inside the contour C. The probability density function p1 can be

estimated by using Gaussian mixture model:

p1(xi) =
k∑

i=1

ωi.g(µi, σ
2
i ), (2.87)

where the parameters {(ωi, µi, σi), i = 1, . . . , k} can be learnt with EM algorithm.

These hybrid models address the same issues we address in this thesis, which is the combination

of active contour models with machine learning models. The main issue that are present here

is that the machine learning models used are standard discriminative classifiers and Markov

conditional random fields, which in general require a large amount of annotated training data,

which limits their application to problems that have such datasets available.

2.6 Conclusions

The medical image segmentation techniques presented above have been successful in several

applications. Nevertheless, each segmentation technique still presents some issues, as discussed

above. Essentially, active contour models can produce solid segmentation results with no or

small annotated training sets, but these models are not able to represent well all the appearance

and shape variations present in the visual object of interest. On the other hand, machine learning
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methods produce much more powerful models, at the expense of needing quite large annotated

training sets. Hybrid models tend to bring together the advantages of both methods, but they

have to be carefully designed in order to avoid the need of large annotated training sets, which

is a point not observed in the approaches explained above.

Our proposed hybrid model combines active contour models with and deep belief network,

which in general needs a relatively small annotated training set (but still uses a large un-annotated

training set). This is the first approach in the field to successfully combine these two methods.

This combination aims to get the state of the art results in terms of segmentation accuracy. The

performance of this approach is assessed in different medical imaging methods and datasets,

and the experimental results show that our method produces the best results of the field for

semi-automated segmentation (see results in Chapter 4 and 7), and competitive results in terms

of fully automated segmentation (see results in Chapter 5 and 6).
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Chapter 3

Methodology

In this chapter, we explain the main components of our methodology, which are the distance

regularised level set [40], the deep belief network [41] and the combination of these two method-

ologies. Assume that a database of annotated images is denoted by D = {(I, c)i}|D|i=1 (i.e., D
is a database of cardiac MRI images in Chapters 4, 5, 6, and a database of chest radiographies

in Chapter 7), where I : Ω → R represents an image (with Ω ⊆ R2 denoting the pixel address

space) and c : [0, 1] → Ω denotes the contour representation of the segmentation. Also, a

segmentation map can be obtained from c and is represented by zc : Ω → {0, 1}, where 1 rep-

resents foreground (i.e., region inside the contour c) and 0 denotes background (region outside

the contour).

3.1 Distance Regularised Level Set (DRLS)

In the original level set formulation [8], the evolution of the level set function tends to develop

irregularities in the signed distance function, which are fixed with periodic re-initialisations

of this distance function, presenting practical and theoretical issues [40], such as numerical

problems and the scheduling of re-initializations. The main issue is that the magnitude of the

gradient of the distance function becomes different from one during the optimization of the level

set method, and the re-initialisations of the distance function guarantee that the magnitude over

the domain is restored to one. By including a term in the level set formulation that guarantees

that the signed distance function remains regularised (i.e., with gradient magnitude equal to

one), Li et al. [40] eliminates the need for re-initialisations and consequently the issues involved

with them, which is the reason why we use this level set implementation.

The implicit contour representation that denotes the segmentation in the level set method is the

zero level set of a signed distance function φ : Ω→ R, as in C = {x ∈ Ω|φ(x) = 0}, with φ(x)
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denoting the signed Euclidean distance from x to C taking negative values for points inside the

contour and positive values outside this contour. In order to find the contour C, we define an

energy functional

E(φ) = µRp(φ) + Eext(φ, φDBN), (3.1)

whereRp(φ) =
∫

Ω p(|∇φ|)dx is the level set regularisation term that guarantees that |∇φ| ≈ 1

with p(s) = 0.5(s−1)2 [40], µ > 0 is a constant, and Eext is the external energy term with φDBN

representing the shape produced by the DBN model explained later in Sec. 3.2. The second term

in (3.1) is defined as:

Eext(φ, φDBN) = λElng(φ) + αEarea(φ) + βEshp(φ, φDBN) + γEshp(φ, φPRIOR), (3.2)

where λ, β, γ > 0, α ∈ R. The first term in (3.2) minimises the length of the contour as follows:

Elng(φ) =

∫

Ω
gδ(φ)|∇φ|dx, (3.3)

where δ(φ) represents the Dirac delta function, g = 1
1+|∇Gα?I| denotes the edge indicator func-

tion, with ? denoting the convolution operator and ∇Gα representing the gradient of the Gaus-

sian kernel with zero mean and standard deviation σ. The energy term in (3.3) is minimised

when the contour is located at image edges, and when the contour has small length. The second

term in (3.2) is defined with:

Earea(φ) =

∫

Ω
gH(−φ)dx, (3.4)

which speeds up the level set evolution process by quickly increasing or decreasing the contour

area (depending on the value of α), with H(−φ) = 1 when φ < 0, and H(−φ) = 0 otherwise

(i.e., this is the Heaviside step function), and g defined above in (3.3). Note that in (3.2), we have

two more energy terms: 1) Eshp(φ, φDBN) that takes into consideration the shape estimated by the

DBN φDBN [52, 90]; and 2) Eshp(φ, φPRIOR) that takes into consideration the prior geometrical

shape estimated from the training set [52]. Both terms are defined by:

Eshp(φ, φDBN) =

∫

Ω
(φ− φDBN)2dx,

Eshp(φ, φPRIOR) =

∫

Ω
(φ− φPRIOR)2dx,

(3.5)

where φDBN is the signed distance function returned by the deep belief network explained be-

low and φPRIOR is the signed distance function returned by the prior model estimated from the

training set. The objective with these two terms is to approximate the level set function φ to the

functions φDBN and φPRIOR.
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Figure 3.1: Endocardium segmentation.

The gradient flow for minimising the energy functional E(φ) in (3.1) is based on finding the

steady state solution of the gradient flow equation for the signed distance function φ(.) as in:

∂φ

∂t
= −∂E

∂φ
,

= µdiv(dp(|∇φ|)∇φ) + λδ(φ)div(g
∇φ
|∇φ|) + αgδ(φ)+

2β(φ(x)− φDBN(x)) + 2γ(φ(x)− φPRIOR(x)),

(3.6)

where div(.) denotes the divergence operator, φ(x) denotes the current level set function, and

dp(|∇φ|) = p′(|∇φ|)/|∇φ|.

The estimated segmentation is obtained from the minimisation of the energy functional in (3.1).

In practice, the segmentation is obtained from the steady solution of the gradient flow equa-

tion [40] in (3.6). The main idea of the DRLS [40] is then to iteratively follow the steepest

descent direction (3.6) until convergence, resulting in the final steady solution φ∗.

Fig. 3.1 shows an illustration of our methodology applied to endocardium segmentation of left

ventricle (LV) in cardiac MRI.

3.2 Deep Belief Network (DBN)

One of the main recent advances that has happened in machine learning is the development

of deep learning techniques, consisting of a hierarchical representation that can learn compli-

cated functions, representing several levels of abstractions [91]. One of the breakthroughs that
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enabled the exploration of deep learning architectures was the development of the contrastive

divergence learning algorithm [92] that could estimate reliably the parameters of these deep

hierarchies, with several levels of non-linear operators. Deep learning architecture has been ap-

plied not only to classic learning problems, producing better results than competing methodolo-

gies [41], but also to new learning problems, previously too difficult to be handled by traditional

machine learning methodologies [91]. For instance, the image segmentation problem based on

the structured output inference problem from raw pixel data is a problem that can be naturally

and effectively handled by deep learning methodologies, and we propose a solution based on

DBN in this section. Note that this solution is used to build the distance function φDBN for the

level set energy function in (3.1).

The DBN shape detection is based on the maximisation of the following joint probability func-

tion representing a DBN model:

y∗ = arg max
y

∫

h1

...

∫

hK

p(v,h1, ...,hK ,y; Θ)dh1...dhK , (3.7)

where hk ∈ {0, 1}|hk| represents the |hk| hidden nodes of layer k ∈ {1, ..,K} of the DBN, v

is a vector representation of the input image I or a sub-image I ′ : Ω
′ ⊂ Ω → R, y : Ω/Ω

′ →
{0, 1} represents the maps with 1s for objects and 0s for background, and Θ denotes the DBN

parameters (weights and biases). The probability term in (3.7) is computed as:

p(v,h1, ...,hK ,y) = p(hK ,hK−1,y)

(
K−2∏

k=1

p(hk+1|hk)
)
p(h1|v), (3.8)

where p(hK ,hK−1,y) ∝ exp {−ERBM(hK ,hK−1,y)} with

ERBM(hK ,hK−1,y) =− b>KhK − a>K−1hK−1 − a>y y−
(hK)>WKhK−1 − (hK)>Wyy,

(3.9)

representing the energy function of a restricted Boltzmann machine (RBM) [41], where bK ,aK−1,ay

denote the bias vectors and WK ,Wy are the weight matrices. In (3.8), we also have:

p(hk+1|hk) =
∏

j

p(hk+1(j) = 1|hk), (3.10)

with p(hk+1(j) = 1|hk) = σ(bk+1(j) + h>k Wk+1(:, j)), p(h1(j) = 1|v) = σ(b1(j) +

v>W1(:, j)) 1, where σ(x) = 1
1+e−x , the operator (j) returns the jth vector value, and (:, j)

returns the jth matrix column.

This DBN is trained layer by layer by stacking RBMs up to layer (K − 1) [41]. The error

being minimised during this unsupervised training is the reconstruction error of the visible input,
1That is, we assume Gaussian visible units for the DBN with mean zero and standard deviation one.
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which means that this is an unsupervised learning problem. Note that as each layer k is added to

the network, the result obtained from the first layer IL (i.e., IL is image I or sub-image I ′) up to

layer k−1 is used as the ”visible” input for training the RBM formed by layers k−1 and k. The

supervised training takes place only at the highest layer K, when the manual segmentation zc

is provided as visible inputs to the top RBM. Each RBM is trained with contrastive divergence

(CD) [92], which provides a maximum likelihood estimation of the network parameters (i.e.,

weights and biases) using a stochastic gradient descent algorithm (thus very efficient for large

scale problems).

The inference process that produces the segmentation is achieved by first taking an input test

image at the input visible layer IL, and then computing the probability of activation up until

the layer K − 1 using the bottom-up conditional probabilities in (3.10). Then the algorithm

performs Gibbs sampling in order to achieve a stable value for the hidden layers hK−1 and hK ,

and the segmentation that is denoted by y∗. The initialisation of this sampling process is based

on the probability distribution for layer K − 1 with P (hK−1|hK−2) and y = 0 (for all input

nodes in the segmentation layer). The signed distance function φDBN : Ω→ R representing the

DBN shape is then defined by:

φDBN(x) =

{
−d(x,Ωout), if x ∈ Ωin

+d(x,Ωin), if x ∈ Ωout
, (3.11)

where Ωin = {x ∈ Ω|z(x) = 1}, Ωout = {x ∈ Ω|z(x) = 0}, and d(x,Ω) = infy∈Ω ‖x− y‖2,

and where z is defined as:

z(x) =

{
1, y∗(x) > 0.5

0, otherwise
. (3.12)

Fig. 3.2, 3.3, 3.4 represent the application of DBN models for detecting the region of interest

(ROI) containing the LV (Chapter 5 and 6), the endocardium and epicardium shape prior of the

LV (Chapter 4, 5, and 6), and the lung shape prior (Chapter 7) respectively.

3.2.1 Shape Prior

The shape prior is computed with the mean of the manual annotations zc, which are binary

masks having ”1” or ”0” value depending on the pixel is inside or outside of the manual contour

(e.g., epicardium masks in the panel (b) of Fig. 3.3). The shape prior is calculated as follows:

z̄(j) = 1
|D|
∑|D|

s=1 zc(j), where the index j ∈ Ω represents a pixel address. Assuming that each

element of the mean map z̄ is between 0 and 1, the shape prior is computed as

zPRIOR(j) =

{
1, if z̄PRIOR(j) > 0.5

0, if z̄PRIOR(j) ≤ 0.5
. (3.13)
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(a) Left ventricle ROI DBN model (b) Training samples

Figure 3.2: Left ventricle ROI DBN model (a) and training samples for the DBN (b).

(a) Endocardium and epicardium DBN model (b) Training samples

Figure 3.3: Endocardium and epicardium DBN model (a) and training samples for the DBN (b).

The signed distance function is then defined by φPRIOR = fφ(zPRIOR,m
H ,M, I).

φPRIOR(x) =

{
−d(x,Ωout), if x ∈ Ωin

+d(x,Ωin), if x ∈ Ωout
, (3.14)

where Ωin = {x ∈ Ω|zPRIOR(x) = 1}, Ωout = {x ∈ Ω|zPRIOR(x) = 0}, and d(.) is defined in

(3.11).

An example of computing the shape priors of endocardium and epicardium at both end diastole

(ED) and end systole (ES) cardiac phases in LV segmentation is illustrated in Fig. 3.5.
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(a) Lung DBN model (b) Training samples

Figure 3.4: Lung DBN model (a) and training samples for the DBN (b).

Figure 3.5: Shape priors for the endocardium and epicardium segmentation in ES and ED cardiac cycles.

3.2.2 DRLS Initialisation

The DRLS methodology needs a good initial level set function φ0 because the energy function in

(3.1) is non-convex, and as a result the methodology is prone to local minima. This initial guess

depends on the application, but we also use a structured output DBN model combined with an

image-based segmentation technique, based on Otsu’s segmentation [2]. More specifically, we

train a DBN model to predict the bounding box of the annotation zc using the same methodology

described in Section 3.2. Then, we apply Otsu’s thresholding within this bounding box that
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Figure 3.6: Manual and automated initial guesses of endocardium segmentation (red contour denotes our
proposed initial guess and the blue contour represents the manual annotation).

produces a binary map, where

φ0(x) =

{
−d(x,Ωout), if x ∈ Ωin

+d(x,Ωin), if x ∈ Ωout
, (3.15)

where Ωin and Ωout are the pixel locations, where the binary map is equal to ”1” and ”0”,

respectively.

Fig. 3.6, 3.7, 3.8 show some examples of the initial guesses used in our experiments, where

the red contour denotes our proposed initial guess and the blue contour represents the manual

annotation.

3.3 Segmentation Algorithm Combining DRLS and DBN

The segmentation process (detailed in Alg. 3.1), consists of a level set evolution explained in

Sec. 3.1, where we assume that φPRIOR has been computed from the training images. The initial

guess φ0 is a user-defined contour or a automated detection depending on the segmentation

method is semi-automated or fully-automated respectively. With φ0, we compute the dynamic

window L that is a sub-region of image I ((in Chapter 7, the dynamic window L is image

I). With the window L, we also form the input window IL for the DBN and run an inference

process in order to find the map y∗, as explained in Sec. 3.2. We then use y∗ to compute the

distance function φDBN. At this point, we run the level set iteration, minimizing the energy in

(3.1), which updates the distance function φ.
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Figure 3.7: Manual and automated initial guesses of epicardium segmentation (red contour denotes our
proposed initial guess and the blue contour represents the manual annotation).

Figure 3.8: Manual initial guesses of lung segmentation (red contour denotes our proposed initial guess
and the blue contour represents the manual annotation).

Algorithm 3.1: Combined Level Set and DBN Segmentation
• Given test image I , φ0 from I , and φPRIOR from D
for t = 1:T do
• Compute the dynamic window L from φt−1

• From L extract image region IL for the DBN, and infer y∗

• Compute distance function φDBN from map y∗

• Run DRLS using φt−1, φPRIOR, φDBN to produce updated distance function φt
end for
• Segmentation is the zero level set C = {x ∈ Ω|φT (x) = 0}
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3.4 Conclusions

In this section, we presented the general methodology proposed in this thesis. This methodology

has been adapted for each problem being dealt in this thesis, as shown in the next chapters.

Nevertheless, the main ideas proposed here are present in all methods below.
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LEFT VENTRICLE SEGMENTATION FROM CARDIAC MRI COMBINING LEVEL SET
METHODS WITH DEEP BELIEF NETWORKS

Tuan Anh Ngo Gustavo Carneiro
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ABSTRACT
This paper introduces a new semi-automated methodology com-
bining a level set method with a top-down segmentation produced
by a deep belief network for the problem of left ventricle segmen-
tation from cardiac magnetic resonance images (MRI). Our ap-
proach combines the level set advantages that uses several a pri-
ori facts about the object to be segmented (e.g., smooth contour,
strong edges, etc.) with the knowledge automatically learned from
a manually annotated database (e.g., shape and appearance of the
object to be segmented). The use of deep belief networks is jus-
tified because of its ability to learn robust models with few an-
notated images and its flexibility that allowed us to adapt it to a
top-down segmentation problem. We demonstrate that our method
produces competitive results using the database of the MICCAI
grand challenge on left ventricle segmentation from cardiac MRI
images, where our methodology produces results on par with the
best in the field in each one of the measures used in that challenge
(perpendicular distance, Dice metric, and percentage of good de-
tections). Therefore, we conclude that our proposed methodology
is one of the most competitive approaches in the field.

1. INTRODUCTION

The leading cause of death in the world is cardiovascular disease [17],
and one of the best methods to improve the survival rate is based on
the early diagnosis using imaging technologies. Over the last few
years, there has been significant developments of imaging tech-
nologies that have enabled physicians to analyze better some pa-
rameters to assess the health of the heart (e.g., ejection fraction,
wall motion, etc.). One of the current dominant imaging technolo-
gies is the cardiac magnetic resonance imaging (MRI), using the
short axis view, but the segmentation of the left ventricle (LV) is a
crucial first step in this analysis. Manual LV segmentation is still
the standard clinical practice, but it suffers from operator bias, poor
reproducibility and relatively large inter- and intra-observer vari-
ability. One possible solution to these issues is the development
of a (semi-)automated LV segmentation. However, there are a few
issues that must be solved before it can be accepted in a clinical
setting, such as [8]: 1) the precise segmentation of the LV when
the outflow tract is present, reducing the strength of edge informa-
tion; and 2) the variability of the LV shape across slices, phases
and patients.

Automated and semi-automated LV segmentation from car-
diac MRI images has been an intensive area of research, and it is
possible to classify current techniques into three categories: 1) ac-
tive contour models, 2) machine learning models, and 3) combined
active contour and machine learning models. Active contours with
explicit contour representation [13] segments an object by mini-
mizing an energy function with internal constraints denoting con-
tour smoothness, and external constraints usually represented by
strong edges. The use of implicit contour representation with ac-
tive contours, known as the level set method [20], allowed the

Fig. 1. Proposed methodology for cardiac MRI segmentation.

implementation of a similar optimization function directly on the
fixed Cartesian grid without having to parameterize the curve rep-
resenting the segmentation, which also allowed the delineation of
objects that change topology. The main issue with active contour
models is the fact that the energy function must contain all terms
that are needed to segment an object, requiring substantial hand-
engineering of functions (and their parameters). It is important to
mention that the task of writing such energy function addressing all
possible shape and appearance variations of the LV from cardiac
MRI is a complicated, if not impossible task. The introduction of
machine learning models has addressed exactly this issue with the
use of an annotated training set to automatically learn the parame-
ters of statistical appearance and shape models [4]. However, the
automatic learning of the model parameters either requires a large
training set or models with relatively low capacity, so it is clear
that it would be advantageous to include some of the segmenta-
tion priors used by active contour models in order to alleviate the
model learning issues. This is the idea behind the combination of
active contour and machine learning models, such as the combi-
nation of Markov random field with active contour models [9], or
conditional random field with active contour models [2,23]. Nev-
ertheless, the proper training of the random fields is usually con-
sidered intractable, but there has been some progress regarding
the implementation of an efficient training of random field mod-
els [22]. Our proposal focus on solving the LV segmentation prob-
lem from cardiac MRI images using this combination of active
contour and machine learning models, but the machine learning
model used is based on deep belief network [7], which offers: 1)
efficient training and inference approaches; 2) advantages in terms
of model flexibility (which means that it can be easily adapted to
different types of classification and segmentation problems); and
3) relatively small annotated training sets for a robust estimation
of model parameters.

In this paper we propose a novel semi-automated LV segmen-
tation from MRI images. Our method uses a level set method,
which has a constraint provided by an LV segmentation estimated
by a deep belief network (DBN), as depicted in Fig. 1. The main
novelties of our paper are:

• The combination of level sets and DBN for image segmen-
tation,

• The DBN segmentation model that produces a segmenta-
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tion directly from raw pixels.

We test our approach on the MICCAI grand challenge on left ven-
tricle segmentation from cardiac MRI images using the 15 train-
ing, 15 validation and 15 testing datasets [21]. The results show
that our approach produces results on par with the best in the field
in each one of the measures used in that challenge (perpendicular
distance, Dice metric, and percentage of good detections). Since
other approaches never achieve the top results in all three mea-
sures, we conclude that our proposed method is one of the most
competitive approaches in the field.

2. PROBLEM FORMULATION
In this section, we first explain the level set method used in our
methodology and then we explain how the DBN segmentation
model is formulated. Assume that a database of annotated cardiac
MRI images is denoted by D = {(I, c)i}|D|i=1, where I : Ω → R
represents an image (with Ω ⊆ R2 denoting the pixel address
space) and c : [0, 1]→ Ω denotes the explicit contour representa-
tion of the segmentation.

2.1. Distance Regularized Level Set (DRLS)
In the original level set formulation [20], the evolution of the level
set function tends to develop irregularities in the signed distance
function, which are fixed with periodic re-initializations of this
distance function, presenting practical and theoretical issues [14],
such as numerical problems and the scheduling of re-initializations.
By including a term in the level set formulation that guarantees
that the signed distance function remains regularized, Li et al. [14]
eliminates the need for re-initializations and consequently the is-
sues involved with them. Because of this advantage, we use this
level set implementation, and the implicit contour representation
is the zero level set of a signed distance function φ : Ω → R,
as in C = {x ∈ Ω|φ(x) = 0}, with φ(x) denoting the signed
Euclidean distance from x to C taking negative values for points
inside the contour and positive values outside this contour.

In order to find the contour C, we define an energy functional

E(φ, φDBN, L) = µRp(φ) + Eext(φ, φDBN, L), (1)

whereRp(φ) =
∫

Ω
p(|∇φ|)dx is the level set regularization term,

µ > 0 is a constant, and Eext is the external energy term with φDBN

representing the shape produced by the DBN model explained later
in Sec. 2.2. By solving the curve evolution equation ∂φ

∂t
= − ∂E

∂φ

using a temporal variable t ∈ [0,∞) (note that we assume that
φ is parameterized not only by x, but also by t), we can find the
zero level set using an initial guess φ0. The evolution of the time-
dependent function φ follows the steepest descent direction of the
energy functional E . The derivative of the regularization term
∂Rp
∂φ

= −div(dp(|∇φ|)∇φ), where dp(|∇φ|) = p′(|∇φ|)/|∇φ|
and div is the divergence operator. The idea of using a distance
regularizer is based on the fact that p(|∇φ|) should have two lo-
cal minima at |∇φ| = {0, 1}, which maintains the signed distance
property |∇φ| = 1 in a vicinity of the zero level set, and |∇φ| = 0
at locations far away from the zero level set [14].

The second term in (1) is defined as:

Eext(φ, φDBN, L) =

λElng(φ) + αEarea(φ) + γEshp(φ, φprior, L) + βEshp(φ, φDBN, L),

(2)

where λ, γ, β > 0, α ∈ R, Elng(φ) =
∫

Ω
gδ(φ)|∇φ|dx returns

small value for g and |∇φ| at edges (with δ(φ) denoting the Dirac
delta function), Earea(φ) =

∫
Ω
gH(−φ)dx speeds up the level set

evolution process by quickly increasing or decreasing the contour

area (depending on the value of α, with H(−φ) = 1 when φ < 0,
and H(−φ) = 0 otherwise), g = 1

1+|∇Gσ∗I|2 is a function that
is small at edges and close to one elsewhere (with ∇Gσ being the
gradient of a Gaussian kernel, and ∗ being the convolution opera-
tor). Also in (2), we add two energy terms to take into considera-
tion the prior geometrical shape [5,16] learned from the annotated
training set and the result of the segmentation produced by the
DBN, with Eshp defined as:

Eshp(φ, φk, L) =

∫

Ω

(φ− φk)
2(L+ 1)2dx, (3)

for k ∈ {prior,DBN}, where L : Ω → {−1,+1} is known as
the dynamic labeling function that assumes the values +1 or −1,
indicating that the prior must be enforced or not [5], respectively.
Note that the the size of the window where L = +1 is a rectan-
gle of M ×N pixels. In practice, this dynamic labeling defines a
window around the region of interest where the object of interest
is believed to be localized, and this means that initially, L = +1
will be around the initialization φ0 < 0, and after each iteration,
L = +1 will be around the updated φ < 0. Finally, the φprior is
computed from the training set D defined above by: 1) centering
the training contours c at the origin (0, 0), and 2) defining a bound-
ing box of size M ×N pixels around the centered contours. This
means that all contours will have the same center, which are repre-
sented by c̃i (for i ∈ {1, 2, ..., |D|}). The φprior is then the distance
function computed from c̄, which is the mean aligned contour in
the M ×N window, calculated as c̄ = 1

|D|
∑|D|
i=1 c̃i.

2.2. Deep Belief Network (DBN)

One of the main recent advances that has happened in machine
learning is the development of deep learning techniques, consist-
ing of a hierarchical representation that can learn complicated func-
tions, representing several levels of abstractions [1]. One of the
breakthroughs that enabled the exploration of deep learning archi-
tectures was the development of the contrastive-divergence learn-
ing algorithm [6] that could estimate reliably the parameters of
these deep hierarchies, with several levels of non-linear operators.
Deep learning architecture has been applied not only to classic
learning problems, producing better results than competing method-
ologies [7], but also to new learning problems, previously too diffi-
cult to be handled by traditional machine learning methodologies.
For instance, image segmentation from raw pixel data is a problem
that can be effectively handled by deep learning methodologies,
and we propose a solution based on DBN in this section. More-
over, this solution is used to build the distance function φDBN for
the level set energy function (2).

Specifically, we exploit the model depicted in Fig. 2 with the
following joint probability:

P (IL,h1, ...,hK ,y)

= P (hK ,hK−1,y)

(
K−2∏

k=1

P (hk+1|hk)

)
P (h1|IL)

= P (hK ,hK−1,y)

(
K−2∏

k=1

P (hk|hk+1)

)
P (IL|h1)

(4)

where IL represents the raw pixel extracted from the window de-
fined by L = +1 (3), y ∈ {0, 1}M×N represents the segmenta-
tion map of IL, h denotes the hidden variables, and

− logP (hK ,hK−1,y) ∝ERBM(hK ,hK−1,y)

= −b>KhK − a>K−1hK−1 − a>y y−
(hK)>WhK−1 − (hK)>Wyy

(5)
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Fig. 2. Deep belief network model.

is known as a restricted Boltzmann machine (RBM) [7], where the
energy function in (5) is defined by the bias vectors bK ,aK−1,ay
and weight matrices W,Wy . Note from (4) and Fig. 2 that the
conditional probabilities outside the top pair of layers (represent-
ing the RBM) can either be top-down or bottom-up. Also in (4),
the remaining terms are related to the probability of hidden given
visible variables and vice versa, which in general has the form

P (hk+1|hk) =
∏

j

P (hk+1(j) = 1|hk),

where P (hk+1(j) = 1|hk) = σ(b(j) + h>kW(:, j))

P (hk|hk+1) =
∏

i

P (hk(i) = 1|hk+1),

where P (hk(i) = 1|hk+1) = σ(a(i) + W(i, :)hk+1),

(6)

where σ(x) = 1
1+e−x , the operator (j) returns the jth vector

value, (i, :) returns the ith matrix row, and (:, j) returns the jth

matrix column. The definition forP (h1|IL) is the same asP (hk+1|hk)
and P (IL|h1) is the same as P (hk|hk+1) in (6).

This DBN is trained layer by layer in an unsupervised way by
stacking RBMs up to layer K − 1 [7]. The error being minimized
during this unsupervised training is the reconstruction error of the
visible input. Note that as each layer k is added to the network, the
result obtained from the first layer IL up to layer k − 1 is used as
the ”visible” input for training the RBM formed by layers k−1 and
k. The supervised training takes place only at the highest layer K,
when the segmentation y is provided as visible inputs to the top
RBM, as depicted in Fig. 2. Note that the segmentation map is
computed from the annotation c, where pixels inside the contour
are labeled ”1”, and outside are labeled ”0”. Each RBM is trained
with contrastive divergence (CD) [6], which provides a maximum
likelihood estimation of the network parameters (i.e., weights and
biases) using a stochastic gradient descent algorithm (thus very
efficient for large scale problems).

The inference process that produces the segmentation and clas-
sification is achieved by first taking an input test image at the input
visible layer IL, and then computing the probability of activation
up until the layer K − 1 using the bottom-up conditional prob-
abilities in (6). Then the algorithm performs Gibbs sampling in
order to achieve a stable value for the segmentation y, and hid-
den layers hK−1 and hK . The initialization of this sampling pro-

Fig. 3. Segmentation results. The left image shows a relatively
simple case, but the image on the right shows a challenging case
with the outflow tract present. In the legend, ’target’ (red) denotes
the detection and ’reference’ (green) shows the manual annotation.

cess is based on the probability distribution for layer K − 1 with
P (hK−1|hK−2) and y = 0 (for all input nodes in the segmenta-
tion layer).

2.3. Segmentation Algorithm Combining DRLS and DBN

The segmentation process (detailed in Alg. 1), consists of a level
set evolution explained in Sec. 2.1, where we assume that φprior has
been computed from the training images. The first step takes the
user-defined input center and scale, which forms a circle φ0 that is
used to initialize the level set evolution. With φ0, we compute the
dynamic window L in (2) by taking the region where φ0 < 0 and
extend it with a fixed margin. With the window L, we also form
the input window IL for the DBN and run an inference process in
order to find the map y, as explained in Sec. 2.2. We then use y
to compute the distance function φDBN. At this point, we run the
level set iteration, minimizing the energy in (1), which updates the
distance function φ.

Algorithm 1 Combined Level Set and DBN Segmentation
• Given test image I , φ0 from I , and φprior from D
for t = 1:T do
• Compute the dynamic window L from φt−1

• From L extract image region IL for the DBN, and infer y
• Compute distance function φDBN from map y
• Run DRLS using φt−1, φprior, φDBN, L to produce updated
distance function φt

end for
• Segmentation is the zero level set C = {x ∈ Ω|φT (x) = 0}

3. EXPERIMENTAL RESULTS

In order to assess the performance of our algorithm, we use the
MICCAI 2009 challenge database [21], consisting of three data
sets (online, validation and training) obtained from the Sunny-
brook Health Sciences Centre, Toronto, Canada. Each data set
contains 15 cases (4 ischemic heart failures, 4 non-ischemic heart
failures, 4 LV hypertrophies and 3 normal cases), thus forming 45
cardiac short axis cine-MR (SAX-MR) datasets with expert con-
tours for the endocardial and epicardial contours in all slices at
end diastole (ED) and end systole (ES) phases1, but note that in
this paper, we focus on the endocardial segmentation problem. All
the images were obtained during 10-15 second breath-holds with
a temporal resolution of 20 cardiac phases over the heart cycle,
and scanned from the ED phase. Six to 12 SAX images were ob-
tained from the atrioventricular ring to the apex. Three measures

1Only endocardial contours are available for ES.

46



Table 1. Quantitative experiments comparing the performance of several competing approaches on the MICCAI 2009 challenge
database [21]. Each cell is formatted as ”mean (standard deviation) [min value - max value]”. The best result for each measure on
each dataset is highlighted, and ’?’ means that the result is not available.

Method Endocardial AVP Endocardial ADM ”Good” Percentage
Training set (15 sequences)

DBN+LS 1.96(0.35)[1.43− 2.55] 0.90(0.03)[0.84− 0.94] 98.45(3.11)[91.66− 100]
LS ONLY 2.58(0.27)[2.28− 3.08] 0.86(0.03)[0.79− 0.91] 98.61(3.57)[88.88− 100]
Jolly [12] 2.09(0.53)[1.35− 3.23] 0.88(0.06)[0.75− 0.95] 96.93(7.59)[72− 100]

Validation set (15 sequences)
DBN+LS 2.22(0.46)[1.69− 3.30] 0.89(0.03)[0.83− 0.93] 96.58(9.58)[63.15− 100]
LS ONLY 2.91(0.35)[2.41− 3.73] 0.84(0.04)[0.77− 0.90] 97.01(6.97)[73.68− 100]
Jolly [12] 2.26(0.59)[1.35− 3.68] 0.88(0.04)[0.75− 0.95] 95.62(8.83)[62− 100]

Wijnhout [24] 2.29(0.57)[1.67− 3.93] 0.89(0.03)[0.82− 0.94] 86.47(11)[68.4− 100]
Lu [15] 2.07(0.61)[1.32− 3.77] 0.89(0.03)[0.84− 0.94] 72.45(18.86)[?−?]

Huang [10] 2.10(0.44)[?−?] 0.89(0.04)[?−?] ?
Marak [18] ? 0.86(0.04)[?−?] ?

O’Brien [19] ? 0.81(?)[?−?] ?
Online set (15 sequences)

DBN+LS 2.04(0.35)[1.53− 2.67] 0.90(0.04)[0.83− 0.95] 98.71(3.66)[86.66− 100]
LS ONLY 2.66(0.38)[2.24− 3.49] 0.85(0.04)[0.80− 0.92] 99.33(2.58)[90− 100]

Full set (45 sequences)
DBN+LS 2.08(0.40)[1.43, 3.30] 0.90(0.03)[0.83,0.95] 97.91(6.18)[63.15,100]
LS ONLY 2.72(0.36)[2.24, 3.73] 0.85(0.04)[0.77, 0.92] 98.31(4.78)[73.68,100]

Constantinides (full) [3] 2.44(0.56)[1.31− 4.20] 0.86(0.05)[0.72− 0.94] 80(16.00)[29− 100]
Constantinides (semi) [3] 1.94(0.42)[1.47− 3.03] 0.89(0.04)[0.80− 0.96] 91.00(8.00)[61− 100]

Hu [8] 2.24(0.40)[?−?] 0.89(0.03)[?−?] 91.06(9.42)[?−?]
Huang [11] 2.03(0.34)[?−?] 0.90(0.04)[?−?] ?

are computed for each data set in order to assess the performance
of the proposed methodology: percentage of ”good” contours, av-
erage perpendicular distance (AVP) and the average Dice metric
(ADM). A contour is considered good if its AVP is less than 5mm,
where each measure was computed for the annotated slices and a
mean value for all the slices is given. However, AVP and ADM are
computed only for good contours.

For the combined model proposed in this paper, the DBN pa-
rameters/structure and level set weights are learned using the train-
ing set, and validated with the online set. The validation set is used
exclusively for testing. Note that this setup is implemented to en-
able a comprehensive comparison with other approaches that used
the validation set for testing. With this setup, the DBN configura-
tion achieved is: 2 hidden layers with 100 nodes in the first layer
and 1000 in the second, the segmentation layer has size 20 × 20
in (2). The level set weights learned are: µ = 0.12, λ = 4, α =
−2, γ = 0.0005, and β = 0.001, and the window size of L = +1
in (3) is M ×N = 73× 73.

In Table 1, we show quantitative results (mean, standard de-
viation and range) for the proposed approach combining level sets
and DBN (labeled as ”DBN+LS”) and for the approach that uses
the original DRLS formulation [14] (i.e., without the term Eshp in
Eq. 2), which is labeled as ”LS ONLY”. The goal of comparing
”DBN+LS” and ”LS ONLY” is to show the influence of the DBN
in the level set formulation. Moreover, we also show the results
of several methodologies proposed in the literature for comparison
purposes. In general, most of the approaches can be considered
to be some variation of the active contour model [3,10–12,15,18],
and few can be classified as machine learning methods [19,24],
and one can be classified as a combination of both methods [8]. In
Fig. 3, we show a couple of segmentation results produced by our
approach.

From these results, we can conclude that the influence of DBN

in the level set evolution is important, producing significantly more
accurate results in terms of AVP and ADM, and decreasing slightly
(but not significantly so) the ”Good” percentage results. In gen-
eral, our method is comparable or superior to all other competing
methods in almost all measures, except for the AVP in the valia-
dation and full sets. These results place our approach among the
most competitive in the field. In terms of running time per patient,
the approaches vary from one minute [3,12,24] to anything in be-
tween two and three minutes [8,15]. Our approach currently takes
167.25 ± 32.71 seconds per patient (i.e., between two and three
minutes), which is similar to the state of the art.

4. CONCLUSIONS AND FUTURE WORK

In this paper we present a technique for the LV segmentation in
cardiac MRI images that combines level sets with deep belief net-
works. This is the first time such combination is proposed. More-
over, the DBN segmentation model proposed is also new, with
promising results. We apply our methodology on the MICCAI
2009 challenge database [21], and the results show that the pro-
posed methodology is one of the most accurate among the ap-
proaches that have used such database. We plan to extend our
approach in several ways. First, we are currently working to make
it fully automatic, with a method to detect the LV blood pool. Sec-
ond, we are also extending the methodology for the detection of
the epicardial contour. Finally, we also plan to work on the reduc-
tion of the running time of our approach to be closer to one minute
per patient.
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Abstract

We propose a new fully automated non-rigid segmenta-
tion approach based on the distance regularized level set
method that is initialized and constrained by the results of
a structured inference using deep belief networks. This re-
cently proposed level-set formulation achieves reasonably
accurate results in several segmentation problems, and has
the advantage of eliminating periodic re-initializations dur-
ing the optimization process, and as a result it avoids nu-
merical errors. Nevertheless, when applied to challenging
problems, such as the left ventricle segmentation from short
axis cine magnetic ressonance (MR) images, the accuracy
obtained by this distance regularized level set is lower than
the state of the art. The main reasons behind this lower
accuracy are the dependence on good initial guess for the
level set optimization and on reliable appearance models.
We address these two issues with an innovative structured
inference using deep belief networks that produces reli-
able initial guess and appearance model. The effectiveness
of our method is demonstrated on the MICCAI 2009 left
ventricle segmentation challenge, where we show that our
approach achieves one of the most competitive results (in
terms of segmentation accuracy) in the field.

1. Introduction
Fully automated non-rigid segmentation has been one

of the main research subjects in the analysis of medi-
cal images. In general, these segmentation problems in-
volve the delineation of different types of anatomies from
several imaging modalities, such as magnetic resonance
imaging (MRI), ultrasound (US) or computed tomogra-
phy (CT). Compared to typical segmentation applications
in computer vision problems [1], the problems in medi-
cal imaging present the following challenges: more restric-
tive requirements in terms of the segmentation accuracy,
weaker appearance models, and generally stronger shape
and context models based on the consistency of human body

∗This work was partially supported by the Australian Research Coun-
cil’s Discovery Projects funding scheme (project DP140102794). Tuan
Anh Ngo acknowledges the support of the 322 Program - Vietnam In-
ternational Education Development, Ministry of Education and Training
(VIED-MOET).

anatomy. Given these idiosyncrasies, the most competi-
tive methodologies developed in medical image analysis re-
volved around three main approaches, which are: active
contour models, machine learning models, and integrated
active contour and machine learning models.

The active contour model [2] is based on an optimiza-
tion approach that uses an explicit representation of a con-
tour and minimizes an energy function composed of internal
and external constraints. The internal constraint represents
the energy required to bend the contour, while the external
constraint denotes the energy used to attract or repulse the
contour towards certain appearance or shape features. The
active contour model was then extended to use an implicit
representation of the contour [3], which allowed the seg-
mentation of objects that change topology. The main issue
affecting active contour models lies in the design and esti-
mation of the parameters of all the terms involved, which
usually requires a substantial amount of hand tuning that
rarely models all variations in terms of the shape and ap-
pearance of the visual object of interest studied in several
medical image analysis problems. Machine learning mod-
els [4, 5] address exactly this issue by automatically learn-
ing these shape and appearance parameters using an an-
notated training set. However, it has been observed that
only highly complex machine learning models are able to
meet the precision requirements of medical imaging seg-
mentation problems. Consequently, the success of machine
learning models is tightly linked to large and rich training
sets. Given that the task of acquiring such comprehensive
training sets is complicated, particularly in medical image
analysis, several researchers started looking at the alterna-
tive of combining active contour models and machine learn-
ing approaches that could be trained with smaller training
sets. The most dominant approach in this direction is the
integration of active contour models and Markov random
fields [6, 7, 8], but the main issue of these approaches is that
the training of these random fields are in general complex,
requiring large amounts of training data and hand tuning.

In this paper, we propose a new fully automated seg-
mentation approach that combines an active contour model
(distance regularized level sets [9]) with a machine learning
approach (deep belief network [10]). Our main objective
with this approach is to obtain the most competitive seg-
mentation results (in terms of accuracy) for the problem of

1
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(a) mid-ventricular image (b) heart model

Figure 1. LV segmentation from cine MR images [11] (a), and a
3-D model of the heart with respective MR image.

automated delineation of the left ventricle (LV) from short
axis cine magnetic ressonance (MR) images [11]. The main
innovations proposed are the following: 1) an appearance
model learned with a deep belief network (DBN) that is
used to detect the rough location and scale of the LV di-
rectly from the gray-value image using structured inference;
2) another DBN-based appearance model that is used to de-
lineate the LV from the gray-value image using structured
inference; and 3) an extension to the distance regularized
level set method (DRLS) [9] that takes the estimated LV lo-
cation and scale from innovation 1 (above) to initialize the
optimization process and the LV delination from innovation
2 to constrain the level set evolution. The main advantage
of using DBN in models 1 and 2 is that the requirements
in terms of the size and richness of the annotated training
set tend to be less restrictive compared to more common
machine learning methods [6, 7, 8, 12, 13]. These less re-
strictive requirements stem from the fact that the training of
a DBN involves two stages: an unsupervised learning stage
that can use massive amounts of un-annotated training data,
and a supervised stage that relies on relatively small train-
ing sets to converge [10]. Therefore, this addresses one of
the main issues of machine learning methods listed above.
We test the accuracy of our approach on the MICCAI 2009
left ventricle segmentation challenge [11], and the results
show that our approach produces one of the most compet-
itive segmentation results (in terms of segmentation accu-
racy) for the problem of automated LV segmentation from
short axis cine MR images.

1.1. Literature Review

In this section, we summarize the main techniques pro-
posed for the problem of left ventricle segmentation from
short axis cine MR images, and for the problem of struc-
tured inference using DBNs.

The methodology proposed in this paper can in princi-
ple be applied to most segmentation problems in medical
image analysis, but we focus on the segmentation of the
left ventricle (LV) endocardium from short axis cine MR
images [14] (see Fig. 1). The main challenges involved in
this problem are the gray level inhomogeneities of LV (be-
cause of the presence of blood flow, presence of papillary
muscles and trabeculations) and the lower resolution of the
apical and basal slice images when compared to the mid-
ventricular images [14]. The main goal of this application

is the computation of the LV volume during the end systole
(ES - greatest contraction) and end diastole (ED - greatest
expansion) phases of the cardiac cycle, where the ratio of
these volumes is then used to compute the ejection fraction,
which is used to assess the health of the heart.

According to recent review by Petitjean and Dacher [14],
the approaches that address this problem can be classi-
fied in terms of the segmentation method (region and edge
based, pixel classification, deformable models, active ap-
pearance and shape models), prior information (none, weak,
and strong), and automated localization of the heart (time-
based or object detection). They discuss the results of the
MICCAI 2009 challenge [11], and reach the conclusion that
the image-based methodologies [15, 16] (e.g., threshold-
ing, or dynamic programming applied to image segmenta-
tion results) produce the best accuracy, but have the draw-
backs of requiring user interaction and of being unable to
assess the ventricular surface in all cardiac phases. On
the other hand, other methods based on more sophisticated
methodologies [17, 18, 19] do not present such issues, but
show slightly less accurate results. Moreover, the remain-
ing methodologies [15, 16, 20] present reasonably accurate
results, but are too specific to the LV segmentation prob-
lem, as opposed to the approaches by O’Brien et al. [17]
and Wijnhout et al. [21] that are not as accurate in general,
but can be generalized to other applications. The main con-
clusion reached by the authors of the review [14] is that the
methodology presented by Jolly [19] is the most competi-
tive because it is fully automatic and offers the best com-
promise between accuracy and generability. Therefore, we
regard Jolly’s approach [19] as our main competitor.

Another important point of this paper is the formulation
of the image segmentation problem as a structured inference
using deep belief networks (DBN) [10], where the input
consists of a gray level image and the output is denoted by a
binary segmentation. Most of the recent work in this field is
focused on recognizing (and generating) shapes from input
binary images (as opposed to gray level images) containing
partially occluded or noisy shapes [22, 23]. The only meth-
ods (that we are aware of) proposing a structured inference
from gray level images using DBNs are the extraction of
tongue contours [24] and the segmentation of the left ven-
tricle from MRI images [25]. In fact, we extend the work of
[25] in order to make it fully automated as opposed to the
semi-automated approach proposed in that paper, and also
to make it robust to the ED and ES phases of the cardiac
cycle. We do not consider the image parsing methods based
on DBNs [26] relevant because the goals of such approaches
are different from the ones in our paper, but notice that they
also show structured inference using deep learning.

2. Methodology
Our methodology can be divided into two steps. The

first step detects the region of interest (ROI) using a struc-
tured inference on a deep belief network (DBN), which out-
puts a rectangular region containing the left ventricle (LV),
followed by an initial delineation of the LV using Otsu’s
thresholding [27] (Fig. 2-(a)). The second step takes this
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(a) ROI Detection and Initial LV Segmentation

(b) LV Segmentation

Figure 2. Initial guess and level set.

initial LV segmentation and runs the distance regularized
level set method [9] with the original terms plus two new
terms, one based on shape prior and another based on the
structured inference obtained from the DBN proposed in
this paper (Fig. 2-(b)). An important contribution about the
proposed DBNs is that both take as input the original gray-
value image. The full segmentation algorithm is shown in
Alg. 1, and we explain each step below.

Algorithm 1 Combined Level Set and DBN Segmentation
• Given image I , cardiac phase q ∈ {ED,ES}, and the cardiac
phase dependent shape priors yprior,ED and yprior,ES

• Estimate y∗
ROI with (1) using I

• Extract sub-image (LROI,mROI) = fL(y∗
ROI, I,MROI)

• Compute initial LV segmentation from LROI using Otsu’s
thresholding, which produces y∗

OTSU
• Compute initial distance function φ0 = fφ(y∗

OTSU,mROI, I)
for t = 1 to T do
• (LLV,mLV) = fL(H(−φt−1), I,MLV ), where
H(−φt−1) is the Heaviside step function, which effectively
transforms φt−1 into a segmentation map Ω→ {0, 1}
• Estimate y∗

LV,q from (7) using LLV
• φ∗

LV,q = fφ(y∗
LV,q,mLV, I)

• φprior,q = fφ(yprior,q,mLV, I)
• Run DRLS using φt−1, φprior,q, φ

∗
LV,q to produce updated

distance function φt
end for
• Final LV segmentation: C = {x ∈ Ω|φT (x) = 0}

2.1. Notation
A gray-value image is represented by I : Ω → R,

with Ω ⊆ R2 denoting the image coordinate space, the
explicit contour representation of a segmentation is de-
noted by c : [0, 1] → Ω, the implicit contour represen-
tation is formed with the zero level set of an Euclidean
signed distance function φ : Ω → R, represented by

C = {x ∈ Ω|φ(x) = 0}, where points inside the
contour have φ(x) < 0 and outside, φ(x) > 0. As-
sume that a set of annotated sequences is represented by
D = {(I, c, i, q)s}i∈{1,...,N},s∈{1,...,S},q∈{ED,ES}, where
i ∈ {1, ..., N} is an index to an image within a sequence,
q ∈ {ED,ES} is the annotation of the cardiac phase,
s ∈ {1, ..., S} is an index to a sequence and S is the
number of sequences in D. A segmentation map is rep-
resented by y : Ω→ {0, 1}, where 1 represents foreground
(i.e., the segmentation of the object of interest) and 0 de-
notes background. Also, assume that we have a function
(L,m) = fL(y, I,M) that takes a segmentation map y, an
image I and parameter M , and returns L : Ω → R of size
M × M pixels, where L is a sub-image of I centered at
the center of mass m ∈ R2 of the segmentation map where
y = 1. Finally, we also have a function φ = fφ(y,m, I)
that returns a signed Euclidean distance function using the
segmentation y (note that the map y in this case has size
smaller than the size of image I) centered at position m on
image I .

2.2. ROI DBN and Initial Segmentation
The first step of our approach is to use structured deep

inference to detect the region of interest (ROI) containing
the visual object and then run a simple and fast segmenta-
tion approach that will produce the initial segmentation for
the distance regularized level set method, described below
in Sec. 2.3. The ROI is estimated using the maximization of
the following joint probability function:

y∗ROI = arg max
yROI

∫
...

∫
P (v,h1, ...,hK ,yROI; Θ)dh1...dhK ,

(1)
where hk ∈ {0, 1}|hk| represents the |hk| hidden nodes of
layer k ∈ {1, ..,K} of the deep belief network, v is a vector
representation of the input image I , and Θ denotes the DBN
parameters (weights and biases). The probability term in (1)
is computed as

P (v,h1, ...,hK ,y) =P (hK ,hK−1,y)
(
K−2∏

k=1

P (hk+1|hk)

)
P (h1|v),

(2)

where − logP (hK ,hK−1,y) ∝ ERBM(hK ,hK−1,y) with

ERBM(hK ,hK−1,y) =− b>KhK − a>K−1hK−1 − a>y y−
(hK)>WKhK−1 − (hK)>Wyy

(3)

representing the energy function of a restricted Boltzmann
machine (RBM) [10], where bK ,aK−1,ay denote the bias
vectors and WK ,Wy are the weight matrices. Also in (2),
we have

P (hk+1|hk) =
∏

j

P (hk+1(j) = 1|hk), (4)
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(a) ROI DBN & Otsu’s segmentation (b) Training samples

Figure 3. ROI DBN Model and Otsu’s segmentation (a) and train-
ing set samples for the ROI DBN (b).

with P (hk+1(j) = 1|hk) = σ(bk+1(j) + h>kWk+1(:, j)),

P (h1(j) = 1|v) = σ(b1(j) + v>W1(:,j)
σ2 ) 1, where σ(x) =

1
1+e−x , the operator (j) returns the jth vector value, and
(:, j) returns the jth matrix column.

The DBN represented by (1) is trained with a dataset
containing the training image I and a segmentation map
represented by yROI, which is a map with 0’s everywhere ex-
cept around the center of mass m of the annotation c, which
is used as the center of a square of 1’s with size MROI, as
shown in Fig. 3-(b). The training process follows the same
scheme proposed by Hinton et al. [10], which consists of
an unsupervised bottom-up training of each pair of layers,
where the weights and biases of the network are learned to
build an auto-encoder for the values at the bottom layer, and
a top RBM is trained with an additional input containing the
segmentation map yROI (see training samples in Fig. 3-(b)).
The inference process consists of taking the input image and
performing bottom-up inferences, until reaching the top two
layers, which form an RBM, and then initialize the layer
yROI = 0, and perform Gibbs sampling on the layers hK
and hK−1, yROI until convergence [10].

Once the ROI segmentation map y∗ROI is estimated, then
we run a simple segmentation algorithm that quickly pro-
duces an initialization for the level set method described
below in Sec. 2.3. For this task, we first extract a sub-image
of size MROI from I , representing the detected ROI with
(LROI,mROI) = fL(y∗ROI, I,MROI), which also returns the
center of mass mROI of the detected ROI. Then we apply the
Otsu’s thresholding [27] on this sub-image LROI, and only
take the connected component at the center of the ROI to
build the segmentation y∗OTSU, as shown in Fig. 3-(a). This
segmentation is then used to build the initial Euclidean dis-
tance function as in φ0 = fφ(y∗OTSU,mROI, I).

2.3. Segmentation Combining DRLS and DBN

The final segmentation is obtained with the distance reg-
ularized level set (DRLS) formulation [9], where the energy
functional is represented by

E(φ) = µRp(φ) + Eext(φ), (5)

1That is, we assume zero-mean Gaussian visible units for the DBN.

with the distance regularization Rp(φ) =
∫

Ω
p(|∇φ|)dx

with p(s) = 0.5(s − 1)2 (this guarantees that |∇φ| ≈ 1);
and the Eext(φ) defined as [25]:

Eext(φ, φprior, φLV, q) =

λL(φ) + αA(φ) + βS(φ, φLV,q) + γS(φ, φprior,q),
(6)

where the length term L(φ) =
∫

Ω
gδ(φ)|∇φ|dx (with δ(.)

denoting the Dirac delta function and g = 1
1+|∇Gσ∗I| rep-

resenting the edge indicator function), the area A(φ) =∫
Ω
gH(−φ)dx (with H(.) denoting the Heaviside step

function), and S(φ, φκ) =
∫

Ω
(φ − φκ)2dx (with κ ∈

{(prior, q), (LV, q)} and q ∈ {ED,ES}) represents the
shape term that drives the φ towards the shape φLV,q inferred
from the LV DBN described below in Sec. 2.3.1 and also to-
wards the shape prior φprior,q learned from the training set
(see Sec. 2.3.2 below). This formulation presents three ex-
tensions compared to [25], which are: 1) the cardiac phase
dependent LV DBN, 2) the cardiac phase dependent shape
prior, and 3) the elimination of the sub-window L in the
formulation of the shape term.

The minimization of the energy functional in (5) is
achieved by finding the steady solution of the gradient flow
equation [9] ∂φ

∂t = −∂E∂φ , where ∂E/∂φ is the Gâteaux
derivative of the functional E(φ). The main idea of the
DRLS [9] is then to iteratively follow the steepest descent
direction of the functional E(φ).

2.3.1 LV DBN

The DBN used in this stage follow the same steps as the
ROI DBN, described in Equations 1-3, with a few differ-
ences, highlighted below. First, we no longer use the whole
image I as the DBN input; instead, we use the square
sub-image LLV of size MLV extraced with (LLV,mLV) =
fL(H(−φt−1), I,MLV ), where the visible layer vL re-
ceives a vectorized version of this sub-image. Second, the
segmentation yLV,q is a mapping with points inside the an-
notation contour represented by 1 and points outside de-
noted by 0 (note that this contour is more complicated than
the rectangle represented by yROI). Third, two DBNs will
be trained: one with images belonging to the q = ES phase
and another with images from the q = ED phase of the
cardiac cycle. The segmentation from LV DBN is obtained
with (see Fig. 4):

y∗LV,q =

arg max
yLV

∫
...

∫
P (vL,h1, ...,hK ,yLV; Θ, q)dh1...dhK .

(7)

The two DBNs are trained in two stages (similarly to
the training described in Sec. 2.2), with the first stage com-
prising an unsupervised bottom-up training of each pair of
layers, and the second stage consisting of the training of the
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(a) LV DBN (b) Training samples

Figure 4. Model for the LV DBN and training set samples.

Figure 5. Examples of shape priors for ES and ED images.

top RBM with an additional input containing the segmen-
tation map yLV,q [10]. In both stages, the objective func-
tion minimizes the reconstruction error of the visible input.
The inference also follows the same process described in
Sec. 2.2, which is a bottom-up inference starting from vL
until reaching the top two layers, followed by a Gibbs sam-
pling inference on the layers hK and hK−1, yLV (yLV is ini-
tialized at 0) that runs until convergence [10]. Note that this
inference process runs iteratively, as shown in Alg. 1, where
the sub-image LLV is extracted based on the zero level set of
the distance function computed from the previous iteration.

2.3.2 Shape Prior

The shape priors yprior,q (for q ∈ {ED,ES}) are computed
based on the manual annotations present in the training set.
Specifically, we take the maps yLV,q used in Sec. 2.3.1 (see
Fig. 4-(b)) and compute the mean map ȳLV,q using all anno-
tations in the training set belonging to one of the two cardiac
cycle phases q ∈ {ED,ES}. Assuming that each element of
the mean map ȳLV,q is between 0 and 1, the shape prior is
the computed as

yprior,q(j) =

{
1, if ȳLV,q(j) > 0.5
0, if ȳLV,q(j) ≤ 0.5

, (8)

where j indexes each element of the shape prior mapping.
Notice that this shape prior map has size MLV, so in order
to build the Euclidean signed distance function, we need to
use the center of mass mLV (from the LV detection) in the
function φprior,q = fφ(yprior,q,mLV, I).

3. Experiments
We first described the data set used and the evaluation

measures proposed by Radau et al. [11]. This is followed
by a detailed description of the training and inference pro-
cedures, and then we show the experimental results.

3.1. Data Set and Evaluation Measures
We assess the accuracy of our methodology using the

MICCAI 2009 challenge database [11], which contains
three data sets (online, testing and training sets) obtained
from the Sunnybrook Health Sciences Centre, Toronto,
Canada. Each of these data sets consists of 15 sequences,
divided into four ischemic heart failures, four non-ischemic
heart failures, four LV hypertrophies and three normal
cases. Therefore, we have a total of 45 cardiac short axis
(SAX) cine-MR data sets annotated with expert contours
for the endocardial and epicardial contours in all slices at
ED and ES cardiac phases (note that for ES images, only en-
docardial contours are available). As mentioned before, in
this paper we focus on the segmentation of the endocardium
border. Each sequence has been acquired during a 10-15
second breath-holds, with a temporal resolution of 20 car-
diac phases over the heart cycle, starting from the ED car-
diac phase, and containing six to 12 SAX images obtained
from the atrioventricular ring to the apex (thickness=8mm,
gap=8mm, FOV=320mm× 320mm, matrix= 256× 256).
Finally, the evaluation of the segmentation accuracy is
based on the following three measures: 1) percentage of
”good” contours, 2) the average Dice metric (ADM) of
the ”good” contours, and 3) average perpendicular distance
(APD) of the ”good” contours. A segmentation is classified
as good if the APD is less than 5mm.

This data set was used for the MICCAI 2009 LV Seg-
mentation Challenge [11], where the organizers first re-
leased the training and test sets, where the training set had
the manual annotation, but the test set did not include the
manual annotation. However, participants could submit the
segmentation computed from the test set, so that they could
get the evaluation results. A few days before the contest, the
online set became available, and the participants could sub-
mit their segmentation results for assessment. The authors
of the challenge reported all segmentation results that were
available from the participants. Currently all three data sets
are available with the respective manual annotations.

Given that most of the test results from the contest par-
ticipants are available for the test set, we decided to use the
training set to estimate the DBN parameters, and the online
set for validation. The test set is then used exclusively for
testing.

3.2. Experimental Setup
We use the training set for training and the online set

for validation in order to estimate the ROI DBN parame-
ters, the LV DBN parameters, the shape prior signed dis-
tance functions φprior,ED, φprior,ES, and the level set weights
µ, λ, α, β, γ in (5-6). The DBN parameters consist of the
weights and biases of the network, the number of hidden
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layers (we test from two to four hidden layers), and the
number of nodes per hidden layer (we consider ranges from
100 to 2000 nodes per layer in intervals of 100 nodes). Note
that the weights and biases are estimated with the training
set only, but all other parameters are cross validated with
the online set. For the ROI DBN, we reach the following
configuration: 2 hidden layers with 1300 nodes in the first
layer and 1500 in the second, and the input and segmenta-
tion layers with 40 × 40 nodes (i.e., the image is resized
from 256× 256 to 40× 40). For the LV DBN trained with
ED annotations, the following configuration is achieved: 2
hidden layers with 1000 nodes in the first layer and 1000
in the second, and the input and segmentation layers with
size 40 × 40. The LV DBN for ES cycle has the follow-
ing configuration: 2 hidden layers with 700 nodes in the
first layer and 1000 in the second, and the input and seg-
mentation layers with size 40 × 40. In order to estimate
the shape prior, we only use the training set as described
in Sec. 2.3.2. Finally, the level set weights are learned us-
ing the training set, and the result achieved are as follows:
µ = 0.12, λ = 4, α = −2, γ = 0.001, and β = 0.02.

For the inference procedure (Alg. 1), we set the constants
as follows: T = 10, MROI = 100, MLV = 100. The seg-
mentation results are stable if these constants are within the
ranges: T ∈ [5, 20], MROI ∈ [80, 120], MLV ∈ [80, 120].

3.3. Results
The results in Tab. 1 show the role that each step of the

proposed algorithm has in the accuracy of the resulting seg-
mentation. In this table, ”Proposed model” displays the re-
sult with all steps described in Sec. 2, while ”Model with-
out shape prior” shows the result with γ = 0 in (6), which
means that the shape prior is ”switched off”. Similarly,
”Model without DBN” represents (6) with β = 0, ”Model
without DBN/shape prior” denotes γ = 0 and β = 0 in
(6), and ”Initial guess only” means the accuracy of the ini-
tial guess alone (i.e., without running the level set method
described in Sec. 2.3).

Table 2 shows a comparison between our methodology
(labeled ”Proposed model”) and the state of the art. Most
of the approaches on that table are based on active con-
tour models [20, 16, 28, 19, 15, 29], machine learning mod-
els [17, 21], or a combination of both models [30]. Further-
more, Table 2 also shows a semi-automated version of our
method (labeled ”Proposed model (semi)”) using the same
initial guess as in [25]. Fig. 6 shows segmentation results
produced by our approach.

4. Discussion and Conclusions
From the results in Table 1 we can reach three conclu-

sions. First, the DRLS method alone [9] (i.e., without the
prior and LV DBN terms) improves the result from the ini-
tial segmentation explained in Sec. 2.2. Second, the LV
DBN described in Sec. 2.3.1 plays an important role given
the dramatic improvements observed when it is added to
the model. Third, the shape prior seems to matter only
marginally since the performance without the shape prior

Figure 6. Segmentation results with challenging cases, such as im-
ages from apical and basal slice images and presenting papillary
muscles and trabeculations. The red contour denotes the auto-
mated detection, and green shows the manual annotation.

is almost identical as with it. Nevertheless, the full model
with all terms presents the most accurate results.

The comparison with the state of the art in Table 2
shows that among the fully automated methods, our ap-
proach presents the most competitive results when looking
at the three measures together. The current state of the art
(according to [14]) is the method proposed by Jolly [19],
but our results seem to be comparable or better, particu-
larly in terms of ”Good” percentage (also notice our smaller
standard deviation and larger minimum value). It is impor-
tant to mention that while some approaches appear to be
more accurate in terms of APD or ADM [15], they also
present low values for ”Good” percentage, indicating that
they produce a relatively large number of segmentations
with APD larger than 5mm (see Sec. 3.1), so it is expected
that methods with larger ”Good” percentage also present
larger APD and smaller ADM. Another important compar-
ison is with respect to method by Ngo and Carneiro [25],
which also shows a combination of DRLS and DBN with a
manual initialization (i.e., it is a semi-automated approach).
Note that when compared to that approach, our proposed
methodology shows slightly less competitive results, which
is expected when one compares a fully automated method
and a semi-automated one. However, when using a semi-
automated version of our method, we achieve consider-
ably better results than [25], which shows the improvement
brought by the new bi-modal model presented in Sec. 2.3.
Finally, our approach runs on (mean) average in 175 ± 33
seconds per patient (i.e., between two and three minutes)
using a non-optimized Matlab program, which is compa-
rable to other aproaches proposed that run between one
minute [20, 19, 21] and three minutes [30, 15].
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Table 1. Quantitative experiments on the MICCAI 2009 challenge database [11] showing the influence of each step of the proposed
methodology. Each cell is formatted as ”mean (standard deviation) [min value - max value]”. For each measure and dataset, we highlight
the most accurate measure.

Method ”Good” Percentage Endocardial ADM Endocardial APD

Training set (15 sequences)
Proposed model 97.22(3.16)[91.67− 100] 0.88(0.05)[0.76− 0.95] 2.13(0.46)[1.27− 2.73]

Model without shape prior 97.42(4.63)[83.33− 100] 0.88(0.04)[0.76− 0.95] 2.14(0.43)[1.28− 2.63]

Model without DBN 89.42(11.83)[61.11− 100] 0.85(0.06)[0.71− 0.93] 2.61(0.66)[1.74− 3.65]

Model without DBN/shape prior 88.11(13.84)[50.00− 100] 0.84(0.06)[0.70− 0.93] 2.57(0.62)[1.72− 3.53]

Initial guess only 89.61(11.57)[55.56− 100] 0.85(0.06)[0.71− 0.93] 2.71(0.57)[1.78− 3.49]

Test set (15 sequences)
Proposed model 95.91(5.28)[84.62− 100] 0.88(0.03)[0.82− 0.93] 2.34(0.46)[1.62− 3.24]

Model without shape prior 95.71(6.96)[78.95− 100] 0.88(0.03)[0.83− 0.93] 2.34(0.45)[1.67− 3.14]

Model without DBN 85.89(18.00)[36.84− 100] 0.84(0.04)[0.77− 0.92] 2.77(0.58)[1.73− 3.74]

Model without DBN/shape prior 84.49(18.31)[36.84− 100] 0.84(0.04)[0.78− 0.92] 2.78(0.58)[1.72− 3.81]

Initial guess only 85.18(15.83)[47.37− 100] 0.85(0.04)[0.79− 0.92] 2.81(0.47)[2.07− 3.58]

According to the results shown above, we can conclude
that the methodology proposed here is competitive with the
state of the art in the challenging problem of LV segmen-
tation from cine-MR images mainly in terms of accuracy.
This methodology can be extended in several ways, such
as the incorporation of a motion model or a 3-D geometric
model that can constrain the segmentation process. Finally,
another important point that we plan to address in the future
is the segmentation of the epicardial contour in all slices at
end diastole (ED) cardiac phase.
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Abstract

We introduce a new methodology that combines deep learning and level set

for the automated segmentation of the left ventricle of the heart from cardiac

cine magnetic resonance (MR) data. This combination is relevant for segmen-

tation problems, where the visual object of interest presents large shape and

appearance variations, but the annotated training set is small, which is the case

for various medical image analysis applications, including the one considered

in this paper. In particular, level set methods are based on shape and appear-

ance terms that use small training sets, but present limitations for modelling

the visual object variations. Deep learning methods can model such variations

using relatively small amounts of annotated training, but they often need to

be regularised to produce good generalisation. Therefore, the combination of

these methods brings together the advantages of both approaches, producing a

methodology that needs small training sets and produces accurate segmentation

results. We test our methodology on the MICCAI 2009 left ventricle segmenta-

tion challenge database (containing 15 sequences for training, 15 for validation

and 15 for testing), where our approach achieves the most accurate results in

the semi-automated problem and state-of-the-art results for the fully automated

challenge.

1Corresponding author.
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(a) mid-ventricular image (b) heart model

Figure 1: LV segmentation from cardiac cine MR imaging (Radau et al. (2009)) (a), and a

3-D model of the heart with respective MR image, representing one of the volume slices.

Keywords: Deep learning, Level set method, Segmentation of the Left

Ventricle of the Heart, Cardiac Cine Magnetic Resonance.

1. Introduction

Medical image analysis segmentation problems are unique in the sense that

they require highly accurate results, but at the same time provide relatively

small annotated training sets. A typical example is the segmentation of the

endocardium and epicardium from the left ventricle (LV) of the heart using5

cardiac cine Magnetic Resonance (MR), as shown in Fig. 1. The LV segmenta-

tion is necessary for the assessment of the cardiovascular system function and

structure and needs to be accurate for a precise diagnosis, but current public

databases do not present large annotated training sets (Petitjean and Dacher

(2011); Radau et al. (2009)). Therefore, one of the main research topics in this10

field is how to obtain the precision required with these small training sets.

The main techniques being explored for the automated segmentation of the

endocardium and epicardium from cardiac cine MR are based on active contour

models, machine learning models, and integrated active contour and machine

learning models. Active contour models (Kass et al. (1988); Osher and Sethian15

(1988)) represent one of the most successful methodologies in the field, and they

are based on an optimisation that minimises an energy functional that varies

the shape of a contour using internal and external constraints. The energy to

2
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bend, stretch or shrink a contour is represented by the internal constraints,

while the external constraints use the observed data (e.g., image) to move the20

contour towards (or away from) certain appearance features (such as edges).

These constraints are usually designed by hand based on shape and appearance

priors that use small or no annotated training sets. Although successful, active

contour models are based on low-complexity shape and appearance models that

are usually unable to robustly model all variation present in the visual object25

of interest studied in several medical image analysis problems.

The advent of machine learning methods to medical image analysis (Cootes

et al. (1995); Georgescu et al. (2005)) has addressed this issue by estimating

more complex shape and appearance models using annotated training sets. How-

ever, the accuracy requirements found in medical image analysis applications30

usually mean that these models need to be quite complex in order to allow the

learning of all appearance and shape variations found in the annotated training

set, and as a consequence, this training set has to be large and rich. The issue in

machine learning based models then becomes centred on the acquisition of com-

prehensive annotated training sets, which is a particularly complicated task in35

medical image analysis. Therefore, in order to reduce the model complexity and

consequently, the need for large and rich training sets, a natural idea is combine

the prior information of active contour models with the learned information of

machine learning models. The most dominant approach in this direction is the

integration of active contour models and Markov random fields (Cobzas and40

Schmidt (2009); Huang et al. (2004); Tsechpenakis and Metaxas (2007)), but

the main issue of these approaches is that these models are in general quite

complex, and as a result they still require large amounts of training data.

In this paper, we propose a new automated segmentation approach for the

endocardial and epicardial borders of the left ventricle (LV) from all slices of the45

end diastole (ED) and end systole (ES) cardiac phases of an MR cine study. This

proposed approach combines an active contour model (distance regularised level

sets) (Li et al. (2010)) with a machine learning approach (deep belief network)

(Hinton and Salakhutdinov (2006)). This is a sensible combination because

3
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this problem does not usually have comprehensive training sets available, but50

still requires high segmentation accuracy (Radau et al. (2009)). Specifically, we

explore the fact that the prior information explored by the level set method re-

duces the need of using highly complex machine learning models (requiring large

training sets), but the limitations of this prior information indicates the need of

a machine learning method that can reliably model the shape and appearance55

of the LV. However, this method must be able to be robustly trained with a

limited number of annotated training images, which is the exactly one of the

advantages behind deep belief network training (Carneiro et al. (2012); Carneiro

and Nascimento (2013)). We show that this combination leads to competitive

segmentation accuracy results on the MICCAI 2009 LV segmentation challenge60

database (Radau et al. (2009)), which does not contain a large training set and

that has been tested by several different methodologies. Specifically, our exper-

iments show that our approach produces the best result in the field when we

rely on a semi-automated segmentation (i.e., with manual initialisation). Also,

our fully automated approach produces a result that is on par with the current65

state of the art on the same database (Jolly (2009)).

1.1. Contributions

The main contributions of our approach are the following: 1) structured

output for the region of interest (ROI) of the LV using a deep belief network

(DBN), 2) structured output for the delineation of the endocardial and epicar-70

dial borders using another DBN, and 3) extension to the distance regularised

level set method (DRLS) (Li et al. (2010)) that takes the estimated ROI from

innovation (1) (above) to initialise the optimisation process and the delineation

from innovation (2) to constrain the level set evolution. One advantage of using

DBN models lies in the need of smaller training sets (Hinton and Salakhutdi-75

nov (2006)) compared to other machine learning methods (Cobzas and Schmidt

(2009); Huang et al. (2004); Tsechpenakis and Metaxas (2007); Cortes and Vap-

nik (1995); Freund and Schapire (1995)). Another advantage of our method

is the improved accuracy brought by the integration of the DBN and DRLS,

4
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when compared to the accuracy of the DBN and DRLS independently. Fi-80

nally, compared to our preliminary papers (Ngo and Carneiro (2013, 2014)),

this work presents the following contributions: 1) detection and segmentation

of the epicardial border, and 2) comparison of our epicardium segmentation re-

sults (in addition to the endocardium segmentation already presented in (Ngo

and Carneiro (2013, 2014))) with the state of the art.85

2. Literature Review

We focus this work on the segmentation of the endocardial and epicardial

borders of the LV from short axis cine MR images (see Fig. 1), so we explore

the literature for this application, but in principle our proposed methodology

is general enough to be extended to other applications (this extension is out90

of the scope of this paper). This segmentation has several challenges, which

include the lack of gray level homogeneity of LV among different cases (due to

blood flow, papillary muscles and trabeculations) and the low resolution of the

apical and basal images (Petitjean and Dacher (2011)). According to (Petit-

jean and Dacher (2011)), current LV segmentation approaches can be classified95

based on three characteristics: 1) segmentation method (region and edge based,

pixel classification, deformable models, active appearance and shape models), 2)

prior information (none, weak, and strong), and 3) automated localisation of the

heart (time-based or object detection). Furthermore, their analysis (Petitjean

and Dacher (2011)) of the MICCAI 2009 challenge results (Radau et al. (2009))100

indicates that image-based methodologies (Lu et al. (2009); Huang et al. (2009))

(e.g., thresholding, or dynamic programming applied to image segmentation re-

sults) produce the highest accuracy, but have the drawbacks of requiring user

interaction and of being unable to assess the ventricular surface in all cardiac

phases. More sophisticated methodologies (O’Brien et al. (2009); Schaerer et al.105

(2010); Jolly (2009)) demonstrate how to handle these challenges, but they show

slightly less accurate results. Also, by making the technique specific to the LV

segmentation, some methodologies (Lu et al. (2009); Huang et al. (2009); Con-
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stantinides et al. (2012)) present more accurate results when compared to more

general approaches (O’Brien et al. (2009); Wijnhout et al. (2009)). The main110

conclusion reached by the authors of the review (Petitjean and Dacher (2011))

is that the methodology presented by (Jolly (2009)) is the most competitive

because it is fully automatic and offers the best compromise between accuracy

and generalisation. Therefore, we regard Jolly’s approach (Jolly (2009)) as our

main competitor for the fully automated case. For the semi-automated case,115

the most competitive method in the MICCAI 2009 challenge was developed

by (Huang et al. (2009)), so we consider it to be our main competitor for the

semi-automated case.

Structured inference and learning is the classification problem involving a

structured output (BakIr (2007)), such as the case for segmentation tasks, where120

the classification is represented by a multi-dimensional binary vector. Although

most of the current work in computer vision and machine learning is focused on

the large margin structured learning formulation (Tsochantaridis et al. (2005)),

one of the most natural ways to represent a structured learning is with a multi-

layer perceptron (MLP), where the output layer consists of a multi-dimensional125

binary vector denoting the segmentation (Collins (2002)). One of the recent

breakthroughs in the field was the discovery of an efficient learning algorithm

for training DBN (Hinton and Salakhutdinov (2006)), which allowed the de-

velopment of structured inference and learning with DBN, as demonstrated by

several works recently proposed in the field (Fasel and Berry (2010); Farabet130

et al. (2012); Ngo and Carneiro (2013, 2014)). The method proposed by (Fara-

bet et al. (2012)) shows a method to parse a scene into several visual classes.

Fasel et al. (Fasel and Berry (2010)) propose a DBN that takes as input an

ultrasound image of the mouth and outputs a segmentation of the tongue, and

(Ngo and Carneiro (2013, 2014)) propose the segmentation of the endocardium135

of the LV from cardiac MR cine study.
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Figure 2: All steps involved in our methodology - Fig. 3 depicts each step in more detail.

3. Methodology

3.1. Notation

A cardiac cine MR series consists of a sequence of K volumes {Vi}Ki=1,

each representing a particular cardiac phase. In turn, each volume comprises140

a set of L images {Ii}Li=1 (also known as volume slices), where each image

is represented by I : Ω → R, with Ω ⊆ R2 denoting the image coordinate

space. We assume to have annotation only at the ED and ES cardiac phases

(i.e., only two out of the K phases available) for all L images in these two

volumes. In each of these annotated images, the explicit endocardial and145

epicardial contour representations are denoted by cENDO : [0, 1] → Ω and

cEPI : [0, 1] → Ω, respectively. The implicit contour representation is formed

with the zero level set of an Euclidean signed distance function φ : Ω→ R, repre-

sented by C = {x ∈ Ω|φ(x) = 0}, where points inside the contour have φ(x) < 0

and outside, φ(x) > 0. Assume that a set of annotated sequences is rep-150

resented by D = {(I, cENDO, cEPI, i, q)s}i∈{1,...,Ns},s∈{1,...,S},q∈{ED,ES}, where

i ∈ {1, ..., Ns} is an index to an image within the sequence s, q ∈ {ED,ES} is

the annotation of the cardiac phase, s ∈ {1, ..., S} is an index to a sequence

and S is the number of sequences in D. A segmentation map is represented

by yENDO : Ω → {0, 1} (or yEPI : Ω → {0, 1}), where 1 represents foreground155

(i.e., the region inside the contour cENDO or cEPI) and 0 denotes background

(region outside the contour). For the explanation of our methodology below,

please assume that we run our segmentation slice by slice in each of the ED and

ES volumes, using a sequence of steps displayed in Fig. 2.
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3.2. Endocardium Segmentation160

The endocardium segmentation is divided into two steps, with the first step

comprising the ROI detection using structured inference on a DBN, which pro-

duces a rectangular region. Using this region as input, an initial endocardium

segmentation is produced using Otsu’s thresholding (Otsu (1975)) (Fig. 3-(a)).

Note that Otsu’s thresholding (Otsu (1975)) is a method that binarizes a gray-165

level image using a threshold value that is estimated in order to minimise the

intra-class variance of the grey values, where the classes are defined by the pixel

values above and below this threshold. The second step uses this initial seg-

mentation to initialise an optimisation using the distance regularised level set

method (DRLS) (Li et al. (2010)), which is based on an energy functional using170

length, area, shape prior and DBN-based appearance terms (Fig. 3-(b)). We

give details about both steps below.

3.2.1. ROI DBN Detection and Initial Endocardium Segmentation

The ROI detection is based on a structured output inference using a DBN,

which is a generative model composed of several layers of unsupervised networks,

known as restricted Boltzmann machines (RBM). These RBMs have connections

between layers but not between units within each layer, which facilitates the

training procedure (Hinton and Salakhutdinov (2006)). The visible layers in

this DBN are composed of the input image and the segmentation map (see

Fig. 4). The ROI DBN detection is based on the maximisation of the following

joint probability function representing a DBN model:

y∗ROI = arg max
y

∫

h1

...

∫

hK

P (v,h1, ...,hK ,y; ΘROI)dh1...dhK , (1)

where hk ∈ {0, 1}|hk| represents the |hk| hidden nodes of layer k ∈ {1, ..,K} of

the DBN, v is a vector representation of the input image I, y : Ω→ {0, 1}, and

ΘROI denotes the DBN parameters (weights and biases). The probability term

in (1) is computed as

P (v,h1, ...,hK ,y) = P (hK ,hK−1,y)

(
K−2∏

k=1

P (hk+1|hk)

)
P (h1|v), (2)
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(a) ROI Detection and Initial Endocardium Segmentation

(b) Endocardium Segmentation

(c) Initial Epicardium Segmentation

(d) Epicardium Segmentation

Figure 3: Models of the ROI detection and initial endocardium segmentation (a), final endo-

cardium segmentation (b), initial epicardium segmentation (c) and final epicardium segmen-

tation (d).

where P (hK ,hK−1,y) ∝ exp{−ERBM(hK ,hK−1,y)} with

ERBM(hK ,hK−1,y) =− b>KhK − a>K−1hK−1 − a>y y−

(hK)>WKhK−1 − (hK)>Wyy,
(3)
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representing the energy function of an RBM (Hinton and Salakhutdinov (2006)),

where bK ,aK−1,ay denote the bias vectors and WK ,Wy are the weight ma-

trices. In (2), we also have

P (hk+1|hk) =
∏

j

P (hk+1(j) = 1|hk), (4)

with P (hk+1(j) = 1|hk) = σ(bk+1(j) + h>kWk+1(:, j)), P (h1(j) = 1|v) =

σ(b1(j) + v>W1(:, j)) 2, where σ(x) = 1
1+e−x , the operator (j) returns the jth175

vector value, and (:, j) returns the jth matrix column.

The estimation of the DBN parameter in (1) uses a training set comprising

images I and their respective ROI segmentation maps yROI. This annotation

is automatically built from the manual endocardial border delineations cENDO

(from D, defined in Sec. 3.1), by producing a segmentation map with 0’s every-180

where except at a square of 1’s with size MROI, centred at the centre of gravity of

the annotation cENDO (see training samples in Fig. 4-(b)). The training process

is based on the initial unsupervised bottom-up training of each pair of layers,

where the DBN parameters are estimated in order to build an auto-encoder,

and the top RBM is trained with an additional input containing the segmenta-185

tion map yROI (Hinton and Salakhutdinov (2006)). The main algorithm used

in this training process is the contrastive divergence, which is an approximation

to gradient descent (Hinton and Salakhutdinov (2006)). Note that the DBN

is a generative model, so the inference process to produce a segmentation map

given an input image is based on the generation of a segmentation map when190

the input v is clamped at this input image values. More specifically, using the

input image at the bottom layer, bottom-up inferences are realised with mean-

field approximation until reaching the top two layers, which form an RBM. The

segmentation map layer is then initialised at y = 0 and we then run Gibbs

sampling on the layers y and hK until convergence (Hinton and Salakhutdinov195

(2006)), with hK−1 clamped from the mean-field approximation. The stable

2That is, we assume Gaussian visible units for the DBN with mean zero and standard

deviation one.
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(a) ROI DBN & Otsu’s segmentation (b) Training samples

Figure 4: ROI DBN Model and Otsu’s segmentation (a) and training samples for the ROI

DBN (b).

vector for the layer y is labelled y∗ROI.

After estimating the ROI segmentation map y∗ROI, a rough endocardial bor-

der delineation is estimated by first applying the following function:

(IROI,mROI, zROI) = fR(y∗ROI, I,MROI), (5)

where mROI is the centre of gravity of y∗ROI computed as mROI =
∫

Ω
xh(y∗ROI)dx,

with h(y∗ROI) =
H(y∗

ROI)∫
Ω
H(y∗

ROI)dx
and H(.) denoting the Heaviside step function, the

binary map zROI : Ω→ {0, 1} from y∗ROI is computed with

zROI(x) =





1, y∗ROI(x) > 0.5

0, otherwise
, (6)

and IROI is a sub-image of size MROI ×MROI extracted with IROI = I(mROI ±
MROI/2). Then, Otsu’s thresholding (Otsu (1975)) is run on sub-image IROI,

where the convex hull of the connected component linked to the centre MROI/2

is returned as the rough endocardial border delineation with z∗OTSU = fO(IROI),

as displayed in Fig. 4-(a). This segmentation is used to form the initial signed

distance function, as follows:

φ0 = fφ(z∗OTSU,mROI,MROI, I), (7)

where we first create a temporary binary map z : Ω→ {0, 1} with a map of the

size of I containing only zeros, as in z = 0size(I) (the function size(i) returns
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the size of the image), then we fill this map with the result from z∗OTSU centred

at mROI, with z(mROI ±MROI/2) = z∗OTSU(MROI/2 ±MROI/2). Finally, the

signed distance function φ0 : Ω→ R in (7) is computed with

φ0(x) =




−d(x,Ωout), if x ∈ Ωin

+d(x,Ωin), if x ∈ Ωout
, (8)

where Ωin = {x ∈ Ω|z(x) = 1}, Ωout = {x ∈ Ω|z(x) = 0}, and d(x,Ω) =

infy∈Ω ‖x− y‖2.

3.2.2. Endocardium Segmentation Combining DRLS and DBN200

Given the initial segmentation φ0 defined in (7), we run an optimisation

algorithm to estimate the final endocardial border using the distance regularised

level set (DRLS) formulation (Li et al. (2010)), where the energy functional is

represented by

E(φ) = µRp(φ) + Eext(φ, φENDO-DBN,q, φENDO-PRIOR,q), (9)

where Rp(φ) =
∫

Ω
p(|∇φ|)dx (with p(s) = 0.5(s− 1)2) is a regularisation term

that guarantees |∇φ| ≈ 1; and Eext(φ) is defined as (Ngo and Carneiro (2013)):

Eext(φ,φENDO-DBN,q, φENDO-PRIOR,q) =

λL(φ) + αA(φ) + βS(φ, φENDO-DBN,q) + γS(φ, φENDO-PRIOR,q),
(10)

where the length term L(φ) =
∫

Ω
gδ(φ)|∇φ|dx (with δ(.) denoting the Dirac

delta function and g = 1
1+|∇Gσ∗I| representing the edge indicator function),

the area A(φ) =
∫

Ω
gH(−φ)dx, and S(φ, φκ) =

∫
Ω

(φ(x) − φκ(x + mφ))2dx

(with κ ∈ {(ENDO-DBN, q), (ENDO-PRIOR, q)}, and q ∈ {ED,ES}) repre-

sents the shape term that drives φ either towards the shape φENDO-DBN,q in-

ferred from the ENDO DBN (described below in Sec. 3.2.3) or towards the

shape prior φENDO-PRIOR,q estimated from the training set (see Sec. 3.4 be-

low). Notice that the shape term S(φ, φκ) matches the two signed distance

functions using the translation invariance by intrinsic alignment (Cremers et al.

(2006)), where mφ =
∫

Ω
xh(φ(x))dx with h(φ) = H(−φ)∫

Ω
H(−φ)dx

is the centre of
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gravity of the segmentation from φ, and assuming that the shape prior rep-

resented by φκ has its centre of gravity at the origin. Note that this trans-

lation aligns the centre of gravity of φκ and φ. It is important to mention

that when κ ∈ {ENDO-PRIOR, q,EPI-PRIOR, q}, then φκ(x + mφ) is essen-

tially the same signed distance function translated according to mφ, but when

κ ∈ {ENDO-DBN, q,EPI-DBN, q}, the shape of the signed distance function

changes as a function of mφ. This happens because the result from the DBN

segmentation changes as a function of where it is applied in the input image.

The gradient flow of the energy E(φ) is then defined as follows:

∂φ

∂t
=µdiv(dp(|∇φ|)∇φ) + λδ(φ)div(g

∇φ
|∇φ| ) + αgδ(φ)+

2β(φ(x)− φENDO-DBN,q(x + mφ))+

2γ(φ(x)− φENDO-PRIOR,q(x + mφ)),

(11)

where div(.) denotes the divergence operator, φ(x) denotes the current level set

function, φENDO-DBN,q(x+mφ) denotes the translated signed distance function

produced by the ENDO-DBN (similarly for ENDO-PRIOR), and dp(.) denotes

the derivative of the function p(.) defined in (9).

The estimated final endocardium segmentation is obtained from the min-205

imisation of the energy functional in (9). In practice, the segmentation is ob-

tained from the steady solution of the gradient flow equation (Li et al. (2010))

∂φ
∂t = −∂E∂φ , where ∂E/∂φ is the Gâteaux derivative of the functional E(φ) and

∂φ
∂t is defined in (11). The main idea of the DRLS (Li et al. (2010)) is then to

iteratively follow the steepest descent direction (11) until convergence, resulting210

in the final steady solution φ∗ENDO,q.

3.2.3. ENDO DBN

The ENDO DBN used at this stage is similar to the ROI DBN from Sec. 3.2.1,

but with the following differences: 1) instead of using the whole image I as the

input, we use the sub-image IHENDO of size MENDO (centred at mH
ENDO) ex-

tracted with (IHENDO,m
H
ENDO, z

H
ENDO) = fR(H(−φt−1), I,MENDO), where fR(.)

is defined in (5), H(−φt−1) is a binary image containing the estimation for
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(a) ENDO DBN (b) Training samples

Figure 5: Graphical model for the ENDO DBN (a) and respective training samples (b).

the endocardium map from DRLS (at iteration t − 1), I denotes the original

image, and zHENDO represents the binary segmentation map (of size MENDO)

from H(−φt−1) on sub-image IHENDO. We estimate the parameters of two

distinct DBNs, one to segment images for q = ES phase and another for

q = ED phase of the cardiac cycle, where the training set is formed by samples

{(IENDO, zENDO, i, q)s}i∈{1,...,Ns},s∈{1,...,S},q∈{ED,ES} extracted from the origi-

nal training set with (IENDO,mENDO, zENDO) = fR(yENDO, I,MENDO), where

fR(.) is defined in (5), and yENDO is the binary map formed from the original

endocardium annotation cENDO (see Sec. 3.1). The segmentation from ENDO

DBN is obtained with (see Fig. 5):

z∗ENDO,q = arg max
z

∫
...

∫
P (v,h1, ...,hK , z; ΘENDO,q)dh1...dhK , (12)

which is defined in (1), with v receiving the vectorised sub-image IHENDO. The

segmentation z∗ENDO,q can then be used to define the signed distance function

φENDO-DBN,q in (9) with φENDO-DBN,q = fφ(z∗ENDO,q,m
H
ENDO,MENDO, I), with215

fφ(.) defined in (7). The training and inference processes for these ENDO DBNs

for q ∈ {ES,ED} are the same as described for the ROI DBN in Sec. 3.2.1.

3.3. Epicardium Segmentation

The epicardium segmentation also follows two steps, comprising an initial

epicardium segmentation, which produces a square region containing the epi-220

cardium and an initial estimation of its border, similarly to the approach in
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Sec. 3.2.1 (Fig. 3-(c)). The second step involves an optimisation with DRLS (Li

et al. (2010)), similar to the one presented above in Sec. 3.2.2 (Fig. 3-(d)).

3.3.1. Initial Epicardium Segmentation

The epicardium segmentation process is initialised with a rough delineation225

based on the endocardium detection (see Figure 3-(c)). Specifically, after the en-

docardium segmentation is finalized, we estimate the borders of the epicardium

segmentation by first running the Canny edge detector (Canny (1986)) that

outputs the edges within the window IHEPI, produced with (IHEPI,m
H
EPI, z

H
EPI) =

fR(H(−φ∗ENDO,q), I,MEPI), where φ∗ENDO,q represents the result from the DRLS,230

described in Sec. 3.2.2, and fR(.) is defined in (5). The edges lying in the region

where H(−φ∗ENDO,q) equals to one (this region represents blood pool found by

the endocardium segmentation) are then erased and then, by ”shooting” 20 rays

(18 degrees apart from each other) from the centre mH
EPI,q and recording the

intersection position between each ray and the first edge it crosses, we form a235

set of points that are likely to belong to the endocardial border. At this stage,

since it is expected that the endocardial border will be relatively close to the

epicardial border, we only record the points that are within a limited range from

the original endocardial border (specifically, we expect the epicardial border to

be within 1.05 and 1.1 of the length of the ray from mH
EPI to the endocardial bor-240

der; otherwise no point is recorded - these numbers are estimated from the 95%

confidence interval of the distance between the endocardium and epicardium

annotations from the training set). Finally, by fitting an ellipse to these points

and running a small number of iterations of the original DRLS (Li et al. (2010))

(which is the model in (9)-(10) with β = γ = 0), we form the initial epicardium245

segmentation that is represented by a map z∗EPI-initial, which is then used to

form the initial signed distance function φ0 = fφ(z∗EPI-initial,m
H
EPI,MEPI, I), as

defined in (7).
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3.3.2. Epicardium Segmentation Combining DRLS and DBN

Using the initial epicardium segmentation φ0 from Sec. 3.3.1 above, we run250

the optimisation function as defined in (9), but with the following external

energy function: Eext(φ, φEPI-DBN,q, φEPI-PRIOR,q), with q ∈ {ED,ES}, where

φEPI-DBN,q and φEPI-PRIOR,q are defined below. The final steady solution of

this optimisation is represented by φ∗EPI,q.

3.3.3. EPI DBN255

The EPI DBN runs similarly to the network defined above in Sec. 3.2.3,

where the input sub-image IHEPI (centred at mH
EPI) of size MEPI is extracted

with (IHEPI,m
H
EPI, z

H
EPI) = fR(H(−φt−1), I,MEPI), defined in (5). We can esti-

mate the parameters of two DBNs for q ∈ {ED,ES} with the following train-

ing set {(IEPI, zEPI, i, q)s}i∈{1,...,Ns},s∈{1,...,S},q∈{ED,ES} also extracted from the260

original training set with (IEPI,mEPI, zEPI) = fR(yEPI, I,MEPI), with yEPI rep-

resenting the binary map computed from the epicardium annotation cEPI. The

inference process is the same as the one defined in (12), resulting in z∗EPI,q. The

signed distance function is then defined by φEPI-DBN,q = fφ(z∗EPI,q,m
H
EPI,MEPI, I).

3.4. Shape Prior265

The shape priors are computed with the mean of the manual annotations

zENDO and zEPI, respectively, as follows: z̄ENDO-PRIOR(j) = 1
SNs

∑S
s=1

∑Ns
i=1 zENDO(j),

where the index j represents as specific pixel address in the window zENDO of

size MENDO×MENDO. Assuming that each element of the mean map z̄ENDO is

between 0 and 1, the shape prior is computed as

zENDO-PRIOR(j) =





1, if z̄ENDO-PRIOR(j) > 0.5

0, if z̄ENDO-PRIOR(j) ≤ 0.5
. (13)

Fig. 6 shows z̄ENDO-PRIOR and zENDO-PRIOR for the ED and ES cycles (and

also the epicardium prior for the ED cycle). The signed distance function for

the endocardium segmentation at cardiac cycle q ∈ {ED,ES} is then defined by

φENDO-PRIOR,q = fφ(zENDO-PRIOR,q,m
H
ENDO,MENDO, I). This process works

in the same way for the case of epicardial shape prior.270
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Figure 6: Shape priors for the endocardium and epicardium segmentation in ES and ED

cardiac cycles. Note that for the epicardium case, the MICCAI 2009 challenge database

(Radau et al. (2009)) does not contain training samples for the ES cycle.

4. Experiments

4.1. Data Set and Evaluation Measures

The accuracy of the endocardium and epicardium segmentation results pro-

duced by our methodology is assessed using the database and the evaluation pro-

posed in the MICCAI 2009 LV segmentation challenge (Radau et al. (2009)),275

obtained from the Sunnybrook Health Sciences Centre, Toronto, Canada. In

total, 45 cardiac short axis (SAX) cine-MR data sets are available, which are

divided into three sets (online, testing and training sets) of 15 sequences, where

each sequence contains four ischemic heart failures, four non-ischemic heart fail-

ures, four LV hypertrophies and three normal cases. Each of those sequences280

has been acquired during a 10-15 second breath-holds, with a temporal reso-

lution of 20 cardiac phases over the heart cycle, starting from the ED cardiac

phase, and containing six to 12 SAX images obtained from the atrioventricular

ring to the apex (thickness=8mm, gap=8mm, FOV=320mm × 320mm, ma-

trix= 256× 256). Expert annotations are provided for endocardial contours in285

all slices at ED and ES cardiac phases, and for epicardial contours only at ED

cardiac phase. The evaluation proposed for assessing the algorithms submitted

to the MICCAI 2009 LV segmentation challenge is based on the following three

measures: 1) percentage of ”good” contours, 2) the average Dice metric (ADM)
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of the ”good” contours, and 3) average perpendicular distance (APD) of the290

”good” contours. A segmentation is classified as good if APD < 5mm.

During the MICCAI 2009 LV Segmentation Challenge (Radau et al. (2009)),

the organisers first released the training and test sets, where the training set

contained the manual annotation, but the test set did not include the manual

annotation. The online dataset only became available a few days before the295

challenge day, so that the participants could submit their segmentation results

for assessment. The challenge organisers reported all segmentation results for

all datasets that were available from the participants. Currently all three data

sets with their respective expert annotations are publicly available. Given that

most of the results from the challenge participants are available for the training300

and test sets, we decided to use the training set to estimate all DBN parameters,

the online set for validating some DBN parameters (e.g., number of layers and

number of nodes per layer), and the test set exclusively for testing (since this is

the set which has the majority of results from the participants).

4.2. Experimental Setup305

The training set is used for estimating the ROI DBN, ENDO DBN and EPI

DBN parameters (network weights and biases), the shape priors (as described in

Sec. 3.4) and for estimating the weights of the DRLS method (i.e., µ, λ, α, β, γ

in (9) and (10)); while the online set is used for the model selection of the

DBNs (i.e., estimation of the number of DBN hidden layers and number of310

nodes per layer). Specifically, we use the online set for cross validating the

number of hidden layers (we test from two to four hidden layers), and the

number of nodes per hidden layer (we consider ranges from 100 to 2000 nodes

per layer in intervals of 100 nodes). For the ROI DBN, we reach the following

configuration: 2 hidden layers with 1300 nodes in the first layer and 1500 in315

the second, and the input and segmentation layers with 40 × 40 nodes (i.e.,

the image is resized from 256 × 256 to 40 × 40 using standard blurring and

downsampling techniques). For the ENDO DBN trained for the ED cycle, the

following configuration is achieved: 2 hidden layers with 1000 nodes in the first

18

78



layer and 1000 in the second, and the input and segmentation layers with size320

40× 40 nodes (again, image is resized from MENDO ×MENDO to 40× 40). The

ENDO DBN for the ES cycle has the following configuration: 2 hidden layers

with 700 nodes in the first layer and 1000 in the second, and the input and

segmentation layers with size 40× 40. The EPI DBN for the ED cycle has the

following configuration: 2 hidden layers with 1000 nodes in the first layer and325

1000 in the second, and the input and segmentation layers with size 40 × 40

nodes (image resized from MEPI ×MEPI to 40× 40). Note that all these DBN

models are trained using an augmented training set, where for each annotated

training image, we generate additional ones by translating the original image

(and its annotation) within a range of ±10 pixels. More specifically, we have 105330

ED images and 75 ES annotated training images (from the 15 training volumes),

and in addition to the original image, we generate 40 additional images with

the translations mentioned above. Therefore, in total we have 105x41=4305

annotated images for training the ED endocardial DBN and epicardial DBN,

and 75x41=3075 annotated images for training the ES endocardial DBN. The335

segmentation accuracy on training saturates with this augmented training data

(i.e., adding more translated training images no longer improves the training

results).

The level set weights in (9) learned with the training set for the endo-

cardium segmentation are ∆t = 2 (time step in the level set formulation),340

µ = 0.24
∆t = 0.12, λ = 4, α = −2, β = 0.02, and γ = 0.001; and for the epicardium

segmentation, we have ∆t = 2, µ = 0.24
∆t = 0.12, λ = 4, α = −4, β = 0.015, and

γ = 0.001. Note that we follow the recommendation by (Li et al. (2010)) in defin-

ing the values for ∆t, and µ (the recommendations are ∆t > 1 and µ < 0.25
∆t ).

For the inference procedure,the number of level set (DRLS) iterations is T = 10,345

the size of the sub-windows are set as MROI,MENDO,MEPI = 100. We found

that the segmentation results are stable if these constants are within the ranges:

T ∈ [5, 20], MROI,MENDO,MEPI ∈ [80, 120].
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4.3. Results of Each Stage of the Proposed Methodology

The role of each stage of our algorithm for the endocardium segmentation is350

presented in Table 1. The ”Initial endocardium segmentation” shows the result

produced by the zero level set φ0 in (7) (i.e., the result from the ROI detection,

followed by the initial endocardium segmentation). The ”ENDO DBN alone”

displays the accuracy results of the endocardium segmentation produced by the

ENDO DBN (Sec. 3.2.3) alone. The ”Model without DBN/shape prior” repre-355

sents the energy functional in (10) with β = γ = 0, which effectively represents

our model without the influence of the shape prior and the ENDO DBN. Simi-

larly the ”Model without DBN” denotes the case where the functional in (10) has

β = 0 (i.e., with no influence from ENDO DBN) and the ”Model without shape

prior” has γ = 0 (no influence from the shape prior). Finally, the ”Proposed360

model” displays the result with all steps described in Sec. 3.2, and ”Proposed

model (semi)” represents our model using a manual initialisation instead of the

automated initialisation described in Sec. 3.2.1. This manual initialisation con-

sists of a circle, where the centre is the manual annotation centre of gravity

and the radius is the minimum distance between the manual annotation and365

this centre. Table 2 shows the result of the ”initial epicardium segmentation”

explained in Sec. 3.3.1, and the result of the segmentation produced by the

complete model described in Sec. 3.3.2 (labelled as ”Proposed model”). We also

show the result of the semi-automated epicardium segmentation with manual

initialisation (defined in the same way as the manual initialisation above for the370

endocardium segmentation), labelled as ”Proposed model (semi)”. Note that

we do not show all steps in Table 2 because the results are similar to the ini-

tial epicardium segmentation. Finally, we show that the combination of DBN

and DRLS provides an accuracy improvement by running the independent two-

sample t-test for the three measures considered in this paper (i.e., the good375

percentage, APD and ADM) for the endocardium segmentation, where the first

experiment compares the measures from the proposed model (combining DBN

and DRLS) and from a method consisting only of the level set without the DBN,

and the second experiment compares the proposed model and the segmentation
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result produced by the DBN segmentation alone. In both experiments and for380

all measures, the null hypothesis that the measures are drawn from indepen-

dent samples from normal distributions with equal means is rejected at the 5%

significance level.

Table 1: Quantitative experiments on the MICCAI 2009 challenge database (Radau et al.

(2009)) showing the influence of each step of the proposed methodology for the endocardium

segmentation. Each cell is formatted as ”mean (standard deviation) [min value - max value]”.

Method ”Good” Percentage Endocardium ADM Endocardium APD

Test set (15 sequences)

Proposed model (semi) 100(0)[100 − 100] 0.91(0.03)[0.83 − 0.95] 1.79(0.36)[1.28 − 2.75]

Proposed model 95.91(5.28)[84.62 − 100] 0.88(0.03)[0.82 − 0.93] 2.34(0.46)[1.62 − 3.24]

Model without shape prior 95.71(6.96)[78.95 − 100] 0.88(0.03)[0.83 − 0.93] 2.34(0.45)[1.67 − 3.14]

Model without DBN 85.89(18.00)[36.84 − 100] 0.84(0.04)[0.77 − 0.92] 2.77(0.58)[1.73 − 3.74]

Model without DBN/shape prior 84.49(18.31)[36.84 − 100] 0.84(0.04)[0.78 − 0.92] 2.78(0.58)[1.72 − 3.81]

ENDO DBN alone 18.31(19.46)[0 − 100] 0.87(0.02)[0.84 − 0.89] 3.81(0.64)[2.97 − 4.88]

Initial endocardium segmentation 85.18(15.83)[47.37 − 100] 0.85(0.04)[0.79 − 0.92] 2.81(0.47)[2.07 − 3.58]

Training set (15 sequences)

Proposed model (semi) 100(0)[100 − 100] 0.91(0.03)[0.85 − 0.95] 1.63(0.40)[1.29 − 2.70]

Proposed model 97.22(3.16)[91.67 − 100] 0.88(0.05)[0.76 − 0.95] 2.13(0.46)[1.27 − 2.73]

Model without shape prior 97.42(4.63)[83.33 − 100] 0.88(0.04)[0.76 − 0.95] 2.14(0.43)[1.28 − 2.63]

Model without DBN 89.42(11.83)[61.11 − 100] 0.85(0.06)[0.71 − 0.93] 2.61(0.66)[1.74 − 3.65]

Model without DBN/shape prior 88.11(13.84)[50.00 − 100] 0.84(0.06)[0.70 − 0.93] 2.57(0.62)[1.72 − 3.53]

ENDO DBN alone 48.09(38.42)[0 − 100] 0.86(0.05)[0.73 − 0.90] 3.23(0.44)[2.70 − 4.05]

Initial endocardium segmentation 89.61(11.57)[55.56 − 100] 0.85(0.06)[0.71 − 0.93] 2.71(0.57)[1.78 − 3.49]

4.4. Comparison with the State of the Art

Tables 3 and 4 shows a comparison between our methodology (labelled ”Pro-385

posed model”) and the state of the art for the endocardium segmentation prob-
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Table 2: Quantitative experiments on the MICCAI 2009 challenge database (Radau et al.

(2009)) compared different versions of the proposed methodology for the epicardium segmen-

tation. Each cell is formatted as ”mean (standard deviation) [min value - max value]”.

Method ”Good” Percentage Epicardium ADM Epicardium APD

Test set (15 sequences)

Proposed model (semi) 100(0)[100 − 100] 0.94(0.01)[0.92 − 0.97] 1.73(0.28)[1.16 − 2.17]

Proposed model 94.65(6.18)[85.71 − 100] 0.93(0.02)[0.88 − 0.96] 2.08(0.60)[1.27 − 3.74]

Initial epicardium segmentation 94.65(6.18)[85.71 − 100] 0.93(0.02)[0.88 − 0.96] 2.19(0.58)[1.32 − 3.68]

Training set (15 sequences)

Proposed model (semi) 100.00(0.00)[100 − 100] 0.94(0.01)[0.91 − 0.96] 1.64(0.34)[1.17 − 2.47]

Proposed model 98.52(5.74)[77.78 − 100] 0.93(0.02)[0.89 − 0.96] 1.99(0.46)[1.35 − 3.13]

Initial epicardium segmentation 96.83(6.92)[77.78 − 100 0.93(0.02)[0.89 − 0.95] 1.99(0.40)[1.46 − 3.14]

lem, while Tables 5 and 6 displays a similar comparison for the epicardium

problem for different subsets of the MICCAI 2009 challenge databases (Radau

et al. (2009)). Most of the approaches on that table are based on active contour

models (Constantinides et al. (2012); Huang et al. (2009, 2011); Jolly (2009);390

Lu et al. (2009); Marak et al. (2009)), machine learning models (O’Brien et al.

(2009); Wijnhout et al. (2009)), or a combination of both models (Hu et al.

(2012)). Furthermore, Tables 3-6 also show a semi-automated version of our

method (labelled ”Proposed model (semi)”) using the same initial guess de-

scribed above in Sec. 4.3.395

Fig. 7 shows a few endocardium and epicardium segmentation results pro-

duced by our approach for challenging cases, such as with images from apical and

basal slice images and presenting papillary muscles and trabeculations (please

see supplementary material for more results). Finally, Fig. 8 shows a few un-

processed 3-D models of the endocardial and epicardial borders obtained with400

our proposed methodology.

22

82



Table 3: Quantitative experiments on the training and test sets of the MICCAI 2009 chal-

lenge databases (Radau et al. (2009)) comparing the performance of our proposed approach

with the state of the art on the endocardium segmentation problem. Notice that the

methods are classified into fully or semi-automated. The cell formatting is the same as in

Tab. 1, but note that ’?’ means that the result is not available in the literature. The top

performance for each measure and dataset is highlighted.

Method ”Good” Percentage Endocardium ADM Endocardium APD

Test set (15 sequences)

Semi Automated

Proposed model (semi) 100(0)[100 − 100] 0.91(0.03)[0.83 − 0.95] 1.79(0.36)[1.28 − 2.75]

Ngo and Carneiro (2013) 96.58(9.58)[63.15 − 100] 0.89(0.03)[0.83 − 0.93] 2.22(0.46)[1.69 − 3.30]

Huang et al. (2009) ? 0.89(0.04)[?−?] 2.10(0.44)[?−?]

Fully Automated

Proposed model 95.91(5.28)[84.62 − 100] 0.88(0.03)[0.82 − 0.93] 2.34(0.46)[1.62 − 3.24]

Jolly (2009) 94.33(9.93)[62.00 − 100] 0.88(0.03)[0.84 − 0.94] 2.44(0.62)[1.36 − 3.68]

Wijnhout et al. (2009) 86.47(11.00)[68.4 − 100] 0.89(0.03)[0.82 − 0.94] 2.29(0.57)[1.67 − 3.93]

Lu et al. (2009) 72.45(19.52)[42.11 − 100] 0.89(0.03)[0.84 − 0.94] 2.07(0.61)[1.32 − 3.77]

Marak et al. (2009) ? 0.86(0.04)[?−?] ?

O’Brien et al. (2009) ? 0.81(?)[?−?] ?

Training set (15 sequences)

Semi Automated

Proposed model (semi) 100(0)[100 − 100] 0.91(0.03)[0.85 − 0.95] 1.63(0.40)[1.29 − 2.70]

Ngo and Carneiro (2013) 98.45(3.11)[91.66 − 100] 0.90(0.03)[0.84 − 0.94] 1.96(0.35)[1.43 − 2.55]

Huang et al. (2009) ? 0.90(0.04)[?−?] 2.03(0.34)[?−?]

Fully Automated

Proposed model 97.22(3.16)[91.67 − 100] 0.88(0.05)[0.76 − 0.95] 2.13(0.46)[1.27 − 2.73]

Jolly (2009) 96.93(7.59)[72 − 100] 0.88(0.06)[0.75 − 0.95] 2.09(0.53)[1.35 − 3.23]
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Table 4: Quantitative experiments on the online and full sets of the MICCAI 2009 challenge

databases (Radau et al. (2009)) comparing the performance of our proposed approach with

the state of the art on the endocardium segmentation problem. Notice that the methods

are classified into fully or semi-automated. The cell formatting is the same as in Tab. 1, but

note that ’?’ means that the result is not available in the literature. The top performance for

each measure and dataset is highlighted.

Method ”Good” Percentage Endocardium ADM Endocardium APD

Online set (15 sequences)

Semi Automated

Proposed model (semi) 100(0)[100 − 100] 0.91(0.03)[0.85 − 0.96] 1.78(0.49)[1.17 − 3.15]

Ngo and Carneiro (2013) 98.71(3.66)[86.66 − 100] 0.90(0.04)[0.83 − 0.95] 2.04(0.35)[1.53 − 2.67]

Fully Automated

Proposed model 90.54(14.40)[46.67 − 100] 0.89(0.03)[0.82 − 0.94] 2.17(0.46)[1.62 − 3.46]

Full set (45 sequences)

Semi Automated

Proposed model (semi) 100(0)[100 − 100] 0.91(0.03)[0.83 − 0.96] 1.73(0.31)[1.17 − 3.15]

Ngo and Carneiro (2013) 97.91(6.18)[63.15 − 100] 0.90(0.03)[0.83 − 0.95] 2.08(0.40)[1.43 − 3.30]

Constantinides et al. (2012) 91.00(8.00)[61 − 100] 0.89(0.04)[0.80 − 0.96] 1.94(0.42)[1.47 − 3.03]

Fully Automated

Proposed model 94.55(9.31)[46.67 − 100] 0.88(0.04)[0.76 − 0.95] 2.22(0.46)[01.27 − 3.46]

Constantinides et al. (2012) 80.00(16.00)[29 − 100] 0.86(0.05)[0.72 − 0.94] 2.44(0.56)[1.31 − 4.20]

Hu et al. (2012) 91.06(9.42)[?−?] 0.89(0.03)[?−?] 2.24(0.40)[?−?]

Huang et al. (2011) 79.20(19.00)[?−?] 0.89(0.04)[?−?] 2.16(0.46)[?−?]

5. Discussion and Conclusions

The role of each stage of our methodology for the endocardium segmentation

becomes clear with the results presented in Table 1. For instance, the DRLS

method alone (Li et al. (2010)) (i.e., without the prior and ENDO DBN terms)405
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a) Results of endocardium segmentation on the test set

b) Results of epicardium segmentation on the test set

Figure 7: Epicardium and endocardium segmentation results with challenging cases, such as

images from apical and basal slice images and presenting papillary muscles and trabeculations.

The red contour denotes the automated detection, and green shows the manual annotation.

For more results, please see the supplementary material.

is not able to improve significantly the result from the initial endocardium seg-

mentation. The addition of the shape prior term improves slightly the accuracy

(see row ”Model without DBN”), but not significantly so; therefore we can re-

moved it from the framework in order to obtain small gains in terms of efficiency.
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Table 5: Quantitative experiments on the training and test sets of the MICCAI 2009 chal-

lenge databases (Radau et al. (2009)) comparing the performance of our proposed approach

with the state of the art on the epicardium segmentation problem. Notice that the meth-

ods are classified into fully or semi-automated. The cell formatting is the same as in Tab. 1,

but note that ’?’ means that the result is not available in the literature. The top performance

for each measure and dataset is highlighted.

Method ”Good” Percentage Epicardium ADM Epicardium APD

Test set (15 sequences)

Semi Automated

Proposed model (semi) 100(0)[100 − 100] 0.94(0.01)[0.92 − 0.97] 1.73(0.28)[1.16 − 2.17]

Huang et al. (2009) ? 0.94(0.01)[?−?] 1.95(0.34)[?−?]

Fully Automated

Proposed model 94.65(6.18)[85.71 − 100] 0.93(0.02)[0.88 − 0.96] 2.08(0.60)[1.27 − 3.74]

Jolly (2009) 95.60(6.90)[80.00 − 100] 0.93(0.02)[0.90 − 0.96] 2.05(0.59)[1.28 − 3.29]

Wijnhout et al. (2009) 94.20(7.00)[80.00 − 100] 0.93(0.01)[0.90 − 0.96] 2.28(0.39)[1.57 − 2.98]

Lu et al. (2009) 81.11(13.95)[57.14 − 100] 0.94(0.02)[0.90 − 0.97] 1.91(0.63)[1.06 − 3.26]

Training set (15 sequences)

Semi Automated

Proposed model (semi) 100.00(0.00)[100 − 100] 0.94(0.01)[0.91 − 0.96] 1.64(0.34)[1.17 − 2.47]

Huang et al. (2009) ? 0.93(0.02)[?−?] 2.28(0.42)[?−?]

Fully Automated

Proposed model 98.52(5.74)[77.78 − 100] 0.93(0.02)[0.88 − 0.96] 1.99(0.46)[1.35 − 3.13]

Jolly (2009) 99.07(3.61)[86.00 − 100] 0.93(0.01)[0.91 − 0.95] 1.88(0.40)[1.20 − 2.55]

ENDO DBN (see row ”Model without shape prior”) is the term that provides410

the largest gain in terms of accuracy, even though its performance as a stand

alone segmentation system is not competitive. This indicates that the results

produced by ENDO DBN complements the results from DRLS using the in-

formation available (and automatically learned) from the training set. Putting
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Table 6: Quantitative experiments on the online and full sets of the MICCAI 2009 challenge

databases (Radau et al. (2009)) comparing the performance of our proposed approach with

the state of the art on the epicardium segmentation problem. Notice that the methods

are classified into fully or semi-automated. The cell formatting is the same as in Tab. 1, but

note that ’?’ means that the result is not available in the literature. The top performance for

each measure and dataset is highlighted.

Method ”Good” Percentage Epicardium ADM Epicardium APD

Online set (15 sequences)

Semi Automated

Proposed model (semi) 100.00(0.00)[100 − 100] 0.94(0.02)[0.88 − 0.96] 1.90(0.53)[1.22 − 3.16]

Fully Automated

Proposed model 84.32(23.45)[12.50 − 100] 0.93(0.03)[0.84 − 0.95] 2.05(0.61)[1.39 − 3.63]

Full set (45 sequences)

Semi Automated

Proposed model (semi) 100(0)[100 − 100] 0.94(0.02)[0.88 − 0.97] 1.76(0.40)[1.16 − 3.16]

Constantinides et al. (2012) 91.00(10.00)[70 − 100] 0.92(0.02)[0.84 − 0.95] 2.38(0.57)[1.28 − 3.79]

Fully Automated

Proposed model 92.49(15.31)[12.50 − 100] 0.93(0.02)[0.84 − 0.96] 2.04(0.55)[1.27 − 3.70]

Constantinides et al. (2012) 71.00(26.00)[0 − 100] 0.91(0.03)[0.81 − 0.96] 2.80(0.71)[1.37 − 4.88]

Hu et al. (2012) 91.21(8.52)[?−?] 0.94(0.02)[?−?] 2.21(0.45)[?−?]

Huang et al. (2011) 83.90(16.80)[?−?] 0.93(0.02)[?−?] 2.22(0.43)[?−?]

all terms together, the ”Proposed model” displays the best performance of our415

method, which is shown to be statistically significantly superior to both the

DRLS and DBN methods. It is important to notice the relative small accuracy

differences between the training and test sets, which indicates good generalisa-

tion capabilities of our method (even with the relatively small training set of

the MICCAI 2009 challenge database (Radau et al. (2009))). Finally, by using420

a manual initialization, note that we obtain the best result in the field.
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Figure 8: 3D Model formed by linking the slice by slice results for the endocardial (green

surface) and epicardial (blue) borders in ED cycle (note that we focus on ED cardiac cycle

because no annotated epicardium training set is available for the ES cycle from the MICCAI

2009 challenge database (Radau et al. (2009))).

Table 2 shows that the initial epicardium segmentation already produces

a result that is close to the result produced by our proposed model. There-

fore, even though we notice that the use of the EPI DBN also improves the

result, it is only a slight improvement that mostly happens on the training set.425

Furthermore, similarly to the endocardium segmentation, the use of manual

initialisation also shows the best result in the field. Finally, given the similar

appearance of the endocardium and epicardium images, it is important to jus-

tify the need for learning two separate DBN models, that is the ENDO and

EPI DBNs, instead of a single one estimated with all training sets. The main430

reason for these two models lies in the empirical evidence that they produce

more accurate segmentation results, as shown in Tab. 3-4, where the rows la-

belled by Proposed model (semi) show the results with the two separate

DBNs, while the rows labelled by Ngo and Carneiro (2013) display results using

a single classifier.435

The comparison with the state of the art in terms of the endocardium seg-
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mentation in Tables 3-4 and the epicardium segmentation in Tables 5-6 shows

that our approach produces the best results in the field for the semi-automated

segmentation problem. For the fully automated segmentation problem our re-

sults is on par with the result of the method proposed by (Jolly (2009)), which440

is considered to be the current state of the art by a recent review paper by (Pe-

titjean and Dacher (2011)). In general, for the endocardium segmentation, our

results are better in terms of ”Good” percentage than other methods but com-

parable to the best ones with respect to ADM and APD. For the epicardium seg-

mentation our results are comparable to the method proposed by (Jolly (2009)),445

but better than all others. Note that while some approaches are more accurate

in terms of APD or ADM (Lu et al. (2009)), they also present low values for

”Good” percentage, which means that these methods also produce a large num-

ber of segmentations with APD larger than 5mm, but the few ones that survive

the ”Good” percentage test are reasonably accurate. Another important ob-450

servation is the relatively worse performance of the fully automated compared

to semi-automated segmentation (not only for our proposed method, but other

methods proposed in the literature), indicating that there is still room for im-

proving the accuracy of the initial endocardium and epicardium segmentations.

It is also important to mention that our approach runs on (mean) average in455

175±35 seconds for the endocardium segmentation and 119±20 seconds for the

epicardium segmentation using a non-optimised Matlab program, which is slower

or comparable to other aproaches that run between one minute (Constantinides

et al. (2012); Jolly (2009); Wijnhout et al. (2009)) and three minutes (Hu et al.

(2012); Lu et al. (2009)).460

There are several points that can be explored in order to improve the results

of the endocardium and epicardium segmentation. First, instead of running

the segmentation algorithm slice by slice, we can run it over the whole volume

and use a 3-D shape model to constrain the search process. Second, we can

also use a motion model as another constraint for the segmentation process.465

Third, if new training sets become available in the field, we can train more

complex DBN models that can potentially produce more accurate segmentation
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results. Finally, we can decrease the running time of our approach by paral-

lelizing the segmentation processes since the segmentation of each slice is done

independently of all others (roughly this means that we can in principle make470

our approach 10 times faster).
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LEVEL SET AND DEEP-STRUCTURED LEARNING AND INFERENCE
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ABSTRACT

Computer-aided diagnosis of digital chest X-ray (CXR)
images critically depends on the automated segmentation of
the lungs, which is a challenging problem due to the pres-
ence of strong edges at the rib cage and clavicle, the lack of
a consistent lung shape among different individuals, and the
appearance of the lung apex. From recently published results
in this area, hybrid methodologies based on a combination of
different techniques (e.g., pixel classification and deformable
models) are producing the most accurate lung segmentation
results. In this paper, we propose a new methodology for lung
segmentation in CXR using a hybrid method based on a com-
bination of distance regularized level set and deep structured
inference. This combination brings together the advantages
of deep learning methods (robust training with few annotated
samples and top-down segmentation with structured inference
and learning) and level set methods (use of shape and appear-
ance priors and efficient optimization techniques). Using the
publicly available Japanese Society of Radiological Technol-
ogy (JSRT) dataset, we show that our approach produces the
most accurate lung segmentation results in the field. In par-
ticular, depending on the initialization used, our methodol-
ogy produces an average accuracy on JSTR that varies from
94.8% to 98.5%.

Index Terms— Lung segmentation, Deep learning, Level
set methods

1. INTRODUCTION
The automated segmentation of lung boundaries from digital
chest X-ray (CXR) is one of the main stages in the computer-
aided diagnosis (CAD) of lung health [1]. Lung boundaries
can be used for computing lung volume or estimating shape
irregularities [2], but it is also used as one of the stages in sev-
eral CAD systems [6]. These CAD systems are particularly
important for screening and detecting pulmonary pathologies,
but with a major focus on tuberculosis, which is the second
leading cause of death from infectious disease worldwide [3].

This work was partially supported by the Australian Research Council’s
Discovery Projects funding scheme (project DP140102794). Tuan Anh Ngo
acknowledges the support of the 322 Program - Vietnam International Edu-
cation Development, Ministry of Education and Training (VIED-MOET).

Fig. 1. Left and right lungs segmentation.

The highest incidences of these diseases occur in places of
the world with inadequate health care infrastructure, so the
deployment of such CAD systems in these places is impor-
tant because they can help local clinicians in the screening
and diagnosis processes mentioned above [1]. However, the
automated segmentation of lung boundaries is a challenging
task because of the following reasons (see Fig. 1) [1]: 1) the
edges present at the rib cage and clavicle represent a challenge
for optimization methods that can get stuck at local minima;
2) the appearance inconsistencies caused by the clavicle bone
at the lung apex also represent an issue for most optimization
approaches for the same reason above; and 3) the lack of a
consistent lung shape among different individuals is a chal-
lenge for the use of shape priors.

There has been considerable effort applied in the devel-
opment of automated lung segmentation methods [13], and
the most successful approaches are usually based on hybrid
methods that combine several techniques, such as methods
that combine landmark learning with active shape and ap-
pearance models [11,12] or graph cuts with non-rigid regis-
tration [1]. Similarly, we propose a hybrid method based on
a recent methodology that we developed for the problem of
left ventricle segmentation from magnetic resonance image
(MRI) [8], which has recently achieved the best results in the
field. The extension of this methodology to this new problem
requires some modifications to the original algorithm, but it
is interesting to note that the core steps have remained almost
unaltered, showing that this algorithm can be potentially ap-
plied to other similar problems.
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The method being proposed in this paper for segment-
ing lungs from CXR images is based on the combination
of distance regularized level set (DRLS) [7] and deep struc-
tured learning and inference using a deep belief network
(DBN) [5]. Essentially, we use the DRLS [7] optimization
with the usual shape and appearance terms, but with an ad-
ditional term based on the top-down segmentation produced
by a deep structured inference. This combination aims at
exploring the advantages of both approaches, which are the
efficient optimization and the prior shape and appearance
terms from DRLS, and the robust statistical segmentation
models produced by deep learning methods. We test our
approach using the Japanese Society of Radiological Tech-
nology (JSRT) dataset, and our results show that, depending
on the initialization used, our methodology can produce an
average accuracy on JSTR that varies from 94.8% to 98.5%,
which is significantly better than the current best approach in
the field [1] (that reported an accuracy of 95.4%).

2. METHODOLOGY

In this section, assume that the annotated chest radiograph
database is represented by D = {(I, c, q)i}|D|i=1, where I :
Ω → R represents an image (with Ω ⊆ R2 denoting the im-
age lattice), q ∈ {left lung,right lung} and c : [0, 1] → Ω de-
notes the explicit contour representation of the segmentation.
Also assume that the implicit contour representation is the
zero level set of a signed distance function φ : Ω → R, and
the lung segmentation map is represented by y : Ω→ {0, 1},
where 1 represents the foreground (i.e., left or right lung) and
0 denotes the background. Below, we first explain the DRLS
method, then we describe the DBN segmentation model, and
finally explain the combined inference algorithm.

The main optimization method for producing the segmen-
tation is based on the DRLS formulation [7], where the energy
functional is represented by:

E(φ, φDBN,q) = µRp(φ) + Eext(φ, φDBN,q), (1)

with the distance regularization Rp(φ) =
∫

Ω
0.5(|∇φ| −

1)2dx (this guarantees that |∇φ| ≈ 1), and

Eext(φ, φDBN,q) = λL(φ) + αA(φ) + γS(φ, φDBN,q), (2)

where the length term L(φ) =
∫

Ω
gδ(φ)|∇φ|dx (with δ(.)

denoting the Dirac delta function and g = 1
1+|∇Gσ∗I| rep-

resenting the edge indicator function), the area A(φ) =∫
Ω
gH(−φ)dx (with H(.) denoting the Heaviside step func-

tion), and S(φ, φDBN,q) =
∫

Ω
(φ− φDBN,q)

2dx represents the
shape term that drives the φ towards the shape φDBN,q , which
is the distance function inferred from the deep belief network
(DBN) structured inference described below (see Fig. 2-(a)).
The minimization of the energy functional in (1) is achieved
by finding the steady solution of the gradient flow equation
∂φ
∂t = −∂E∂φ [7].

(a) DBN model (b) Training samples

Fig. 2. DBN Model (a) and training samples for the DBN (b).

The DBN structured inference produces the following
segmentation map (Fig, 2-(a)):

y∗DBN,q = arg max
y

∑

h1

...
∑

hK

P (v,h1, ...,hK ,y; Θq), (3)

where hk ∈ {0, 1}|hk| represents the |hk| hidden nodes of
layer k ∈ {1, ..,K} of the deep belief network, v is a vector
representation of the input image I , and Θq denotes the DBN
parameters (weights and biases). The probability term in (3)
is computed as

P (v,h1, ...,hK ,y) =P (hK ,hK−1,y)
(
K−2∏

k=1

P (hk+1|hk)

)
P (h1|v),

(4)

where − logP (hK ,hK−1,y) ∝ ERBM(hK ,hK−1,y) with

ERBM(hK ,hK−1,y) =− b>KhK − a>K−1hK−1 − a>y y−
(hK)>WKhK−1 − (hK)>Wyy

(5)

representing the energy function of a restricted Boltzmann
machine (RBM) [5], where bK ,aK−1,ay denote the bias
vectors and WK ,Wy are the weight matrices. Also in (4),
we have

P (hk+1|hk) =
∏

j

P (hk+1(j) = 1|hk), (6)

with P (hk+1(j) = 1|hk) = σ(bk+1(j) + h>kWk+1(:, j)),

P (h1(j) = 1|v) = σ(b1(j) + v>W1(:,j)
σ2 ) 1, where σ(x) =

1
1+e−x , the operator (j) returns the jth vector value, and (:, j)

returns the jth matrix column.
The DBN in (3) is trained with a dataset containing train-

ing image I and respective segmentation map y, as shown in
Fig. 2-(b). The training process is based on the unsupervised
bottom-up training of each pair of layers, where the weights

1That is, we assume zero-mean Gaussian visible units for the DBN.
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and biases of the network are learned to build an auto-encoder
for the values at the bottom layer, and a top RBM is trained
with the segmentation map y [5]. The structured inference
process consists of taking the input image and performing
bottom-up inferences, until reaching the top two layers, which
form an RBM, and then initialize the layer y = 0 and perform
Gibbs sampling on the layers hK and hK−1, y until conver-
gence [5].

The combination of DRLS and DBN is explained in the
Alg. 1, where essentially, we iteratively run the DRLS
method until convergence using the segmentation result from
the DBN as one of the optimization terms.

Algorithm 1 Combined Level Set and DBN Segmentation
• INPUT: test image I and initial segmentation φ0

• Infer y∗
DBN,q from I using (3) for q ∈ {left lung,right lung}

• Compute distance function φDBN,q from map y∗
DBN,q (Fig. 2-(a))

for t = 1:T do
• Run DRLS using φt−1, φDBN,q to produce φt

end for
• Segmentation is the zero level set C = {x ∈ Ω|φT (x) = 0}

3. EXPERIMENTS

The evaluation of the accuracy of our methodology uses the
publicly available Japanese Society of Radiological Tech-
nology (JSRT) dataset [10], which contains manual segmen-
tations of lung fields, heart and clavicles [12]. The JSRT
database contains 247 chest radiographs, where 154 contain
lung nodules (100 malignant, 54 benign) and 93 have no
nodules, and each sample is represented by 12-bit gray scale
image with size 2048 × 2048 pixels and 0.175mm pixel
resolution. This database is randomly split into three sets:
training (84 images), validation (40 images) , and test (123
images), and the assessment is based on following three mea-
sures: Jaccard Similarity Coefficient (Ω), Dice’s Coefficient
(DSC), and Average Contour Distance (ACD) [1]. We use the
training set for the estimation of the DBN and DRLS param-
eters and the validation set for the DBN model selection (e.g.
select the number of layers and number of nodes per layer in
the network). The model selection estimated the following
configuration for DBN: each hidden layer has 1000 nodes,
with the input and segmentation layers with 1600 nodes. The
initial guess φ0 in Alg. 1 used by our approach is not auto-
matically produced, so we show how the performance of our
approach is affected by initial guesses of different accuracies,
which are generated by random perturbations from the man-
ual annotation. We denote the different initial guesses by the
index k ∈ {1, 2, 3}, where k = 1 indicates the highest preci-
sion and k = 3 means the lowest precision initial guess. The
estimation of the level set parameters is performed separately
for each type of initial guess, and we achieve the following
result: µ = 0.12, λ = 2, α = −3, γ = 0.0005 for k = 1;
µ = 0.12, λ = 2, α = −10, γ = 0.003 for k = 2; and

Fig. 3. Lung segmentation results with initial guess k = 2.
The green contour shows expert annotation and the red illus-
trates the final result.

µ = 0.12, λ = 2, α = −15, γ = 0.007 for k = 3.

3.1. Results
Table 1 shows the results of our proposed methodology for
lung segmentation with the different types of initial guesses.
In this table, we also show the results when γ = 0, which is
denoted by ”Model without DBN” (this shows the influence
of the DBN in the proposed methodology); and we also show
the results for the initial guess, represented by ”Initial guess
only”. Table 2 compares our results with the ones produced
by the current state of the art on the JSRT database. Finally,
Fig. 3.1 shows a few lung segmentation results using initial
guess k = 2 on images of the test set. Using a standard com-
puter (Intel(R) Core(TM) i5-2500k 3.30GHz CPU with 8GB
RAM), and processing an input image with size 256×256 pix-
els, our method runs on average in 20.68 sec/image, which is
comparable to the result by Candemir et al. [1], who report a
running time of between 20 and 25 sec/image using the same
input resolution and similar computer configuration.

4. DISCUSSIONS AND CONCLUSIONS
The results show that our proposed method using the initial
guesses k ∈ {1, 2} produces the best results in the field and
comparable running times to the current state of the art. The
main step that is missing from our approach is an automated
initial guess, and we plan to address this issue by using the
initial guess proposed by Candemir et al. [1]. We also plan to
extend this method to other lung segmentation databases [1]
and other segmentation problems (i.e., other anatomies) from
different imaging techniques.
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Chapter 8

Conclusion and Future Works

The segmentation problems present in medical image analysis applications represent an impor-

tant and difficult challenge because of their strict accuracy requirements and the lack of large

annotated datasets. The methodology proposed in this thesis addresses the accuracy aspect of

these segmentation problems without requiring large annotated datasets, and we believe that

the results produced by our system show that it is able to achieve the current state-of-the-art

results in quite different medical image analysis applications. We believe that this represents

a strong evidence that supports our accuracy claims. In this final chapter we discuss the main

contributions of our work, its limitations and directions for the future.

8.1 Summary of Contributions

The methodology proposed in this thesis, based on the combination of level set methods and

deep learning techniques, is the first approach in the field to successfully combine these two

approaches. This hybrid model has been tested on two datasets containing images of different

organs (heart and lungs) from different modalities (MRI and X-Ray), and we show that we can

obtain state-of-the-art results on both problems. The main contributions of this thesis are the

following:

1. In Chapter 4, we introduce the use of a DBN for the structured output prediction that

represents the endocardium segmentation from MRI, which is a novelty to the best of our

knowledge. In addition, we also introduce the combination of level set and deep learning,

which is also another novelty. The experiments are based on a semi-automatic system that

uses manually defined regions of interest (ROI) represented by a bounding box around the
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Chapter 8. Conclusion and Future Works

endocardium. Results show that we obtain state-of-the-art segmentation results in the pub-

lic dataset MICCAI 2009 [42] used for assessing competing segmentation methodologies

for the problem of endocardium segmentation;

2. The introduction of an automatic initialisation of the level set method has been proposed

in Chapter 5, where we use a DBN as a structured output model for the ROI detection,

which is also another novelty in the computer vision and medical image analysis fields.

This ROI detection allowed us to proposed a fully automatic segmentation system that can

produce the current best results in the MICCAI 2009 challenge dataset;

3. In Chapter 6, we propose a fully automatic methodology capable of localising the left

ventricle ROI, then the endocardium border and finally the epicardium border. The results

on the MICCAI 2009 challenge dataset show that our methodology is the best methodol-

ogy in the field for the semi-automatic problem and on par with the best methodology in

the field for the fully automatic segmentation problem. Note that in the papers presented

in Chapters 4-6, we show that the DBN terms provide significant improvements in the

segmentation accuracy (see Table 1 in Chapter 4, and Table 1 in Chapter 5); and

4. The methodology is also tested in a new problem: lung segmentation from chest radio-

graphies. The experimental segmentation results show that the DBN term again improves

the final results of level set evolution (see Table 1 in Chapter 7), which can be considered

to be the current state of the art in the field.

8.2 Future Work

Our method successfully shows how to use a deep learning structured output model to initialise

and constrain the evolution of the level set methods. Nevertheless, we believe that there are

some points that could be improved in our methodology, as follows:

1. Besides using intensity and shape constraint, we will incorporate motion information into

the segmentation process of the left ventricle of the heart: this can be done with the

insertion of a motion model in our methodology;

2. We will introduce the DBN method in the level set formulation in such way that it can

be updated during the level set evolution (i.e., re-estimate the model parameters during

inference);

3. We will use convolutional neural networks [93] for the detection and segmentation tasks,

which have been shown to produce more accurate results, compared with DBN mod-

els [94];
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4. We will implement a fully automated version for the lung segmentation task, using the

same steps as in the left ventricle segmentation task; and

5. We will apply our model to other problems in medical image analysis.
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