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Abstract

This thesis applies a multistatic meteor radar to an investigation of the dynamics of

the mesosphere lower thermosphere/ionosphere (MLT/I; ∼ 60-110 km altitude). The

main radar used in the study operates at 55 MHz and is in the vicinity of Adelaide,

South Australia, consisting of a monostatic radar at the Buckland Park field site (34.6◦S,

138.5◦E) and a bistatic receiver located about 55 km south-east at a site in the Ade-

laide Hills (35.1◦S, 138.8◦E). The areas of investigation pertaining to MLT/I dynamics

include assessing the ability of a multistatic meteor radar to measure the vertical flux

of horizontal momentum and studying the interaction between gravity waves and tidal

effects. The thesis also presents a novel phase calibration technique for meteor radars,

based on the use of civilian aircraft.

The assessment of this radar’s ability to measure MLT/I momentum fluxes demon-

strated that a relative uncertainty of about 75% can be expected for a monostatic con-

figuration, assuming a flux magnitude of ∼ 20 m2s−2, a single day of integration, and

a gravity wave field synthesized from a realistic spectral model. The multistatic config-

uration with a single bistatic receiver is shown to yield a relative uncertainty of about

65% under the same conditions. It is suggested that the increase in precision can be

attributed entirely to the increase in the number of meteor detections associated with

the combined monostatic and bistatic receivers, rather than due to the existence of a

more favourable distribution of Bragg vectors arising from the receiver separation.

A case study of winds around the autumnal equinox of 2018 revealed large modula-

tions in diurnal tidal amplitudes, with peak component diurnal tide amplitudes of ∼50

ms−1 and peak zonal wind velocities of ∼ 140 ms−1. In the context of the need to verify

the accuracy of momentum flux estimates from the radar, this motivated an investigation

into the role momentum transport from gravity wave breaking played in modulating the

tidal amplitudes. The investigation showed that while the observed gravity wave forcing

exhibited a complex relationship with the tidal winds, the components of the forcing

were generally seen to be approximately out of phase with the tidal winds above al-
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titudes of ∼ 88 km. Additionally, no clear phase relationship between the tides and

gravity wave forcing was observed below ∼ 88 km.

Following the case study, the altitude and angle-of-arrival (AOA) errors and reduced

meteor detection rates associated with suspected receiver phase calibration errors mo-

tivated the development of an alternative phase calibration technique. The technique

developed was based on the use of echoes from civilian aircraft with known positions.

Approximately two weeks worth of aircraft detections with the radar and a 1090 MHz

Automatic Dependent Surveillance Broadcast receiver (used to receive aircraft position

information) was acquired during November 2019. By taking into account the implied

phase correction variability with AOA using a beamforming approach, it was shown

that the aircraft-based corrections yielded an equal or smaller meteor height distribu-

tion width than the conventionally used empirical phase calibration technique. Assuming

that a smaller height distribution width equates to smaller average height estimation er-

rors, this was taken to mean that the aircraft-based approach outperformed the empirical

one.
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Chapter 1

Introduction

This thesis is concerned with using radar measurements of the motion of ionized

meteor trails to study atmospheric waves between altitudes of about 80 and 100 km.

This part of the atmosphere is a subset of the so-called mesosphere-lower thermo-

sphere/ionosphere (MLT/I; 60-110 km). Specific foci of the thesis include estimating

the uncertainties of momentum transport measurements, studying observations of the

interactions between small-scale waves and tides, and the consideration of an oppor-

tunistic way to phase-calibrate radars using echoes from civilian aircraft.

The principal motivation behind studying momentum transport and interactions be-

tween small-scale waves and tides in the MLT/I is to improve on shortcomings in the

way the effects of these waves are represented in global circulation models of the atmo-

sphere. The purpose of this Chapter is two-fold: (1) to discuss the main effects the waves

have on the global circulation in the MLT/I, so as to motivate their inclusion in global

circulation models (Sect. 1.1), and (2) to provide an overview of which of these wave

effects can be measured using radar techniques, as well as some difficulties in obtaining

and interpreting those measurements (Sect. 1.2).

1.1 The MLT/I and the effects of atmospheric waves

The vertical structure of the Earth’s atmosphere is usually described in terms of

layers whose boundaries are defined by turning points in the temperature profile. A

representation of these layers for a mid-latitude location during an equinoctial period is

shown in Fig. 1.1.

As shown in the simulation output in Figs. 1.2 and 1.3, there are considerable varia-

tions in the zonal-mean temperature and wind structure of the MLT/I with latitude and

season. At least in the MLT/I, this variability is indirectly controlled by the transfer of

1
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Fig. 1.1: Atmospheric temperature (red) and density (blue) profiles from the

NRLMSISE-00 model, for 45◦S around the time of the Southern Hemisphere autum-

nal equinox (late March) (figure from Spargo [2016]).

momentum between different regions of the atmosphere by wave motions. Of principal

interest in this thesis is the vertical transfer of momentum associated with the dissipation

of these waves as they propagate through the MLT/I.

The waves occupy a spectrum of temporal and spatial scales, and are generally broken

down into three classes:

• “Gravity” waves, which are associated with the buoyant restoration of adiabatic

displacements of air parcels, with the initial forcing principally provided by to-

pography, wind shear, and/or convection. They occupy periods ranging from ap-

proximately 5 minutes up to the inertial period (which is roughly 12 hours at the

poles and theoretically infinite at the poles), and spatial wavelengths ranging from

several to hundreds of kilometres (see e.g., Fritts [1984]).

• Thermal tides, which in the MLT/I are caused by the diurnal variability in solar

heating of ozone in the stratosphere and water vapour in the troposphere. The

most dominant tides occur at periods within the first few harmonics of this diurnal
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Fig. 1.2: 30-year climatology of WACCM3 temperatures with height and latitude (from

Richter et al. [2008], Fig. 4). Each plot represents a different season (which are indicated

in the plot titles).

forcing (and are also termed “migrating” tides) and are global in scale (see e.g.,

Lindzen and Chapman [1969]).

• Planetary waves, which are associated with the variation of the Coriolis force with

latitude. They have known modes of variability ranging from a few days up to

several months, and are also global in scale (see e.g., Smith [2012]).

Perhaps the most obvious consequence of wave momentum transfer in the MLT/I

is the curious feature in Fig. 1.2 that the minimum temperatures of just below 160

K occur at the polar mesopause (altitude ∼ 85 km) in the middle of summer. Given

the insolation levels during summer at the poles, this represents a significant departure

from radiative equilibrium (of the order of approximately 50K, as noted by e.g., Vincent

[2015]). Unsurprisingly, the first observations of this phenomenon, which date back to

rocket-based soundings of the upper atmosphere in the early 1950s, were baffling to those

involved (see e.g., Crary [1950]).

The cause of the so-called “cold summer mesopause” is the adiabatic decompression
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(compression) associated with rising (sinking) motions that occur over the poles in sum-

mer (winter), which is accompanied by a residual circulation from the summer pole to

the winter pole. This conclusion was initially reached as early as the 1950s by Kellogg

and Schilling [1951], following their development of a circulation model of the atmo-

sphere up to an altitude of 120 km. However, debate ensued in the following decades as

to the mechanism driving this circulation. While the hypothesis that breaking gravity

waves were responsible for the circulation appeared in a number of studies published

during the 1960s, it was not widely accepted until the landmark work of Lindzen [1981].

The caveat in the model of Kellogg and Schilling [1951] was the existence of the large

meridional motions required to satisfy flow continuity. To conserve angular momentum,

these would result in zonal motions much larger than those that had been observed up

to that time. In fact, the inferred zonal motions accelerated westward during summer

and eastward during winter with altitude, unabated. As shown in Fig. 1.3 (from Richter

et al. [2008]), the present understanding is that the winds do accelerate in this way up

to about 60 km altitude, but then reduce with altitude and change sign between about

70 and 90 km (depending on the latitude and season). This process is often referred to

in the literature as the “closing” of the mesospheric wind jets.

To reconcile the unexpectedly small zonal motions, Haurwitz [1961] proposed that

frictional forces which decelerate the zonal wind result in the expected meridional mo-

tions. As an aside, to give further credence to the existence of a pole-to-pole circulation,

he also found that the meridional motions arising from these frictional forces were of the

right order and sign to explain the influx of ozone into high latitude regions during late

winter and in early spring. A modified version of this frictional force subsequently came

to be referred to as “Rayleigh drag” following the work of Leovy [1964]. Although the

drag mechanism proposed by Leovy [1964] could explain the meridional motions, it was

difficult to reconcile the size of the drag needed to justify the zonal wind deceleration

(e.g., Green [1972]). Furthermore, the drag was only sufficient to decelerate the zonal

motions to zero, not to reverse them (as discussed by e.g., Dunkerton [1982]).

Somewhat in parallel with these studies, interest in the small-scale oscillations ob-

served in mesospheric wind fields and meteor trails increased. Hines [1960] was the first

to propose the idea that many of these oscillations were a manifestation of waves whose

restoring force was buoyancy, and termed them “internal atmospheric gravity waves”

(“internal” referring to the fact that they oscillate within the fluid rather than on its

surface). In particular, Hines made the suggestions that gravity waves:
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Fig. 1.3: As per Fig. 1.2, but for zonal winds (from Richter et al. [2008], Fig. 3)

1. can transport energy upwards from their source region in the lower atmosphere;

2. will, through conservation of energy, increase in amplitude with height as a result

of the decreasing atmospheric density;

3. will “saturate” at some threshold altitude, and simultaneously deposit their energy

through the production of turbulence.

In the following years, a number of important advances were made in understanding the

effect gravity waves have on the MLT-region (Houghton [1978] provides an overview of

the advances up to late 1970s). Key among those are the findings of Bretherton [1966]

and Booker and Bretherton [1967], who pointed out that gravity waves are absorbed by

the background wind flow at a so-called “critical level” (which occurs when the wave’s

phase velocity matches the wind’s) and through momentum transfer accelerate the flow

in the direction of the wave’s phase velocity during this process. This process has come

to be referred to in more recent literature as “critical level absorption”. Furthermore,

Bretherton [1969] and Lilly [1972] showed that gravity waves transfer momentum to the

flow in the same way when they saturate. A detailed description of wave saturation

processes can be found e.g., in the reviews by Fritts [1984] and Fritts and Alexander

[2003].
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Lindzen [1981]’s landmark advance was to essentially describe a mechanism linking

the critical level absorption, gravity wave forcing, and global meridional circulation pro-

cesses in the MLT/I. His findings showed that the phase velocities of waves propagating

to the mesosphere are sharply limited by critical level absorption in the troposphere and

stratosphere. The waves that do reach the mesosphere consequently have a phase veloc-

ity spectrum that is “biased away” from the wind profile’s. Following on from previous

findings, he confirmed that the momentum divergence associated with the waves’ satu-

ration results in a body force on the wind, tending to accelerate it towards the waves’

phase velocity. This acceleration is synonymous with the drag force earlier envisaged by

Haurwitz [1961] and Leovy [1964], except that it also has the capability of reversing the

flow. The body force is balanced by a Coriolis torque (an acceleration of the meridional

wind in this case) sufficient to satisfy the continuity requirements for vertical motions

over the poles. The zonal wind direction and predominant gravity wave phase propaga-

tion directions are such that these vertical motions are downward over the winter pole

and upward over the summer pole, leading to the observed departures in the temperature

distribution from radiative equilibrium.

The momentum transport capability of gravity waves can be inferred from the the size

of the covariance between the orthogonal components of the wind field in a region through

which the waves are propagating. These covariance terms are typically parameterized

as components of the Reynolds stress tensor per unit mass:

τij
ρ

= 〈u′iu′j〉 , (1.1)

which is a 3×3 matrix containing the covariances between the fluctuating Cartesian

components of the wind velocity. An individual entry of 〈u′iu′j〉 represents the net mo-

mentum flux per unit mass in direction x̂i across a plane perpendicular to x̂j [AMS

Glossary, 2012].

The terms that are important in determining body forces in the atmosphere are the

covariances between the horizontal and vertical velocities; these are usually referred to as

“vertical fluxes of horizontal (zonal or meridional) momentum”. The zonally-averaged

force per unit mass in the zonal direction required to produce a net meridional circulation

is given by (e.g., Fritts [1984]):

〈Fx〉 = − 1

ρ(z)

∂

∂z
(ρ(z)〈u′w′〉) = f〈v〉 , (1.2)

where u, v and w represent wind velocities in the zonal, meridional and vertical direc-

tions respectively, and f = 2Ω sinφ is the Coriolis parameter, where Ω is the (Earth’s)
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rotational angular frequency, φ is the latitude, and ρ(z) represents the neutral density

as a function of height z. The angled brackets in this equation denote a zonal average,

and in (1.1), an ensemble (e.g., temporal or spatial) average. We also note that (1.2)

assumes that the zonally-averaged acceleration of the zonal wind (∂〈u〉
∂t

) is zero (see e.g.,

Andrews and McIntyre [1976]). Similarly, the force in the meridional direction is given

by:

〈Fy〉 = − 1

ρ(z)

∂

∂z
(ρ(z)〈v′w′〉) = f〈u〉 . (1.3)

As an aside, it should be stressed that atmospheric gravity waves do not intrinsi-

cally “possess” momentum, but act to re-distribute the momentum that resides in the

mean flow between different altitudes [Fritts, 1984]. A simple thought experiment to

understand the momentum transport process is to consider correlated motions in the

û and ŵ directions occurring on the boundary between two volumes of laminar flow in

a homogeneous fluid; if the size of the oscillation changes over time, it can be inferred

that momentum has been transferred between the two volumes. The ρ(z) normalization

is present in (1.2) and (1.3) solely to conserve mass in the case of momentum transfer

occurring in the vertical direction. The reader is referred to McIntyre [1981] for a de-

tailed discussion of a number of related thought experiments. In this context, we note

his argument that fluxes of momentum associated with internal oscillations in a fluid

should be referred to as “pseudo-momentum” fluxes to avoid confusing them with the

momentum transfer that occurs in the case of electromagnetic waves applying “radiation

pressure” to an object they are incident on. In the interests of being consistent with the

literature in this field however, in this thesis we still refer to correlated fluid motions of

this kind as “momentum fluxes”.

The fact that gravity waves can control the circulation in the mesosphere means

that it is critical to incorporate their effects in global circulation models (GCMs). It

is also important that the effects of small-scale, high frequency gravity waves are well-

represented in GCMs, as while they do not necessarily dominate the gravity wave energy

budget, the relatively large vertical velocity perturbations associated with them result

in significant momentum transport between different heights when they dissipate [Fritts

and Alexander, 2003]. The considerable computational resources required to accurately

model these small-scale waves on a global scale however have long made this task pro-

hibitive (see e.g., Hamilton [1996] for a discussion of the of the grid resolution required

for the effects of the waves on the global circulation to be realistically simulated). As
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a result, it has been necessary to “parameterize” the wave effects in GCMs (e.g., Kim

et al. [2003] and Ern et al. [2011]).

The parameterization process, of which McLandress [1998] and Fritts and Alexander

[2003] provide detailed overviews, incorporates at each grid cell a specification of the

wave characteristics at the source level, the spectral evolution of the waves as a function

of height, and the calculation of a momentum forcing term at the heights of wave dissipa-

tion. This information is typically estimated from observational data, and in cases where

that data does not exist at the required resolution, the parameterization is performed

by making assumptions about these wave properties (e.g, Alexander et al. [2010]). Both

McLandress [1998] and Fritts and Alexander [2003] document the diversity of parame-

terizations that exist for incorporating unresolved gravity wave information in GCMs,

and the considerable discrepancies in the derived MLT/I mean circulation characteristics

derived from them.

The ongoing improvement in the quality of ground-based observations of gravity wave

characteristics and in the accuracy and coverage of global climatologies provided by

space-borne instruments has played a critical role in constraining the way gravity wave

characteristics have been parameterized into GCMs (e.g., McLandress [1998] and Alexan-

der et al. [2010]). This has progressed to the extent that it is now widely accepted in the

modelling community that there is good agreement between global satellite observations

of gravity wave effects and their representation in high-resolution GCMs. However,

progress remains to be made in correctly incorporating the momentum deposition of

small-scale, high frequency gravity waves in GCMs. As Alexander et al. [2010] note in

their recent review, the parameterizations’ wave momentum deposition properties and

wave breaking heights should be constrained by those observed in both radar and satel-

lite data, but in practice are just tuned to match the zonal mean climatologies provided

from satellites.

Fixed ground-based instruments such as radar and lidar have a role to play in pro-

viding this small-scale gravity wave momentum deposition information, as in principle

they can observe the evolution of a packet of small scale waves above a fixed location.

In contrast, satellite observations in general cannot observe the full spectrum of gravity

waves at a given location. Ground-based instruments are also well-suited to perform

case studies around “hot-spot” source regions of orographically-generated waves, which

contribute significant momentum flux divergences to the MLT/I. Alexander et al. [2010]

conclude that momentum flux measurements in these regions are needed in particular
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to further tighten the wave momentum deposition constraints assumed for small-scale

waves in GCMs. As an example of the ongoing effort to address this need, the recent

Deep Propagating Gravity Wave Experiment campaign [Fritts et al., 2016; Bossert et

al., 2015] has sought to provide information about wave propagation characteristics and

momentum deposition effects associated with orographic sources of gravity waves in the

Southern Hemisphere.

An area of particular interest in this thesis is the way gravity waves and tidal winds

interact through a combination of the critical level absorption and momentum deposition

processes. As will be further discussed in Chapter 4, it has proven especially difficult to

parameterize these effects into GCMs, with a conclusion to still be reached on how im-

portant gravity wave effects are in modulating tidal amplitudes and phases. In addition,

as will also be discussed in Chapter 4, few observational studies of gravity-wave–tide

interactions have been published, and they have not come to consistent conclusions on

the role gravity waves play in these interactions.

As discussed by Liu et al. [2013], ground based radars are uniquely suited to addressing

this problem because they can directly observe gravity wave forcing on tides and its

variability across many tidal oscillations at one location. Depending on the orbital

period, it can take a low-earth-orbit satellite several months to cover a diurnal cycle

above a single location. The next section briefly reviews the radar techniques that have

been used in the past to make measurements of gravity wave momentum fluxes, and

some of the caveats associated with them.

1.2 Radar measurements of MLT/I-region wind covariances

Ground-based radars can estimate components of the Reynolds stress tensor per unit

mass in (1.1) by acquiring a large sample of line-of-sight Doppler wind velocities and

solving an inverse equation to derive the individual wind covariance components (dis-

cussed further in Sect. 3.2.6). The basic geometry associated with the wind covariance

estimation is shown in the left panel of Fig. 1.4.

In the context of studies of the MLT/I, the radar techniques that have been used for

wind covariance component estimation can generally be classed into two categories: (1)

those that transmit vertical or near-vertical beams and obtain Doppler velocities from

large-scale refractive index irregularities (or “scatterers”) that advect with the wind,

and (2) those that transmit all-sky beams and measure the Doppler velocity of specular

reflections from ionization trails left in the wake of ablating meteoroids (that also advect
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Fig. 1.4: The geometry of estimating wind covariances using line of sight velocities from

spatially separated scatterers (left) and the typical scatterer distribution for MF and

meteor radars (right).

with the wind). A comparison of the scatterer distributions associated with these two

approaches is shown in the right panel of Fig. 1.4. The relative wind covariance estima-

tion performance of these two approaches is discussed below (with the second approach

being of principal interest in this thesis and discussed in much further detail in Chapter

2).

Using the medium frequency (MF) radar at the Buckland Park field site, Vincent and

Reid [1983] were the first to make direct measurements of the vertical flux of horizontal

momentum terms in the MLT/I. Importantly, their study confirmed the approximate

agreement between the zonal flow acceleration and theoretical estimates of wave drag

required to balance the zonal accelerations due to Coriolis torques imposed by the mean

meridional circulation. Their approach determined the 〈u′w′〉 and 〈v′w′〉 terms from

an estimate of the difference between the mean square radial velocities determined from

narrow beams at opposite azimuth angles (see Reid [1987] for a detailed discussion of the

wave field parameters that may be estimated from such beam configurations). Similar

approaches have since been applied to the same system (e.g., Fritts and Vincent [1987],

Reid and Vincent [1987], Murphy and Vincent [1993], Murphy and Vincent [1998], and

Spargo et al. [2017]) and to other high frequency (HF) and very high frequency (VHF)

radars at various sites (e.g., Fukao et al. [1988], Reid et al. [1988], Fritts and Yuan [1989],

Fritts et al. [1990], Fritts et al. [1992], Sato [1990, 1993], Sato [1994], Tsuda et al. [1990],

Wang and Fritts [1990, 1991], Hitchman et al. [1992], Nakamura et al. [1993], Murayama
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et al. [1994], Thorsen et al. [1997], Placke et al. [2014], Placke et al. [2015], Riggin et al.

[2016], and Reid et al. [2018]).

A problem that affected most of these studies (in particular those involving radars

with relatively broad (& 3◦) transmit and receive beams) was the aspect sensitivity

(also referred to as Bragg-anisotropy [Muschinski et al., 2005]) of the partially-reflecting

scatterers illuminated by the transmit beam. If the aspect sensitivity was not measured

and accounted for, the apparent receive beam zenith angles would overestimate the

true values (see Reid and Vincent [1987] and Murphy and Vincent [1993] for examples

of approaches developed to perform this compensation), leading to an overestimation

(underestimation) of the vertical (horizontal) velocities and their variances.

A more general problem was the fact that the effective beam position could fluctuate

in a somewhat random manner about the apparent position due to the propagation of ir-

regularities in the refractive index through the beam volume. To overcome this problem,

Thorsen et al. [1997] introduced an extension to the Vincent and Reid [1983] wind covari-

ance estimation approach allowing for radar receive beams with an arbitrary “brightness

distribution” (the normalized angular and Doppler-frequency power spectral density; see

e.g., Woodman [1997]). This technique is applicable to any radar capable of performing

spatial beamforming (i.e., one with multiple spaced receiver antenna channels). Thorsen

et al. [1997] applied their approach to an MF radar with a broad, vertically-transmitted

beam, and relied on geophysical variability in the brightness distribution to obtain a

sufficient number of radial velocity—pointing direction pairs to solve for the mean winds

and wind covariances.

The critical assumption required in Thorsen et al. [1997]’s study was that the “true”

measured fluctuations in the weighted angle of arrival exceeded those due to statistical

estimation errors. Despite the apparent validity of this assumption for the radar utilized,

and the retrieval of momentum fluxes that appeared to be physically reasonable, the

approach was not widely adopted. It was only revisited recently by Spargo et al. [2017]

(see App. F) in an application to data from the Buckland Park MF radar incorporating

transmission beamsteering and beamforming on reception. Through the comparison of

vertical-beam only and multiple off-vertical beam approaches (from both simulations

and the analysis of campaign data), they concluded that the former could be used for

reliable estimation of MLT/I momentum fluxes, albeit with significantly less precision.

Another of the issues with using solely near-vertical backscatter is the resulting in-

stability in the inversion used to estimate the covariance terms. This problem was
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encountered in the recent study of Reid et al. [2018] (see App. E), where the authors

simulated the covariance uncertainties that arise in a configuration of 6-beams centred on

the vertical, with a maximum off-vertical angle of approximately 6◦. Using the Thorsen

et al. [1997] estimator, they found large correlated errors to accumulate in all the covari-

ance components including a horizontal term, and in addition surprisingly found that

these errors were larger for smaller errors in the beam position. Through an intercom-

parison of the two techniques, they also concluded that the Thorsen et al. [1997] and

Vincent and Reid [1983] techniques performed similarly, despite the latter not including

any compensation for beam position variability.

As pointed out in the review of Reid [2015], MF/HF radars (specifically those that

rely on echoes from partially-reflective scatterers in the mesosphere) have become less

widely used for studies of the MLT/I in recent years given a number of problems in the

interpretation of the wind estimates from them, let alone wind covariance estimates.

Contributing to the decline in the usage of MF/HF radars over the last two decades

has been the proliferation of relatively inexpensive all-sky meteor radars; these systems

have been seen to provide reliable wind estimates at all times of day, are comparatively

easy to operate/maintain, and are not susceptible to changing ionospheric conditions.

Nevertheless, MF/HF radars are still the benchmark instruments for measuring gravity

wave momentum fluxes and so will play an important role in this area in the future,

especially as a way of cross-checking meteor radar estimates. Such an intercomparison

was performed in the recent work of Placke et al. [2014], using the narrow-beam Saura

MF/HF radar in Norway and a VHF meteor radar on the nearby island of Andenes.

Their study showed the covariances from the Saura system (which were determined us-

ing the Vincent and Reid [1983] estimator) contained significantly less noise than those

from the meteor radar.

Hocking [2005] was the first to apply an approach based on the Thorsen et al. [1997]

estimator to covariance estimation with meteor echoes from all-sky meteor radars. He

concluded that it was possible to measure physically reasonable momentum fluxes using

this type of radar with an integration time of around two months. Given the potential it

showed for the already widely-installed meteor radars to contribute to global studies of

MLT/I momentum fluxes, Hocking’s study was followed by a number of others applying

a similar approach on different radar systems (e.g., Antonita et al. [2008], Clemesha and

Batista [2008], Beldon and Mitchell [2009, 2010], Clemesha et al. [2009], Fritts et al.
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[2010a, 2010b, 2012a, 2012b], Vincent et al. [2010], Placke et al. [2011a, 2011b, 2014],

Placke et al. [2015], Andrioli et al. [2013a, 2013b, 2015], Liu et al. [2013], de Wit et al.

[2014b, 2014a], de Wit et al. [2016], Matsumoto et al. [2016], and Riggin et al. [2016].

Angle-of-arrival uncertainties were not as significant a problem in these studies as

they were for those involving vertical beam MF/HF radars, given the specularity of

meteor echoes (discussed further in Sect. 2.2.2). However, since an ensemble of meteor

echoes encompasses a much larger volume of the atmosphere (see right panel of Fig.

1.4) and covariance terms have typically been estimated across this entire volume, the

reduced homogeneity in the wave field statistics across the volume increased the covari-

ance uncertainties. Furthermore, as a result of the inability of meteor radars to detect

echoes close to the vertical, uncertainties in covariance components involving a vertical

term (i.e., 〈u′w′〉, 〈v′w′〉 and 〈w′w′〉) were also typically much larger than in the MF/HF

radar cases.

With these concerns in mind, a number of studies have simulated the covariance

component uncertainties associated with meteor radars. The results of these are reviewed

in detail in Chapter 3. The most important of these at its time of publishing was likely

the work of Vincent et al. [2010], which through a Monte Carlo simulation of the meteor

radar covariance estimation process showed that it was essentially impossible to measure

accurate momentum fluxes with averaging times of less than one month. This study cast

doubt over the meteor radar-derived momentum flux estimates that had been published

previously—in particular those of Hocking [2005]. The studies that followed this showed

momentum fluxes with variable levels of accuracy that essentially increased with the

number of meteor detections incorporated in the covariance associated height/time bins,

with the results of Fritts et al. [2012b] and Liu et al. [2013] exhibiting the smallest

uncertainties and the most realistic climatologies.

The most recent innovation in this area is in the work of Vierinen et al. [2019]. They

introduced a technique that uses the spatial and temporal separation between all avail-

able pairs of meteor detections to estimate the wind covariance terms at each point in a

grid of spatial and temporal scales. This technique in principle can be applied to monos-

tatic (co-located transmitter and receiver) meteor radars, although they generalised the

approach to a multistatic (multiple separated transmitters and receivers) configuration

of meteor radars (to which the approach is better suited given the possibility of obtaining

a higher spatial density of meteor detections). They were able to produce temporal and

spatial spectra of horizontal energy terms (i.e., 〈u′u′〉 and 〈v′v′〉) that were physically
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realistic. However, their results were only averaged over a 24 hour period, and there were

not enough detections able to produce statistically significant momentum flux estimates

(i.e., the 〈u′w′〉 and 〈v′w′〉 terms). Nevertheless, this approach has great potential to

resolve the spatial and temporal spectra of momentum deposition arising from breaking

gravity waves.

1.3 Scope of thesis

This Chapter has briefly reviewed the important role gravity waves play in controlling

the mean and tidal winds in the MLT/I, the shortcomings in the way their effects are

represented in climate models, and how ground-based radar measurements complement

global-scale satellite studies of gravity wave effects through their ability to resolve the

contribution made by waves of different spatial and temporal scales. Particular attention

was paid to the importance of measuring the divergence of the vertical flux of horizontal

momentum, since this is a proxy for the wave forcing on the background flow. It then

went on to discuss some of the difficulties in using radars to make measurements of

this particular parameter, which essentially arise from the fact that it is a statistical

measurement and many spatially/temporally separated samples are needed to estimate

it with sufficient precision.

A major contribution made by this thesis is to provide further insight into the un-

certainties inherent to meteor radar-derived estimates of the vertical flux of horizontal

momentum. This is done through the use of a simulation of the meteor detection and

wind covariance measurement process, and also through validating the measurements

via a study of the correlation between measured tidal winds and gravity wave forcing

on the tides. The latter study also provides a contribution to the important and as yet

unresolved problem of determining whether or not gravity wave momentum deposition

plays an important role in modifying the amplitudes and phases of atmospheric tides.

The system simulated and that used for the data collection corresponds to a multi-

static configuration of meteor radars located in the vicinity of Adelaide, South Australia

(34.6◦S, 138.6◦E).

While carrying out the above work, it was realised that small errors in the phase dif-

ference estimates provided by the meteor radars used (which resulted in angle-of-arrival

errors and a reduced number of meteor estimates available for the covariance estima-

tion) could not be compensated for using pre-existing phase calibration methods. An

opportunistic method that leveraged the proliferation of aircraft echoes in the collected
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radar data was developed to carry out the phase calibration. This method was found

to out-perform pre-existing methods, and constitutes another major contribution of this

thesis.

A detailed overview of meteor radar operation and the signal processing schemes

used to determine meteor angles-of-arrival and ultimately atmospheric winds and wind

covariances from meteor echoes is provided in Chapter 2. This Chapter also provides an

overview of the Adelaide-based meteor radar systems used in this study. In Chapter 3,

the model of the meteor radar covariance estimation process is developed and used to

evaluate the performance of the estimator for a variety of mesospheric wind fields and

data averaging schemes. The same averaging schemes are applied to several months of

meteor radar data in Chapter 4 and used to study the interaction between tides and

gravity waves. Chapter 5 presents the aircraft-based phase calibration method and its

application to two weeks of meteor and aircraft detections from the BP and Mylor radar

systems. Chapter 6 shows an application of the same approach to observations from

a multistatic network of meteor radars in northern Germany. Finally, conclusions and

recommendations for future work are provided in Chapter 7.



Chapter 2

Meteors and all-sky interferometric meteor

radar

In this thesis, echoes from meteor trails that drift with the background wind are used

to infer information about dynamical processes in the mesosphere. Those echoes are

detected with spaced antenna meteor detection radars with interferometric (i.e. phase

difference measurement and associated position-finding) capability.

This Chapter aims to briefly overview all meteor radar-related concepts that are

relevant to this thesis. Meteors and their sources are firstly discussed, followed by

the characteristics of radio waves that scatter off ionized meteor trails. The operation

mechanism of meteor radars—including the radio wave generation, transmission and

reception procedures, and the signal processing applied to the received echoes—is then

discussed. Emphasis is placed on describing how the three-dimensional positions and

radial drift velocities are estimated, as the accuracy of these is important for correct

interpretation of the winds and dynamics.

Correctly compensating for phase calibration errors in meteor detection radars plays

a critical role in the accuracy of the obtained three-dimensional position information. It

can also be challenging to estimate the values of those calibration offsets. The widely-

used empirical method which has been applied to phase-calibrating the results presented

in Chapters 3 and 4 is described in this Chapter. A superior direct method is developed

in Chapter 5.

2.1 Meteors and their sources

A meteor forms when a rocky or metallic object in orbit around the Sun (referred

to as a “meteoroid”) penetrates the Earth’s atmosphere, typically at a speed of several

16
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tens of kilometres per second. The collisions that ensue cause molecules to become

dislodged from the meteoroid’s surface (“sputtering”), and to evaporate if the collisional

heating rate is sufficient. When those dislodged/evaporated particles collide again with

air molecules, one or both of those involved in a collision may become ionized. The

end result of this process is a trail of plasma in the wake of the meteoroid. Such trails

are visible to radar, given that the free electrons present will oscillate in response to an

incident radio wave, and in turn emit radio waves detectable at a radio receiver.

The vast majority of meteoroids are similar in size to grains of sand, ranging from

approximately 1 µm to 1 cm in diameter. These form trails extending about 10-15 km in

height between altitudes of about 70 and 140 km. They can be considered to originate

from two separate sources concentrated around the Solar System’s ecliptic plane: either

from a narrow stream of particles associated with a larger parent body such as a comet,

or as part of a disperse, more randomly-distributed background. The meteors associated

with these are termed “shower” and “sporadic”, respectively.

Sporadic meteors make up most of all optical and radar-based detections of meteors

from the Earth. They are concentrated in six locations with respect to the Earth’s

orbit around the Sun: a region towards and away from the Sun (helion and anti-helion,

respectively), two regions close to the direction of the Earth’s orbit (north and south

apexes, respectively), and so-called “toroidal” sources, which are located about 60◦ above

and below the direction of the Earth’s orbit. The rotation of the Earth with respect to

these sources causes a diurnal variation in sporadic meteor flux rate at a given location

on the Earth’s surface (with peaks at around 2, 6 and 10 LT [Ceplecha et al., 1998]).

Moreover, changes in the angle between the Earth’s rotation axis and orbital direction

throughout the year also cause these sources to move with respect to the Earth’s surface,

resulting in seasonal variations in the observed meteor flux at a given location.

Shower meteors manifest as an intense burst of meteor activity over a short period

(typically a few hours to a few weeks) at well-defined times of year. Visible meteors

associated with a shower event appear to radiate from a small region of the sky at an

approximately constant right ascension and declination, known as the shower “radiant”.

There are roughly a dozen major shower events every year, with each typically named

after the constellation in which the radiant occurs.
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2.2 Radar echoes from meteor trails

The first detections of radar echoes from meteors occurred in the late 1920s [Heising,

1928], largely as a byproduct of the study of propagation characteristics of HF radio

waves between ground links and as part of radio studies of the ionosphere. Baggaley

[2009] provides a detailed chronology of the development of the field—including the initial

difficulties encountered in interpreting the source of the echoes, and the proliferation of

studies in the late 1940s that grew out of radar research conducted during the Second

World War, most notably at Jodrell Bank in the UK.

The work at Jodrell Bank was a precursor to meteor radar research by the National

Research Council in Canada, the University of Adelaide in Australia, and the University

of Canterbury in New Zealand. Reid and Younger [2016] provide a historical overview

of the meteor work done by the Adelaide group since the early 1950s, which the work

presented in this thesis is an outgrowth of. In particular, Reid and Younger [2016]

also note the worldwide decline in meteor radar research during the 1970s, and the

subsequent resurgence during the 1990s motivated by interest in using meteor radar to

measure MLT-region winds.

A more recent development in the field is the widespread deployment of both pulsed

and continuous-wave (CW) multistatic meteor radars, again motivated by the suitability

of meteor radars to MLT-region wind measurement and the need to better characterise

the dynamics of this region. Initiated by a suggestion made in the Reid and Younger

[2012] presentation, the first work in the recent development was Stober and Chau [2015],

and this subsequently evolved into studies incorporating a network of radars across

Germany (see e.g., Vierinen et al. [2019]). At the time of writing, other multistatic

meteor radar networks are also under development in Australia, Argentina, Chile, and

China.

The next subsections discuss some basic characteristics of the meteor radar echoes

used in this study—most of which was discovered during the initial surge in meteor radar

research prior to the 1970s.

2.2.1 Different echo types

Meteor echoes are generally classified as either “underdense” or “overdense”. Under-

dense echoes, which make up the vast majority of all meteor returns, are characterised

by trail electron densities low enough for the incident radio wave to pass through the
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Fig. 2.1: Idealized underdense meteor echo powers (left) for increasing degrees of trail

diffusion A-D, and a randomly selected real underdense echo from the BP 55 MHz meteor

radar (right). The left figure is from Fig. 7 in Ceplecha et al. [1998], with accompanying

description and definition of the x-axis values in Sect. 4.2.1 of that work.

trail unattenuated, and for the electrons within the trail to be considered as independent

scatterers. Underdense echoes are well suited to characterisation of the atmosphere, as

they decay in a manner that can be related to local temperature and pressure. The

Doppler signatures they yield can also be related to the line-of-sight projection of the

wind velocity at the trail location.

In the overdense case, the incident wave is reflected, and secondary electron scattering

effects also contribute to the return echo. These echoes decay in far more complex ways

than do underdense echoes, and they are not routinely used for temperature/pressure

estimation (e.g., Holdsworth et al. [2004a]). Their typically long decay times often result

in a distorted trail with multiple reflection points and line-of-sight wind projections

[Sugar, 1964], also making them unsuitable for wind estimation. This thesis only makes

use of underdense echoes.

A related form of scatter is the so-called meteor “head” echo, in which ionized material

surrounding the meteoroid itself is detected. These are considerably weaker than trail

echoes, and are generally detectable only by high-power narrow-beam radars (see e.g.,

Janches et al. [2014]), rather than the all-sky type used in this study [Holdsworth et al.,

2004a]. They are not considered further in this thesis.

2.2.2 Backscatter from underdense meteors

In the initial stages of underdense trail formation, the free electrons are typically

assumed to exist along a cylinder whose diameter is small compared to the radar wave-
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length, which in turn is small compared to the trail length. Each electron can also be

assumed to backscatter incident radiation coherently. If all the electrons are assumed

to be along the trail axis, and the trail axis is perpendicular to the phase fronts from

the incident wave, then as shown by McKinley [1961] and more recently Ceplecha et al.

[1998] (their Sect. 4.2.1), summing the contributions from each electron yields a radi-

ation pattern at the receiver akin to Fresnel diffraction around a straight edge. Much

of that radiation originates from the first Fresnel zone of the trail, the centre of which

is at the point corresponding to a minimum path length between the transmitter and

receiver.

Meteor radars typically sample at intervals much smaller than typical meteor trail

formation times, which enables them to observe multiple Fresnel zones passing over

the receiver as the column of free electrons lengthens. Plot A in the left panel of Fig.

2.1 shows the backscattered power expected at a receiver during the formation of an

underdense echo; the model is discussed further in Sect. 4.2.1 of Ceplecha et al. [1998].

In passing, it should be noted that the frequency of these oscillations can be used to

determine the velocity of the meteoroid.

Specularity

Once fully formed, an underdense meteor trail is generally assumed to scatter incident

radio waves under the specular condition; i.e., the scatter is assumed to come from a

“specular point” on the trail, notionally located at the centre of the trail’s first Fresnel

zone. In this study, the height and wind information derived from backscatter and

forward scatter underdense meteor echoes is assumed to be from the trail’s specular

point.

As mentioned earlier, Sugar [1964] argues that long-duration echoes may be distorted

by wind perturbations, in such a way that there may be several local first Fresnel zones

(i.e. specular scattering locations) on the trail. These echoes would likely exhibit a more

complex decay than underdense echoes, and would be rejected by the software used in

this study as either overdense or non-meteor-like (see Holdsworth et al. [2004a], their

Sect. 3.9 and 3.10).

Echo decay

Ambipolar diffusion will immediately cause the diameter of the trail (i.e. the column

of ions and free electrons) to increase. Once the trail radius becomes comparable to the
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radar wavelength, the destructive interference that results will reduce the echo intensity.

Recombination is also known to decrease the number of free electrons available to scatter

the incident wave, further reducing the echo intensity (see e.g., Lee et al. [2013]).

In practice, these processes cause underdense meteor echoes to decay to the noise floor

within a few tens of milliseconds. Incorporating only diffusion effects, the theoretical

time taken for the backscatter echo amplitude to reduce to e−1 of its maximum is given

by [McKinley, 1961]:

τ =
λ2

16π2D
, (2.1)

where λ is the radar wavelength and D is the ambipolar diffusion coefficient. The

temperature (T ) and pressure (P ) dependence of D is embodied in the relation (e.g.,

Ceplecha et al. [1998]):

D ∝ T 2

P
. (2.2)

Plots B-D in the left panel of Fig. 2.1 show the effects of different diffusion rates on

a meteor echo, and for reference the right panel shows a randomly selected real meteor

echo from the 55 MHz BP meteor radar.

Wind velocity signature

The background wind velocity and/or turbulence in the vicinity of the meteor trail

will cause the trail to drift throughout the duration of the recorded echo. Components

of trail position changes that are perpendicular to lines of constant path length (range)

between the transmitter and receiver will give rise to changes in the received signal

phase—i.e., a Doppler shift of the signal if the rate of change of phase is constant. In

such a case the Doppler (“radial”) velocity measured at the receiver is given by:

vr = v · r̂ (2.3)

where v is the 3-component wind velocity vector, and r̂ is the unit vector from the

specular point to the transmitter/receiver (see the case for backscatter in Fig. 2.2).
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Fig. 2.2: Backscatter (left) and forward scatter (right) meteor detection geometry. In

both cases, vector r is from the specular point to the receiver (Rx). In the forward

scatter case, t is from the specular point to the transmitter (Tx), and b is the unit

vector bisecting t and r (also perpendicular to the meteor trail). β is the so-called

“forward scatter angle”. The blue lines represent a contour of constant path length

between the Tx and Rx locations; in the backscatter case this is a circle centred on the

Tx/Rx, and in the forward scatter case it is an ellipse with foci at the Tx/Rx locations.

2.2.3 Forward scatter from underdense meteors

The previous section pertains to backscatter echoes, in which the transmitter and

receiver are co-located, and the radar wave fronts are perpendicular to the meteor trail.

Underdense meteors are also known to exhibit specular scatter at oblique incidence (e.g.,

McKinley [1961] and Sugar [1964]) meaning they can be detected with a bistatic receiver

(i.e., one separated from the transmitter). Detections made in this way are often referred

to as arising from “forward scatter” meteors (e.g., Ceplecha et al. [1998]).

Changes to the measured Doppler shift and meteor decay time arising from the for-

ward scatter geometry are summarized below.

Echo decay

In the forward scatter case, there is a smaller maximum deviation in path length

between different points on the trail as the trail radius increases, relative to the normal

incidence case. This means the trail has to diffuse more for the same level of signal

decay, and in practice means that a forward scatter receiver may be able to detect faster

decaying echoes than a backscatter one (i.e., as though it were operating at a larger

wavelength). The theoretical echo decay time in the forward scatter case is given by
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[McKinley, 1961; Sugar, 1964]:

τ =
λ2 sec2 (β/2)

16π2D
, (2.4)

where β is the angle made between the meteor-transmitter and meteor-receiver vec-

tors, often termed the “forward scatter angle” (see Fig. 2.2). As an example, a forward

scatter angle of 90◦ will increase the decay time by a factor of 2.

Wind velocity signature

As shown in Fig. 2.2, lines of constant transmitter-receiver path length in the forward

scatter case form an ellipse with the transmitter and receiver as the foci (this contrasts to

the backscatter case, where the line of constant path length is a circle). Only components

of position changes perpendicular to this ellipse (i.e., along the b vector), that are in

turn projected onto the r vector will yield a measurable change in signal phase at the

receiver (e.g., Protat and Zawadzki [1999] and Hocking [2018]). The Doppler velocity

measured at the receiver in this case is given by:

vr = (v · b) · r̂ = (v · b) cos (β/2) . (2.5)

It should be noted that recent publications using forward scatter meteor detections

for wind estimation (e.g., Stober and Chau [2015]) arrive at (2.5) using an alternate

approach. Rather than projecting v · b on r̂ (e.g., Protat and Zawadzki [1999]), they

introduce the effective Bragg wavelength for the oblique scattering geometry, given by:

λB =
λ

2 cos (β/2)
, (2.6)

and then state that the measured radial velocity is given by:

vr = fdλB , (2.7)

where fd = 2 (b · v)/λ is the Doppler frequency projected on b. Substituting (2.6)

into (2.7) then yields (2.5) as expected. This thesis follows the generalized approach for

a bistatic receiver introduced by Protat and Zawadzki [1999].
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Fig. 2.3: Meteor peak detection altitudes and distribution widths for two meteor radar

frequencies at Davis Station, Antarctica: 55 MHz (left column) and 33 MHz (right

column) (from Holdsworth et al. [2008], their Fig. 1).

2.2.4 Altitude distribution

Meteoroids that enter the atmosphere have a distribution of masses, entry angles and

entry speeds. Each of these affects the height at which the meteor trail forms. For

instance, higher velocity meteors will form an ionization trail at larger heights than will

slower ones, as will meteors that enter at a shallow angle versus those that enter at a

steep angle. The end result of these effects is to produce a distribution of trails between

altitudes of about 70 and 140 km.

The distribution of trail altitudes actually observed by a meteor radar is dependent on

the operating frequency (e.g., Greenhow and Hall [1960], Thomas et al. [1986], and Steel

and Elford [1991]). As per (2.2), trails diffuse more rapidly at higher altitudes because of

the lower pressure. Since destructive interference occurs as trail radii approach the radar

wavelength, echoes decay more rapidly at higher altitudes, and even more so at shorter

wavelengths. At a certain altitude for a given operating frequency, most echoes decay

before the trail has even fully formed (often referred to as the “radio meteor ceiling”

effect). This causes the peak meteor detection altitude of higher frequency radars to be

lower than for lower frequencies (see Fig. 2.3, which shows the peak detection altitude

and distribution widths for a 33 MHz and a 55 MHz system). In this context, it should

also be noted that the increased decay time associated with forward scatter echoes also

slightly increases the range of meteor heights detectable for a bistatic receiver, depending

on the size of the forward scatter angle (see (2.6) for the effective change in wavelength).

For the 55 MHz radar considered in this thesis, meteors are detected between alti-

tudes of about 70 and 110 km, with a peak around 90 km. Altitude distribution width
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Fig. 2.4: Locations of the meteor radars used in this study.

Fig. 2.5: A photograph of the Mylor array (taken by the author on 29-Aug 2019).

measurements are used extensively in Chapter 5 to assess the performance of meteor

radar phase calibration techniques.

2.3 Meteor radars used in this study

This thesis predominantly makes use of two 55 MHz meteor radars: a monostatic

radar at the Buckland Park (BP) field site (34.627◦S, 138.468◦E), and a bistatic receiver

on a property nearby the township of Mylor, South Australia (35.070◦S, 138.752◦E) (see

map in Fig. 2.4). The two sites are separated by approximately 55 km. Both radars

make use of a 5-antenna receiver interferometer (whose antenna configuration is shown

in Fig. 2.8), and have used identical experiment parameters for all work presented in this

thesis (shown in Table 2.1). To permit accurate range and Doppler velocity estimates at
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Fig. 2.6: A photograph of one of the receiver antennas at the Mylor site (taken by the

author on 01-Dec 2019).

the Mylor site, the system timing, frequency, and clocks at both sites are synchronized

with GPS-disciplined oscillators.

The 55 MHz meteor radar at BP was installed in early 2006 as part of a collab-

oration between Adelaide-based company ATRAD Pty. Ltd. and the University of

Adelaide. The system presently shares a transceiver system with a co-located 144-

element Stratosphere-Troposphere radar [Dolman et al., 2018]. The receiver at Mylor

was installed solely by ATRAD Pty. Ltd. in late 2015.

Typical results from both of these systems are shown in Fig. 2.7. These plots show

the meteor temporal/spatial distribution and the estimated mesospheric wind field cor-

responding to data collected on 07-Apr 2018. As an aside, it should be noted that the

peak detection height of the meteors at Mylor is several km higher than that at BP; as

discussed in Sect. 2.2.4, while it is expected that a bistatic receiver would on average

detect meteors at higher altitudes, much of this difference has been determined to be

due to effects of phase calibration errors in the Mylor system. This point is taken up in

detail and largely resolved in Chapter 5.

Further details on the operation principles of these radars and the signal processing

algorithms applied are described in the following sections.
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Fig. 2.7: BP and Mylor meteor radar results from 07-Apr 2018). BP data are shown in

the left panels, and Mylor in the right panels. The upper panels show the distribution

of meteor detections in height, range, and time, the middle panels show the distribution

with angle, and the lower panels show the horizontal wind estimates.

2.4 Interferometric meteor radar operation

This section provides an overview of the operation principles of an interferometric

meteor radar. The 55 MHz system at BP is a typical example of meteor radars used

worldwide, and so will be used here as a template for describing meteor radars generally.

Broadly, the system consists of the following components:

• a transceiver unit, for the generation and shaping of transmitted pulses/pulse

codes, and for the amplification of the received signals;
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Parameter Value

Frequency 55 MHz

Pulse width 7.2 km

Pulse code 4-bit complementary

Pulse shape Gaussian

PRF 440 Hz

Range sampling 9.0-306.0 km

Range sampling interval 1.8 km

Receiver bandwidth 35.6 kHz

Peak power 40 kW

Polarisation Circular

Table 2.1: Experiment parameters used with the BP and Mylor meteor radars, for all

data presented in this thesis.

• a single folded cross dipole antenna for signal transmission, and an array of 5 cross

dipole antennas for signal reception;

• a PC running Linux for scheduling and running the experiments, and recording

and analysing the received signals.

2.4.1 Signal transmission

The first step in producing a radar pulse is to generate a “carrier” signal at the

nominal frequency of the radar. A synthesizer in the transceiver unit produces this in

the form of a ±3 V continuous wave.

The next step is to generate the desired pulse envelope for amplitude/phase mod-

ulating the carrier signal. In all the meteor experiments conducted in this study, the

modulating signal is a 4-bit complementary code (see e.g., Fukao and Hamazu [2014],

their Sect. 8.3.4 for a motivation behind such use of pulse compression). This envelope

is produced digitally by a microcontroller within the transceiver unit. The envelope

is subsequently passed through a digital to analogue converter, applied to the carrier

signal, and amplified to ±6 V.

The modulated pulse is multiplexed into six different lines, which are amplified and

subsequently recombined into a single signal with a nominal power of 48 kW. Finally,

this signal is split into two separate 50 Ω transmission lines, each of which is connected
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Fig. 2.8: Layout of antennas for the 55 MHz BP meteor radar array. Antenna separa-

tions are given in wavelengths (∼ 5.45 m). Note that the transmit antenna location is

approximate.

to one of the two 200 Ω stainless steel arms of the folded cross dipole transmit antenna.

To ensure a minimal amount of signal is reflected back down the transmission line from

the antenna, the antenna is impedance-matched to the transmission line through the use

of a balun.

One of the transmission lines to the transmit antenna incorporates a 90◦ delay relative

to the other. Given that the antenna arms are orthogonal, the resultant radiated wave

is circularly polarized.

2.4.2 Signal reception

The receive array consists of 5 antennas arranged into a cross with 2 and 2.5 λ antenna

separations, following the antenna configuration proposed by Jones et al. [1998] (see Fig.

2.8). Each of these antennas consists of three 200 Ω cross dipole elements constructed

from aluminium tubing.

The antennas are connected to 50 Ω transmission lines by means of a gamma match.

Radio waves (notionally with a frequency of 55 MHz) transferred into a given trans-

mission line (which in typical meteor detection cases have an amplitude of a few micro-

volts) are then passed through a low noise amplifier, which increase the signal power

by approximately 20 dB. This amplification stage also incorporates a wideband band-

pass filter centred on the carrier frequency, which is intended to remove out-of-band

noise/interference from the signal.
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The signal is then passed through a downconverter, in which it is mixed with a 135

MHz reference signal. This produces two new signals (referred to as heterodynes), one

of which has a frequency equal to the sum of the two input frequencies (190 MHz) and

another with the difference (80 MHz). The 190 MHz signal is removed by means of a

bandpass filter, and the 80 MHz signal is transferred to a “detector” stage.

In the detector stage, the signal is multiplexed into two channels, each of which is

mixed with an 80 MHz reference signal. One of these reference signals has a 90◦ phase

lag relative to the other. The products of this mixing are often referred to as “In-phase”

(I) and “Quadrature” (Q) signals, together representable as a complex number (with

the I typically assigned the real part, and Q the imaginary). The phase of this complex

number embodies the signal phase relative to other receiver channels, and so allows

phase differences as a function of position and/or frequency to be estimated. Moreover,

a linear phase variation as a function of time implies a difference in the frequencies of the

signal incident on the receiver antenna(s) and the detector stage reference signal, which

can (in the case of no interference) be interpreted as a Doppler shift of the originally

transmitted signal.

The I and Q signals produced in the detector stage are then passed through a filter

with an adjustable bandwidth. In the typical case, the bandwidth is chosen to be as

close as possible to the effective bandwidth of the transmitted pulse, so as to reduce

out-of-band noise power and to avoid range-blurring of the pulse. All work presented in

this thesis pertaining to the BP and Mylor meteor radars utilized a bandwidth of 35.6

kHz.

Finally, the filtered I and Q signals are fed to a data acquisition card, in which they are

digitized to 16-bit values. In this thesis, these two signals are represented as a complex

voltage with time dependence, V (t).

2.5 Meteor echo signal processing

The signal processing carried out on the recorded I and Q time series can be summa-

rized in the following sequence of steps:

1. Remove sources of coherent interference (manifesting as sharp “bursts” of power

across all range gates simultaneously);

2. Apply known receiver channel phase offset corrections;



2.5. METEOR ECHO SIGNAL PROCESSING 31

3. Coherently combine signals from all receivers (using phase differences estimated

over 1-second blocks), then flag all points with a combined power above a pre-

specified noise threshold;

4. Remove possible “multiple detection” candidates that exist over more than one

range gate;

5. Re-estimate phase differences of candidate meteor echo time series truncated to

their “start” and “end” points;

6. Re-combine the time series coherently (using the phase differences estimated in

the step 5), re-estimate the “start” and “end” times, and repeat step 5;

7. Reject candidates that do not exhibit the rapid rise and exponential decay expected

of underdense meteor echoes;

8. Estimate the decay times and radial velocities associated with candidate echoes.

Each of these steps are discussed in detail in Holdsworth et al. [2004a]. In this thesis,

the range, phase difference and radial velocity estimates (and their errors) from echo

candidates are of great importance, so the methods for obtaining them are now briefly

outlined.

2.5.1 Phase difference estimation

The mean phase differences associated with a meteor echo measured by a given re-

ceiver pair are estimated by computing the cross-correlation function (CCF) at lags ±1

and ±2, performing a linear fit to the phase of the CCF across those lags, and extracting

the phase at lag 0. For reference, the CCF ρij at lag τ for receivers i and j is evaluated

using the expression:

ρij(τ) =
〈Vi(t)〉〈V ∗j (t+ τ)〉√
〈|Vi(t)|2〉〈|Vj(t)|2〉

. (2.8)

As Holdsworth et al. [2004a] notes (their Sect. 3.6), noise that is correlated between

receiver channels will significantly increase the amplitude of the CCF at τ = 0, and

possibly contaminate its phase. In practice, precluding ρij(0) from the linear fit to the

CCF phases compensates for this. A demonstrative example of this (using meteor radar

time series produced with the model discussed in Chapter 3), in which identical noise

signals have been added to the I and Q signals from both channels, is shown in Fig. 2.9.
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Fig. 2.9: The cross correlation function amplitude (left) and phase (right) of simulated

55 MHz meteor echo time series. The dotted blue line indicates a linear fit of the ordinate

value across lags ±1 and ±2, and the blue asterisk the interpolated value at a lag of 0.

The receiver time series in question both have 1,000 points, an SNR of 5 dB, a decay

time of 1 second, a PRF of 440 Hz, and a target radial velocity of 25 ms−1. The phase

difference between the simulated receiver signals is 90◦, which is indicated on the phase

plot by a dotted red line.

2.5.2 Radial velocity estimation

To estimate radial drift velocities from meteor echo candidates, the CCFs are firstly

summed over all possible receiver combinations, and then a least-squares linear fit to the

phase of the result across lags ±1 and ±2 is performed. As with the phase difference

estimation, lag 0 is precluded from the fit to avoid the contaminating effects of correlated

receiver noise (see the right panel of Fig. 2.9 for an example of the effect this could have

on the estimated phase slope). The slope of the fit is then used to compute a time-rate-

of-change of phase dφ
dt

, from which the radial velocity vr can be calculated via:

vr = − λ

4π

dφ

dt
. (2.9)

As discussed in Holdsworth et al. [2004a] (their Sect. 3.11), the time series used

in computing the CCFs is restricted from 0.015 seconds after the “start” time of the

echo, to the “end” time. This is done to minimize the effects of the noise floor, Fresnel

oscillations in the time series and the velocity of the meteoroid itself on the estimated

velocity. Meteor candidates with a projected horizontal velocity of more than 200 ms−1

are deemed to have been contaminated by one or more of these error sources, and are

subsequently excluded from further analysis. In addition, candidates whose least-squares
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Fig. 2.10: Planar wave fronts inclined at zenith angle ψ impinging on an interferometer,

consisting of antennas at A and B, separated by distance d. The path difference between

B and A is d sinψ, so the phase measured at B is 2π
λ
d sinψ greater than at A.

fit slope error exceeds a pre-determined threshold are excluded from further analysis.

The estimator of slope error used in the Holdsworth et al. [2004a] work and this thesis

is given by the entry pertaining to the slope in the correlation matrix for the above

least-squares fit, multiplied by the interpulse interval δ. The threshold used is 0.068.

2.6 Angle-of-arrival estimation

The angle-of-arrival (AOA) determination approach outlined in Jones et al. [1998] is

the one most commonly-applied in meteor radars worldwide to estimate the AOAs of

meteor echoes. The approach used in this thesis (aside from an alternative discussed

in Chapter 5) uses an adaptation of the Jones method presented by Holdsworth [2005],

which is discussed in the next subsection. Some alternative methods that have been

proposed are also briefly mentioned in the following subsection.

2.6.1 Adapted Jones method

The basic concept behind meteor AOA estimation with a two-antenna interferometer

is illustrated in Fig. 2.10. Assuming the radio wave phase fronts (with separation λ,

the radar wavelength) associated with a meteor echo are planar, the measured phase

difference χ along a baseline with known antenna separation d can be used to determine
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the zenith angle ψ of the echo along that baseline via the expression:

χ =
2π

λ
d sinψ . (2.10)

This expression can be inverted to obtain a unique solution for ψ, provided χ has not

been aliased. Aliasing occurs when d ≥ 0.5λ, in which case there is a set of (ambiguous)

solutions for ψ.

Unfortunately, for a given error in χ, errors in ψ are larger for smaller values of

d. Additionally, measurements from Jones et al. [1998] showed that mutual coupling

between VHF meteor radar antennas induced significant biases in χ for d ≤ 1.5λ.

The antenna configuration proposed by Jones et al. [1998] (i.e., the use of 2.0 and

2.5λ baselines shown in Fig. 2.8) may be used to largely overcome these conflicting

requirements. Their configuration allows for a phase difference estimate at an antenna

separation of 4.5λ, which while yielding a set of possible values for the AOA (denoted

Ψ4.5λ), is less susceptible to noise and mutual coupling than a 0.5λ estimate. A virtual

0.5λ estimate, which may be obtained by summing the 2.5λ and 2.0λ phase differences,

can then be used to unambiguously determine a “noisy” value of the AOA, denoted

ψ0.5λ. The Ψ4.5λ candidate closest to ψ0.5λ may then be designated as the “correct” AOA

(herein the “0.5-4.5λ” method).

A problem with the above approach is that error in ψ0.5λ may result in the selection

of an incorrect Ψ4.5λ candidate, given the relatively close spacing of those in that set. To

reduce the probability of this happening, Holdsworth [2005] proposed first using ψ0.5λ

to select a Ψ2.0λ candidate, and using the resulting ψ2.0λ to select the “correct” Ψ4.5λ

candidate (herein the “0.5-2.0-4.5λ” method). In a simulation, they found for typical

phase estimation errors that this increased the number of meteors within ±1◦ of the true

AOA by several percent. Negligible difference was observed if the 2.5λ spacings were

used in place of the 2.0λ.

Noting that estimates of χ vary linearly with sinψ, Holdsworth [2005] also suggested in

the above process to minimize the sine of the difference in AOAs rather than their actual

values (i.e., minimizing |sinψ2.0λ − sinψ0.5λ| to find the optimal Ψ2.0λ candidate rather

than |ψ2.0λ − ψ0.5λ| as Jones et al. [1998] had done). They found that this marginally

increased the number of meteors within ±1◦ of the true AOA.

Once the zenith angles ψx and ψy along the two orthogonal baselines have been found,

the zenith angle θ may be simply evaluated as
√
ψ2
x + ψ2

y , and the azimuth angle φ as
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atan2(ψx, ψy), assuming that the x and y baselines are oriented along the East-West

and North-South axes, respectively.

2.6.2 Alternative approaches

While the Jones-based algebraic approach for meteor AOA estimation has proven to

be reliable, several alternatives have been developed in recent years. They basically seek

to overcome some or all of the following limitations of the Jones-like methods:

1. Limited flexibility in antenna configuration. While the orthogonal baselines may

be arranged in a “+”, “L” or “T” shape, the antenna spacings must not deviate

from 2.0λ and 2.5λ if the method is to work as intended, and the antennas must

also all be at the same height.

2. Only 6 of the possible 10 antenna pairs are used in the estimation of the AOA. In

the presence of receiver noise, this could result in a less precise AOA estimate.

3. If extra antennas at arbitrary locations happen to be available, it may not be

straightforward to incorporate them usefully in the AOA estimation.

4. Weighting of the different baselines according to phase difference estimation error

is not possible.

Younger and Reid [2017] overcame all of these limitations by proposing a method

based on computing AOA probability distributions for each antenna pair from the dif-

ference between measured and precalculated phase differences. The method computes

the sum of AOA probability distributions for each antenna pair, and the AOA with

the highest probability is then selected as the “true” AOA. The method also allows

the contribution of each antenna baseline to the sum to be weighted, notionally on the

length of the baselines but also on the estimated phase difference errors. They found the

method to perform as well as the 0.5-2.0-4.5λ method on the Jones antenna configura-

tion, and to be less susceptible to the aliasing of AOAs to the wrong AOA candidate. In

addition, simulations conducted on a 6-antenna pentagonal configuration with a raised

centre antenna implied significantly smaller AOA errors at high zenith angles relative to

the 5-antenna adapted Jones method.

Both Vaudrin et al. [2018] and Clahsen [2018] also overcame all of the above limitations

by implementing a non-linear least squares fitting algorithm that simultaneously solves

for parameters in a raw meteor echo signal model, including power, range, decay time,
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radial velocity and AOA. The approach offers considerable flexibility in the method

used to minimize the objective function of the fit, and also allows for the propagation

of errors from the raw signal to each of the estimated parameters. Vaudrin et al. [2018]

show that their method yields considerably smaller height estimation errors than the

0.5-4.5λ method when applied to a Jones-like antenna array.

As yet, no work has been published that conclusively demonstrates better AOA-

estimation performance than the 0.5-2.0-4.5λ method at large zenith angles for a Jones-

like antenna array. Nevertheless, as found in this thesis in Chapter 5, the typically large

phase calibration errors at large zenith angles result in larger AOA errors there, further

exacerbating errors arising from the increased sensitivity to phase difference estimation

errors. These findings indicate that first resolving those phase calibration errors may be

more important than implementing an alternative AOA estimation technique.

2.7 Position estimation using the WGS-84 ellipsoid

Meteor altitudes are typically evaluated under a spherical Earth assumption (e.g.,

Holdsworth et al. [2004a]). To improve the accuracy of the height estimates and to

correctly account for the radar systems’ height above sea level, the WGS-84 ellipsoid

model of the Earth is used in this thesis to compute the meteor’s position (largely

following the approach of Stober et al. [2018]). From this, the latitude, longitude, and

height above sea level may be computed.

The position estimation works in tandem with a range de-aliasing procedure, both of

which are outlined below.

Range de-aliasing

As discussed in Sect. 2.3, this thesis makes use of pulsed radars whose pulse repetition

intervals (notionally 1/440 seconds) are commensurate with the time taken for the pulse

to propagate along the Tx-meteor-Rx path. This means echoes received beyond a range

threshold of Ramb = cδ/2 (∼ 340 km in this study), where c is the speed of light in a

vacuum and δ is the pulse repetition interval, will be range aliased. Range de-aliasing

is performed by firstly producing a range ensemble for each meteor candidate, given by:

Rn = R + nRamb , (2.11)

where n ∈ Z and R is the estimated meteor range. In this study, the maximum chosen
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Fig. 2.11: Difference between meteor altitudes estimated assuming a WGS-84 ellipsoidal

Earth and a locally spherical Earth with a WGS-84-defined radius. The meteor used

had a fixed range of 350 km from the receiver and a zenith angle of 75◦.

value of n is 5, corresponding to a maximum unaliased range of about 1,700 km (well

beyond the expected maximum range of meteor detections). An ensemble of heights is

then calculated using the procedures outlined below. An echo candidate is rejected if

there are no height estimates within the [70,110] km interval (“height unresolvable”), or

if there are multiple estimates within this interval (“height ambiguous”).

Position estimation

The position estimation is done according to the steps below (associated formulae

are provided in Appendix B). Inputs to the procedure are the latitude, longitude and

geodetic height of the receiver (and transmitter in the bistatic reception case), and the

meteor range (possibly part of an ensemble, as discussed above) and the candidate’s

AOA.

1. Convert the latitude, longitude and height coordinates of the receiver (and trans-

mitter if appropriate) sites to Earth-centred, Earth fixed (ECEF) coordinates.

2. Use the range and the estimated AOA of the meteor to compute the meteor’s

position in the receiver’s local East-North-Up (ENU) coordinates.

3. Calculate the meteor’s position in ECEF coordinates.

4. Convert the ECEF coordinates of the meteor to geodetic coordinates (latitude,

longitude, and geodetic height).
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As a motivation for this approach, Fig. 2.11 shows the error in the altitude estimate

as a function of latitude and azimuth that arises when assuming a locally spherical Earth

(with a WGS-84-defined radius as a function of latitude), versus the WGS-84 ellipsoid

(for a meteor at a range of 350 km and a zenith angle of 75◦, corresponding to a geodetic

height of about 100 km). Errors as high as about 60 m arise at the equator depending

on the look direction, and the same at the poles regardless of the look direction. While

height estimation errors arising from phase/phase calibration errors may be in the range

of several km at large zenith angles (see Chapter 5), it is still worth removing these

errors given the minimal extra processing required.

2.8 Wind velocity estimation

The radial velocity and AOA information associated with a collection of meteor de-

tections can be used to estimate the wind velocity (e.g., Hocking and Thayaparan [1997]

and Holdsworth et al. [2004a]), momentum fluxes (e.g., Hocking [2005]), or even turbu-

lence spectra of the wind (e.g., Stober et al. [2018] and Vierinen et al. [2019]). In the

case of the mean wind estimate, the goal is to find a single wind velocity vector that

best fits the radial velocity-AOA distribution. For n available meteors, the problem may

be formulated as the linear equation:

vr = Av , (2.12)

where vr is a n× 1 vector of radial velocities, A is a n× 3 matrix of direction cosines

whose rows read [sin θ sinφ, sin θ cosφ, cos θ], and v = [u, v, w]T is a vector containing

the zonal, meridional and vertical wind velocities respectively.

As discussed by Stober et al. [2018] (their Sect. A4), the θ and φ terms in (2.12)

should not be the zenith and azimuth angles to the meteor from the receiver, but the

orientation of the b vector in Fig. 2.2 in the polar ENU coordinates at the meteor

location. This is done to compensate for the rotation of the ENU coordinate system

between different locations on the Earth’s surface. These rotations of course become

pronounced close to the poles, given the large changes in the local north/south direction

over small spatial distances. As an example of the effect of the correction, Fig. 2.12

shows the error in the direction cosine terms (zonal: sin θ sinφ, meridional: sin θ cosφ,

vertical: cos θ) that arise when the correction is not performed, at a latitude of 45◦N

and for a meteor altitude of 100 km. The effect generally becomes greater at larger
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Fig. 2.12: Error in the direction cosine terms arising from assuming a planar Earth, at

a latitude of 45◦N. The meteor altitude used in the above plots is 100 km.

zenith angles, with direction cosine errors of up to ∼ 0.1 in the meridional and vertical

components. As such, this correction is performed for all estimations of wind velocity

in this thesis.

In practice, attempts are made to solve (2.12) for a wind velocity when n� 3, making

the system of equations overdetermined. This means a “best fit” solution needs to be

sought. In this study Singular Value Decomposition (SVD) is used to least-squares solve

the system; SVD decomposes a matrix A into a product of three matrices:

A = UΣV T ,

where in this case U is a n× n orthogonal matrix, Σ is a n× 3 diagonal matrix, and

V T is a 3× 3 orthogonal matrix (e.g., Press et al. [1992]). The least-squares solution to

(2.12) may then be written as:

v = V Σ−1
(
UTvr

)
. (2.13)

Using the inverse of the SVD output to solve (2.12) rather than the inverse of A is

done for improved numerical stability. As discussed by Press et al. [1992] (their Sect.

15.4), use of SVD allows for the removal of equations that cause large changes in v for

only small changes in vr or A. Following the recommendation of Press et al. [1992], that

is carried out in this thesis by setting to 0 entries in the Σ−1 matrix that have a value

greater than 1× 105.

The wind estimation procedure used in this thesis also incorporates an iterative out-

lier removal scheme following that proposed by Hocking and Thayaparan [1997] (and
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Fig. 2.13: Distributions of bias in AOA that arise when normally distributed phase

offsets are applied to the receivers in a Jones antenna configuration. Zonal zenith errors

are in the left panel, and meridional zenith in the right. The offsets applied in the upper

panel have a standard deviation of 5◦, and 10◦ in the lower panel. Note the difference

in colour bar range in the upper and lower panels.

subsequently used by e.g., Holdsworth et al. [2004a]). This involves performing an ini-

tial fit for the wind velocities, removing the radial velocities whose value differs from the

horizontally-projected radial wind by more than 25 ms−1, and repeating the procedure

until no outliers are found or until less than 6 meteors remain. The wind covariance

procedure used in this thesis also incorporates an approach like this for outlier removal,

as discussed in Sect. 3.2.6.
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Fig. 2.14: Distribution of phase calibration (left panel) and height (right panel) errors

resulting from the application of the Holdsworth et al. [2004b] empirical phase calibration

technique. Results for the BP receiver are shown in the top panel, and Mylor in the

lower.

2.9 Interferometric meteor radar phase calibration

The AOA-determination method introduced in Sect. 2.6 assumes that the measured

phase differences are unbiased. Figure 2.13 shows distributions of mean AOA errors

as a function of true AOA that result for a Jones antenna configuration when phase

calibration errors with a standard deviation of 5◦ and 10◦ are applied to each receiver

channel. It is clear from this that errors of around 10◦ often result in the 0.5-2.0-4.5λ

method selecting the incorrect AOA candidate, and in turn resolving the AOA evaluated

on both baselines to the wrong part of the sky.

Position errors like this could lead to vastly incorrect and/or less precise wind esti-

mates, as well as the assignment of incorrect altitudes to those estimates. It is thus

critical to remove these offsets before subsequent processing of the data. While a novel

method for phase calibration of meteor radars is introduced in Chapter 5 of this the-
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sis, Chapters 3 and 4 make use of an empirical method developed by Holdsworth et al.

[2004b], which is now described.

The method, which relies only on archived meteor detections, efficiently searches for

phase offsets between antenna pairs on each baseline in a Jones-like antenna configuration

that maximise the number of meteor detections within a predetermined acceptable height

interval. Referring to the two pairs on a given baseline as j and k, each associated with

antenna separations dj and dk, on baseline j the measured phase differences as may be

represented as:

χ′j = χj + αj ,

where αj is the phase offset and χj is the “correct” phase difference. Following

Sect. 2.6.1 and assuming χ′j is aliased, there is a set of incorrect candidate AOAs Ψ′j

corresponding to χ′j. Representing one of those candidates as ψ′j, there is also a phase

difference on pair k ϕk that will yield that candidate, given by:

ϕk =
2π

λ
dk sinψ′j . (2.14)

Introducing a new phase difference γk = ϕk − χ′k and noting that χk = dk
dj
χj leads to

the expression:

γk =
dk
dj
αj − αk , (2.15)

i.e., a term to which the offsets associated with both pairs may be related. A second

new phase difference χ′′k = χ′k − γk may then be written as:

χ′′k = χk −
dk
dj
αj . (2.16)

This can be re-arranged to find αj, which can in turn be used in (2.15) to compute αk.

Repeating this process on the orthogonal baseline then yields all required phase offset

estimates.

As Holdsworth et al. [2004b] discusses, due to phase noise a distribution of γk values

will result when the technique is applied to an ensemble of meteor detections. Using a

simulation, they found that fitting a Gaussian to this distribution and extracting the



2.10. SUMMARY 43

peak value led to the most accurate values of γk. Additionally, rather than using the

αk directly evaluated from (2.16), they found that iteratively searching for a value of αk

(and doing the same for the orthogonal baseline) that maximised the number of meteors

within a height interval of 70-110 km led to more accurate phase offsets. The iterative

search was performed by first using a grid with 10◦ spacing encompassing all possible

values of αk, then defining a smaller grid with 5◦ spacing centred on the obtained αk

estimate, and repeating for spacings of 2◦, 1◦ and 0.5◦. This thesis makes use of this

approach.

Results from simulating the performance of the Holdsworth et al. [2004b] method on

meteor radars used in this study are shown in Fig. 2.14. Briefly, this simulation made use

of phase differences produced from real meteor distributions collected from the BP and

Mylor meteor radars, added random offsets to each receiver pair, and then attempted to

re-estimate those using the phase calibration technique. A total of 1000 realisations of

the method applied to 1000 meteor detections have been used. The heights of the input

meteors were Gaussian-distributed, with a mean of 92 km and standard deviation of 6

km. Further details on the simulation are provided in Chapter 3.

In agreement with the findings of Holdsworth et al. [2004b], the results indicate

1-sigma phase calibration estimate errors of ∼ 2◦. They also indicate 1-sigma post-

calibration height errors of ∼ 1 km, and ∼ 2 km at zenith angles in excess of 70◦.

2.10 Summary

This first part of this Chapter described some basic characteristics of meteors: their

sources in the Solar System, and the reasons behind their variable flux as a function of

time of day and their altitude distributions as observed by radars. Both of these aspects

have a profound impact on the precision and accuracy on meteor radar estimates of

mesospheric momentum fluxes; this is explored extensively in Chapter 3. Moreover,

meteor altitude distributions are used in Chapter 5 to validate the performance of phase

calibration techniques.

The operation principles of meteor radars and the signal processing algorithms rel-

evant to this thesis were then outlined. Specific attention was given to the Doppler

velocity and AOA estimation procedures, as the performance of these is also crucial to

the radar’s momentum flux estimation capability explored in Chapter 3. Since this the-

sis makes use of a forward scatter meteor radar system, the differences in interpretation

of forward and backscatter meteor echoes was also stressed.
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Finally, the empirical phase calibration technique applied to data presented in Chap-

ters 3 and 4 was described. While this technique has long-proved to be essential in

compensating for unknown receiver phase offsets in meteor radars, a technique relying

on the use of civilian aircraft that slightly outperforms it forms the basis of Chapter 5.



Chapter 3

Simulation of meteor radar covariance esti-

mation

One of the main outcomes of this thesis is the use of meteor radar to measure the

momentum flux divergence in the mesosphere that arises from the breaking of gravity

waves. As mentioned in Chapter 1, this measurement requires an estimation of the

covariance between the horizontal and vertical components of the wind field (i.e., 〈u′w′〉

and 〈v′w′〉). While there may be cases in which large monochromatic waves dominate

the gravity wave spectrum (see e.g., Sect. 5 of Fritts et al. [2012a]), it is customary

to assume that the horizontal and vertical winds measured at a given position will

fluctuate randomly with some level of correlation (see e.g., Kudeki and Franke [1998]

and arguments therein). With that assumption, for a given absolute uncertainty in say

the 〈u′w′〉 covariance term, if the component wind samples are obtained from an ideal

“anemometer” they must be sampled for an amount of time that increases as the fraction

〈u′w′〉/
√
〈u′2〉+ 〈v′2〉 decreases (e.g., Kudeki and Franke [1998]). In other words, the

error in the covariance terms is large when there is a large horizontal flux but little

vertical flux.

In the case of sampling with a meteor radar, the error in that covariance estimate

is further increased by the need to transform a number of spatially separated line of

sight velocity measurements into their Cartesian components (e.g., as first done with

meteor radar measurements by Hocking [2005]). Furthermore, receiver noise will lead

to uncertainties in those line of sight velocity measurements, and both noise and phase

biases will contribute to the position measurements needed to transform the velocities.

Knowing how these sources of uncertainty combine in the presence of already large

errors due to typically low correlations between horizontal and vertical winds is crucial

to correctly interpreting the resulting momentum flux estimates.

45
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In this Chapter, a radar model is developed that simulates the covariance estimation

uncertainties specific to the BP and Mylor meteor radar link, in the presence of a wave

field derived from a gravity wave spectral model. The next section gives a brief overview

of other meteor radar studies that have incorporated methods (other than the approach

of simply using the variance of a sample of estimates, as done by e.g., Moss et al. [2016],

de Wit et al. [2016], and Egito et al. [2016]) for estimating covariance uncertainties. This

is done to contextualize the unique contributions made by the model developed in this

work.

3.1 Overview of uncertainty estimates in similar studies

Vincent et al. [2010] were the first to consider the uncertainties in meteor radar

estimates of the 〈u′w′〉 and 〈v′w′〉 terms. Their model consisted of monochromatic grav-

ity waves with random phases, propagation directions and amplitudes, with randomly

chosen meteor AOAs. To emulate radar measurement errors, they added normally-

distributed errors to both the measured AOAs and radial velocities (with standard de-

viations of 1.5◦ and 0.7 ms−1, respectively). They also simulated a number of different

meteor detection rates (10-200 hr−1). Their model’s default configuration for testing

of wind covariance incorporated a spectrum of 9 waves with a small azimuthal spread,

an amplitude tapering about that central propagation azimuth, and randomly selected

wave periods and phase speeds between 20 and 100 minutes and 20 and 40 ms−1, re-

spectively. Over 500 realisations, they obtained uncertainties in 〈u′w′〉 of 1250% for 10

meteors hr−1, and 250% for 200 hr−1. In particular, they found that the uncertainty was

practically the same for meteor rates > 100 hr−1, and depended only on the complexity

of the wave spectrum.

In a study based around two meteor radars in Northern Europe, Placke et al. [2011b]

assessed the ability of the radars to measure all components of the Reynolds Stress

Tensor, using wind fields from a mechanistic atmospheric model as input. They used

an averaging interval of 4 hours, aggregated over a 10-day dataset. They concluded

that if the vertical wind fluctuations were less than about 1/5 the size of the horizontal

fluctuations, the horizontal-vertical covariance terms were unphysical. It is worth noting

that Placke et al. [2014] also came to similar conclusions when they compared the meteor

radar results against a narrow beam MF radar’s.

In two studies pertaining to results from a number of meteors (especially the SAAMER

and DrAAMER systems installed in the vicinity of the Drake Passage), Fritts et al.
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[2010b, 2012b] assessed the ability of those radars to measure all components of the

Reynolds Stress Tensor. Expanding on Vincent et al. [2010]’s approach, their model

incorporated real meteor detection distributions, and also tidal features and signal pro-

cessing to remove them from the radial velocity measurements. Their model did not,

however, incorporate AOA uncertainties arising from phase noise/calibration errors, and

only superficially assessed the impact of radial velocity uncertainties. Their performance

assessment consisted of a large variety of wind field configurations (including individ-

ual waves (both stationary and propagating horizontally and vertically), wave spectra,

variable tidal amplitudes, and transient wave events). Their results emphasised the dif-

ficulty in defining “all-encompassing” uncertainty estimates for the 〈u′w′〉 and 〈v′w′〉

measurements, given the detection rate dependence on altitude and its sensitivity to the

wave field complexity. Overall, they concluded that the monthly integrated estimates of

〈u′w′〉 and 〈v′w′〉 from the SAAMER and DrAAMER systems would be ∼ 10% at the

centre of the peak detection height, and ∼ 25% at its edges. These radars obtained on

average about 14,000 and 9,000 useable meteor detections per day.

Andrioli et al. [2013a] also performed similar assessments to those in Fritts et al.

[2010b, 2012b], on a number of meteor radars in South America. These radars contained

considerably lower count rates than the SAAMER and DrAAMER systems (about 3,000

per day on average), and as a result physically reasonable estimates of 〈u′w′〉 and 〈v′w′〉

for the more complex wave field test cases could not be obtained at any heights, even

with month-long averaging. Extending on the work of Fritts et al. [2010b, 2012b], they

also simulated the effect of AOA uncertainties on the analysis (by applying randomly

distributed errors of 1◦ to the zenith and azimuth estimates), and determined a contri-

bution to the momentum flux error of less than 2%. However, it should be noted that

the only figure they supplied, which was for 〈v′2〉, indicated relative errors as high as ∼

20% in some time-height bins. Regardless, they argued that this contribution was low

and could be neglected.

In a study pertaining to momentum flux estimates from a meteor radar in Hawaii,

Liu et al. [2013] also estimated momentum flux uncertainties directly from the data

using a bootstrapping method. In their case, they randomly resampled each dataset

100 times, computed the standard deviation over the estimates from those samples, and

assigned that to the error of the given quantity. This is an effective method for error

estimation, provided the measurements included in each resampling are unique (in their

case of having 5 years of data available, this may have generally been the case). Over 5
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year, monthly superposed days with two-hourly binning, the absolute uncertainties they

obtained for 〈u′w′〉 and 〈v′w′〉 were typically (depending on the month) around ∼ 0.5

m2s−2 at the peak of the meteor distribution, and up to ∼ 4 m2s−2 at the edges. The

actual values obtained for those covariance estimates fluctuated between about -15 and

15 m2s−2. It should be stressed that while these errors are relatively small, they are

associated with integration times much larger than those used in other studies (which

have been a month or less for all reported here).

Riggin et al. [2016] also considers the uncertainties in momentum flux estimates de-

rived from the MU radar (operating in meteor mode) in Japan. In contrast to previous

studies, they caution the use of long integration times, claiming that they increase the

chances of a loss of correlation between the wind components. They supported this claim

by showing that in 16 independent cases, their estimates of |〈u′w′〉| and |〈v′w′〉| almost

exclusively decreased with integration times between 0.5 and 24 hours, asymptoting to

a particular value in each case. The authors also claimed that these asymptotic flux

estimates were erroneously small, in comparison to those from the radar operated in a

narrower, low-zenith-angle beam mode. They argued this arose from a loss of correlation

between wind components over the relatively large volume occupied by the meteor re-

turns. While it is clear that further investigation is needed on this particular MU radar

dataset, we believe this study illustrates the problem of investigating momentum fluxes

over periods long enough for multiple different wave populations or wave packets to pass

through an observation volume, but too short (in the presence of measurement errors)

to identify a wave signature that is present for the majority of a given season or one

that is associated with tidal modulation. It should be noted that the former of these

problems is a violation of an assumption for flux estimation with narrow-beam radars

originally made by Reid [1987], in that the wind and wave field over the volume spanned

by the targets needs to be statistically stationary. We believe a similar case also applies

to the loss of correlation spatially: it is probably only feasible to use meteor radar for

the measurement of fluxes due to non-transient waves with a large spatial scale.

The work of Matsumoto et al. [2016], which derived momentum fluxes from two equa-

torial meteor radars, should also be mentioned in this context. They do not describe how

they obtained their errors in 〈u′w′〉 and 〈v′w′〉, but the fact that their radars are identical

and at essentially the same latitude (despite being separated by 4000 km) means the

momentum flux may show similar seasonal variability at the two sites. However, in many

of the cases in which their datasets overlapped, the discrepancy between their monthly
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momentum flux estimates was larger than the sum of the associated 95% confidence

intervals. We think this indicates a combination of two things: that their error cal-

culation method generally underestimated the true error, and/or that the wave source

characteristics are such that the momentum fluxes at the two sites have significantly

different climatologies. Estimates of the momentum flux estimation errors using either

a simulation or (because their datasets are sufficiently large) the bootstrapping method

used by Liu et al. [2013] would help clarify this.

Collectively, the above studies illustrate the difficulty of estimating momentum fluxes

using meteor radar, especially over time periods shorter than a few days. Given the

original findings of Kudeki and Franke [1998], which suggest integration times of at least

16 days are required for flux measurements (even in the case of a perfect anemometer)

if the flux represents 1% of the mean horizontal and vertical variance, this difficulty is

unsurprising.

We believe that the approach introduced by Fritts et al. [2010b], which was to tailor

a simulation specifically for their radar system, the signal processing schemes they used

and the gravity wave spectra they expected to observe, is the only way to reliably

characterise the momentum flux uncertainties. In light of this, the model developed in

this Chapter simulates as accurately as possible the momentum flux estimation process

used on the BP and Mylor meteor radars. To advance on the Vincent et al. [2010]

and Fritts et al. [2010b] work, it incorporates a realistic spectrum of gravity waves as a

wind field input, and real spatio-temporal distributions of meteors recorded at the BP

and Mylor sites to sample those wind fields. To ensure the effect of AOA and radial

velocity errors are accounted for, it also incorporates noise and phase-bias-induced errors

in the simulated receiver channels and attempts to re-estimate the true AOA and radial

velocity from those.

As well as to build on the previously discussed models, the aim here has been to

quantify the uncertainties in the 〈u′w′〉 and 〈v′w′〉 covariance terms used in a gravity-

wave–tidal interaction study in Chapter 4. The model was also initially developed to

characterise the dependence of those uncertainties on both the shape and number of

receivers in an arbitrary multistatic meteor radar network, and on the spectrum of

gravity waves used to generate the input wind field (although results from this are not

presented here).



3.2. SIMULATION DESCRIPTION 50

3.2 Simulation description

The basic workflow of the simulation (all components of which are elaborated upon

in subsequent subsections) may be summarized as follows:

1. Produce a sample of meteors in space and time for each site under consideration, by

sampling from realistic spatio-temporal meteor detections corresponding to each

site.

2. Specify a wind field based on the superposition of monochromatic gravity waves

derived from a realistic gravity wave spectrum, and compute the wind velocities

at each of the simulated meteors.

3. Compute the “radial” wind velocity measured at the receiver associated with each

meteor detection.

4. For each meteor-site combination, synthesize in-phase and quadrature (IP and Q)-

time series for each receiver at the site, based on the “radial” velocity and AOA

of the meteor.

5. Add a realistically-sized phase bias and noise floor to each receiver channel.

6. Estimate the “radial” velocity and AOA of the meteor from the simulated time

series.

7. Estimate the wave field covariances using the meteors retrieved from different

combinations of sites. As will be elaborated upon in Sects. 3.2.5 and 3.2.6, this

step also incorporates an estimation of the tidal components in the background

wind field, and subsequent removal of those components from the radial velocities.

It should also be noted that a number of different integration times are used for

the covariance estimate in this work (1 day, 10 days, and a 3-hour-windowed 20

day composite).

8. Return to 1., and repeat for the number of realisations required to produce covari-

ance error distributions (in the next step) of the desired statistical significance and

resolution.

9. Compare the estimated covariances with those computed directly from the 3D

wind velocities at the meteors and those calculated at 2-minute resolution at the

origin of the coordinate system.
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3.2.1 Meteor position and detection rate specification

To incorporate the dependence of the 〈u′w′〉 and 〈v′w′〉 uncertainties on the temporal

and spatial characteristics of the meteor distribution, we have based the distributions

used in the model on real measurements. For both the BP and Mylor sites, the first

step was to convert the meteor AOAs to distances from the respective receiver sites in

Transverse Mercator coordinates using the method of Bowring [1989] (see App. B). Then,

we constructed a composite day of 2D histograms of the meteor position distributions at

5 km spatial and hourly time resolution. Measurements from April-July 2018 inclusive

were used to construct these histograms; the data used for BP and Mylor are shown in

Figs. 3.1 and 3.2, respectively. These histograms were taken to represent probability

distributions for the meteor positions.

The sampling from these probability distributions at the beginning of each realisation

is done by firstly prescribing a number of meteor detections for the day of measurements

and altitude in question (e.g., 1340 per day at 90 km for the BP radar case; see next

subsection for details). The meteors are then distributed in time and space, according to

the relative number of samples in each hour and position bin, respectively. This process

is repeated for the number of days prescribed in the realisation (for the results presented

in this thesis, 1 or 10).

Rejection sampling is used in this work to distribute the meteors according to their

underlying probability distributions. Assuming one wishes to obtain a sample from

distribution X with probability density f , using only samples from distribution Y with

probability density g, the rejection sampling is performed as follows:

1. Obtain a sample y from Y and a sample u from a uniform probability distribution

with bounds (0,1).

2. Check if u < f(y)/ (Mg(y)).

• If this holds, accept y as being a sample from X.

• If this doesn’t hold, reject y and return to step 1.

This process is repeated until the desired number of samples is obtained. The factor

M used in the algorithm must satisfy the relation f(x) ≤ Mg(x) ∀ x. In this work, g

is set to be a uniform probability distribution spanning the required range of time of

day/positions (0 to 24 hours/-500 to 500 km, respectively).
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Fig. 3.1: Hour-by-hour position distribution used to simulate meteors at BP.



3.2. SIMULATION DESCRIPTION 53

00−01 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300
D

is
ta

nc
e 

N
 fr

om
 R

x 
(k

m
)

01−02 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

02−03 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

03−04 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

04−05 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

05−06 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300
D

is
ta

nc
e 

N
 fr

om
 R

x 
(k

m
)

06−07 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

07−08 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

08−09 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

09−10 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

10−11 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300
D

is
ta

nc
e 

N
 fr

om
 R

x 
(k

m
)

11−12 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

12−13 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

13−14 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

14−15 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

15−16 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

16−17 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

17−18 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

18−19 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

19−20 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

20−21 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

21−22 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

22−23 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

23−24 UT

−300 −200 −100 0 100 200 300
Distance E from Rx (km)

−300

−200

−100

0

100

200

300

D
is

ta
nc

e 
N

 fr
om

 R
x 

(k
m

)

0 5 10 15 20
0.0

0.2

0.4

0.6

0.8

1.0
Hourly detection rate

0 5 10 15 20
Hour (UT)

0.0

0.2

0.4

0.6

0.8

1.0

D
et

ec
tio

n 
ra

te
(n

or
m

al
iz

ed
)

Fig. 3.2: As per Fig. 3.1, but for the Mylor receiver.
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Altitude (km) 76 80 82 84 86 88 90 92 96

BP 140 510 780 1080 1360 1480 1340 1010 300

Mylor 20 130 180 380 540 640 690 640 350

Table 3.1: Meteor detection rates used for the simulations presented here. The rates

shown are per day, in 2 km-wide bins centred at the altitude specified.

The altitudes assigned to the meteors are derived from a uniform probability distri-

bution, with a centre value of 90 km and a full-width of 2 km (such that the simulation

emulates the idea of analysing meteors from a single height bin). To clarify the effect of

a variable number of meteor radial velocity/AOA pairs on the covariance error distribu-

tion, a variety of meteor detection rates have been simulated. We have endeavoured to

make the detection rates used resemble the number of meteors detected across a range

of heights by the combined BP-Mylor radar link (even though the simulation itself is

performed around a single altitude). The detection rates we have used for different

heights, listed in Table 3.1, correspond to those averaged over April 2018 for the two

receive sites, in 2 km-wide bins.

3.2.2 Wind field specification

The wind field in the simulation is comprised of tidal components and a superposition

of monochromatic gravity waves whose amplitudes have a vertical wavenumber and

frequency dependence. Diurnal and semidiurnal tidal components are assumed, with

amplitudes of 25 and 10 ms−1 respectively. Random phases from a uniform distribution

spanning the interval [0, 2π) are added to the phase of the zonal component of the

tides at the beginning of each realisation, and the meridional component is set to be in

quadrature with the zonal component. The 3D wind velocity associated with the waves

at a given time t and Cartesian position vector r can be written as:

v =
nm∑

i=1

nω∑

j=1

A(mi, ωj)v
′
ij sin (κi · r − ωjt+ φij) , (3.1)

where m is the vertical wavenumber, ω is the wave’s angular frequency, nm and nω

are the number of vertical wavenumbers and angular frequencies respectively in the

spectral grid, A is the joint vertical wavenumber-angular frequency spectral amplitude,

v′ = [u′, v′, w′] is the vector of wind component fluctuation sizes, κ = [k, l,m] is the 3D
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wave vector, and φ represents a (random for each unique [mi, ωj] pair) phase offset.

As per Sect. 3.2.1, the coordinate system used to specify horizontal position with

respect to a reference location (i.e., that embodied by the r vector) is based on the

Transverse Mercator distances evaluated using the Bowring, 1989 method (which follow

the Earth’s surface and take into account its ellipsoidal shape). This is used in preference

to line-of-sight distances, the use of which would result in “stretching” of the horizontal

scales of the waves at large distances from the coordinate system origin. Furthermore,

the calculated wind velocities are assumed to be in the local East-North-Up (ENU)

coordinates at the associated meteor positions.

To ensure that the correlations between the horizontal and vertical winds take on phys-

ically reasonable values, we have allowed the component fluctuation amplitudes to be

related by the linear gravity wave polarization relation w′ = vhkh
m

, where vh =
√
u′2 + v′2

and kh =
√
k2 + l2. The horizontal components are determined by the wave propagation

azimuth ϕ, through the relations [k, l] = kh[sinϕ, cosϕ] and [u′, v′] = vh[sinϕ, cosϕ].

In order to give the wind field a level of “spatially-correlated randomness” akin to

what is seen in mesospheric wind fields when no predominant wave scales are present,

we have opted to let A(m, ω) take on values from a gravity wave spectral model. As

discussed in Sect. 3.1, this is in constrast to approaches in the simulations of e.g.,

Fritts et al. [2010a] and Vincent et al. [2010], who use wave fields generated from the

superposition of a small number of monochromatic waves. The vertical wavenumber

spectrum we have used (from Gardner et al., 1993, their eqn. (7), and following their

nomenclature) is given by:

Fu(m) = 2παN2





m−3
∗ ( m

m∗
)s m ≤ m∗

m−3 m∗ ≤ m ≤ mb

m−3
b (mb

m
)5/3 mb ≤ m

, (3.2)

where m is the vertical wavenumber of the wave, and following Gardner et al., 1993,

their Fig. 1, we let α = 0.62, N = 2π
3×102

s−1 (the Brunt-Väisälä frequency), m∗ =

2π
1.5×104

m−1, mb = 2π
5×102

m−1, and s = 2. The frequency spectrum we have used (Gardner

et al., 1993, their eqn. (24)) is given by:

B(ω) =
p− 1

f

(
f

ω

)p
, (3.3)
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where ω is the angular frequency of the wave, and following Gardner et al., 1993,

their Fig. 2, we let f = 2π
7.2×104

s−1 and p = 2. We then simply assume that the joint

vertical wavenumber-angular frequency spectrum is given by the product of these two

spectra, i.e.,

A(m, ω) = Fu(m)B(ω) . (3.4)

The 2D spectrum we used for results presented here consisted of 80 different verti-

cal wavelengths and wave periods, spanning the ranges 0.5–20 km and 5–240 minutes

(uniformly sampled in vertical wavenumber and frequency), respectively. These limits

largely encompass the waves responsible for the majority of the momentum deposition

in the MLT-region (see e.g., Fritts and Alexander, 2003), whose momentum fluxes are

of principal interest in this study. A plot of the spectral model is shown in Fig. 3.3.

The wave propagation azimuths were sampled from a uniform random distribution

spanning [0, 180]◦ in bearing, with the intention being to emulate a wave field whose

westward-propagating waves have been removed from the spectrum through selective

filtering. This led to true values for the estimates of 〈u′w′〉 that were on average positive,

and values of 〈v′w′〉 that were on average zero (an example of the typical correlation

present in the wind components is shown in the scatterplot in Fig. 3.4). Testing a wider

variety of wave field configurations was considered beyond the scope of this thesis.

The horizontal wavenumber kh of the wave were defined via the expression (a rear-

ranging of eqn. (15) in Gardner et al. [1993]):

kh =
ωm

N
. (3.5)

Finally, the values of A(m, ω) were used to evaluate the horizontal wave amplitude

vh via the expression:

vh(m, ω) =

√√√√CA(m, ω)∑
m,ω

A
, (3.6)

where C is a normalization factor, and
∑
m,ω

A represents the sum of A over all grid

values of m and ω. C was chosen in a way that resulted in mean values of 〈u′w′〉 being

in the vicinity of 20 m2s−2, which is a typical value for this parameter in the MLT-region

(see e.g., the discussion in Fritts et al., 2012a). This was approximately achieved in this
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Fig. 3.3: The amplitude spectrum corresponding to the gravity wave spectral model

used in this study.
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Fig. 3.4: Example of the winds produced for a single 24-hour realisation of the spectral

model, sampled at a fixed location. The wind time series are shown in the left panel,

along with a scatterplot of them in the right. To make the correlation between u and

w more evident, tidal effects have not been included in the data used to produce the

scatterplot (but are present in the time series plot).

study by setting C to 1000. Example distributions of the “true” covariances evaluated

in the simulation are shown in panels c) and d) of Fig. 3.6.

As discussed by Gardner et al. [1993], the vertical wavenumber spectral model above

incorporates waves in the unsaturated, saturated, and turbulent1 regimes (which are

1A saturated gravity wave is one whose amplitude has grown to a size such that wave breaking

occurs. Wave amplitudes cannot grow beyond this threshold (or at least, wave breaking will occur

until the amplitude drops to this threshold). In this context, “turbulence” refers to the small scale
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Fig. 3.5: Probability distributions of SNR and decay time used in producing the receiver

time series discussed in Sect. 3.2.4.

governed in this order by the conditions in (3.2)), and accurately models the mesopause

region at the mid-latitude site (Urbana) considered in their study. Gardner et al. [1993]

also notes that few attempts had been made at the time to model the temporal spectra

of gravity waves, but that the model in (3.3) adequately accounts for contributions from

both saturated and unsaturated waves. Without resorting to implementing a physics-

based atmospheric model (which would have a significant computational overhead), we

believe that using this model is a simple and effective way to simulate a gravity wave field

with realistic spatial and temporal wind field correlations. We also stress in our approach

that a independent realisation of the wave spectrum is generated for each realisation of

the simulation, allowing for a statistical estimate of the measurement uncertainties.

3.2.3 Receiver time series generation

To ensure that realistic radial velocity and position estimation errors are propagated

to the covariance estimation, we have opted to generate synthetic receiver time series

based on the observables discussed in the previous sections, and to then attempt to

re-estimate the observables from the time series. The complex time series for the jth

chaotic perturbations created by the wave breaking process. The basic purpose of the model of Gardner

et al. [1993] is to specify how the perturbation amplitudes should vary with the spatial and temporal

frequency of the waves for these different regimes, in such a way that the measured spectra of the

modelled and observed wave fields match. For a detailed overview of wave saturation processes and

turbulence produced through wave breaking, the reader is directed to the review of Fritts [1984].
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receiver is written as:

Vj(t) = ei(2πA·d−4πvrmt/λ+Φj) e−t/τ + nj(t) , (3.7)

where A = [sin θ sinφ, sin θ cosφ, cos θ] (where θ and φ are the zenith and azimuth

angles of the meteor, respectively, as measured from the receiver), d is a three-element

vector of Cartesian displacements to the receiver antenna in question, vrm is the radial

wind velocity, t is the time since the beginning of the echo, λ is the radar wavelength, Φj

is a phase calibration offset for the jth receiver, τ is the e−1 decay time of the meteor,

and nj(t) is a background noise function.

It should be stressed here that the radial velocity vrm is computed following (2.5)—

i.e., by projecting the wind vector derived in (3.1) onto the line perpendicular to the

meteor trail (i.e. b in Fig. 2.2), and projecting the result onto the vector to the receiver.

This is done regardless of whether the receiver being simulated is monostatic or bistatic.

The background noise function consists of values derived from a Gaussian distribution,

with a root-mean-square (RMS) value derived from a probability distribution of meteor

echo SNRs from the meteor radar at BP. The values used for τ are also derived from a

probability distribution from this radar’s data. In both cases, the data used to generate

the probability distributions spanned 1-30 April 2018, and altitudes 70-110 km. Plots

of these distributions are shown in Fig. 3.5. In this context, it should be noted that

no height dependence in the decay time or background noise level have been utilised in

the simulation. The standard deviation of the noise function was computed empirically

using the relation:

σnoise = 10−(SNR+2.8
20 ) , (3.8)

which was derived by computing the SNR for a large ensemble of values of σnoise, and

fitting a linear function to the distribution of σnoise against log10SNR. SNRs were esti-

mated from the receiver time series autocorrelation function by computing the ratio of

the power interpolated across lags ±1 and ±2, and the difference between the power at

lag 0 and that interpolated.

The phase calibration offsets Φj, which are set for each receiver at the beginning

of each simulation realisation, are intended to embody the consequences of incorrectly

estimating the true phase calibration offsets between the receiver channels. Based on

the size of the phase calibration errors shown in the simulation results in Fig. 2.14, we
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have chosen to apply to each receiver Gaussian-distributed phase offsets with an RMS

value of 2◦.

3.2.4 Parameter estimation

Radial velocities and meteor AOAs are estimated from the synthesized time series

following the procedures outlined in Sects. 2.5.2 and 2.6 respectively. It should be noted

that with noise and phase biases incorporated in the time series, in rare (∼ 1 detection

in every 3000) cases we found the resolved AOA occurred below the horizon. In these

cases, the echo in question was simply discarded from the subsequent calculation of mean

winds and covariances.

Wind velocities are in turn estimated from the radial velocities and AOAs following

the procedure in Sect. 2.8. As discussed in Sect. 3.2.2, the modelled winds are defined

with respect to the local ENU coordinates at the meteor location (not the receiver or

any other arbitrary location). Accordingly, the assignment of the “AOAs” used in the

wind fitting to the orientation of the b vector (see Fig. 2.2) in the meteor’s local ENU

coordinates compensates for this. Of course, this also means that the “AOAs” used

in the wind estimation are slightly different to the meteor AOAs measured from the

receiver (see Fig. 2.12 for an example of the change in direction cosines that result from

doing this).

It should be noted that wind estimates are produced for both radars individually as

well as with the combined detections from both radars. In the latter case, the wind fitting

is performed across the combined set of “AOAs” (again, the b vector in the meteor’s

local ENU coordinates) and radial velocities.

3.2.5 Removal of background wind and tides

Prior to estimating the wind covariances arising from the simulated wave activity,

the background mean wind and tidal effects are computed, projected onto the radial

velocities corresponding to each meteor detection, and removed. This is done to emulate

the analysis presented in Chapter 4, in which the momentum fluxes arising from gravity

waves (and not tides) are of specific interest.

To remove the previously estimated mean winds and tides from the time series, we

have calculated a low-pass filtered version of the hourly-averaged horizontal wind time

series using an inverse wavelet transform with a Morlet wavelet basis, linearly interpo-

lated a wind estimate at the time of each meteor, and subtracted the radial projection of
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the wind from the radial velocity time series. This is in principle similar to the approach

of Fritts et al. [2010a], who applied an S-transform (in preference to a least squares

sinusoidal fit) in order to more completely remove transient spectral features around the

tidal periods from the time series. Further details of the inverse wavelet transform and

examples of applying it to wind time series are in the following Chapter in Sect 4.2.1.

To ensure that the filtered time series pertain to tidal (or longer)-like wind oscillations

(and not short-period waves), we select a minimum scale size in the reconstruction of

6 hours. The reconstructed time series is then interpolated to the times of each of the

meteors being used in the covariance estimation, and the “radial” component of the

wind at each of the meteor positions is subtracted from the measured radial velocity.

The “radial” component is calculated using (2.12)—i.e., projecting the wind vector onto

the b vector (see Fig. 2.2) in the local ENU coordinates at the location of the meteor.

3.2.6 Covariance estimation

Following the removal of the mean and tidal components of the horizontal wind from

the radial velocities, covariances that pertain predominantly to gravity wave-driven wind

perturbations are estimated. The approach we apply is based on those presented by

Thorsen et al. [1997] and Hocking [2005]; much like in the wind estimation discussed in

Sect. 2.8, it involves using SVD to least-squares solve the following inverse equation:

v′2r = A′v′ , (3.9)

where v′2r is a nmet × 1 vector containing the squares of the perturbation component

of the radial velocities,

v′ =
[
〈u′2〉, 〈v′2〉, 〈w′2〉, 〈u′v′〉, 〈u′w′〉, 〈v′w′〉

]T

is the vector of covariance components, and A′ is a nmet × 6 matrix whose rows read:

[
sin2θ sin2φ , sin2θ cos2φ , cos2θ , sin2θ sin 2φ , sin 2θ sinφ , sin 2θ cosφ

]
.

It is noted that, as per the wind estimation case, the θ and φ terms represent the

orientation of the b vector in ENU coordinates at the location of each meteor, and that

the velocities in v′2r are based on the wind velocities’ projection onto b. The radial

velocities and b vectors associated with the meteors detected at both sites may also be

combined in the (3.9) formulation.
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We found this estimator to be extremely sensitive to errors in v′2rm (discussed further

in Sect. 3.3.3). A two-step radial velocity outlier rejection procedure was subsequently

implemented to remove meteors with dubious square radial velocity/AOA values from

the input distribution in an attempt to reduce the bias in the resulting covariance esti-

mates. The first step is to discard all meteors with radial velocity/AOA estimates that

have a projected horizontal velocity of ≥ 200 ms−1 (by virtue of which we argue that

measured horizontal velocities above this threshold are “nonphysical”). The second step

iteratively discards the meteors that satisfy the criterion:

|v′2ri − v′2rpi| ≥
[
median

(√
|v′2r − v′2rp|

)
+ 5× 1.4826×MAD

(√
|v′2r − v′2rp|

)]2

(3.10)

where v′2rpi = A′i∗v
′ is the ith “projected” square radial velocity, v′ is the vector of

the covariance estimates associated with the meteors in question, “MAD” indicates the

median absolute deviation operator, and 1.4826 is the factor to convert a MAD to a

standard deviation, assuming the input has a Gaussian distribution. In practice, we have

found that the 5 “standard deviations” criterion removes outliers that are large enough

to substantially bias the resulting covariance estimates, without iteratively removing an

excessive number of samples that are “good”. The intention of using the median and

MAD statistics (as opposed to mean and standard deviation) has been to reduce the

bias outlying points inflict on the “measured standard deviation” of the distribution of

|v′2ri − v′2rpi|.

The performance of the second outlier rejection criterion on simulated data is briefly

summarised in Sect. 3.3.3.

3.2.7 “Truth value” of the simulated covariances

To evaluate the “truth value” of the simulated covariances—i.e., that used to estimate

the accuracy and precision of the covariances derived through inversion of (3.9)—we

have opted to compute the covariances using the spectral-model-derived Cartesian wind

fields (without tides) at the origin of the coordinate system (at the location of the

receiver at BP) at 2 minute resolution (refer to this estimate as v′orig). We found v′orig to

agree extremely closely with that computed at the positions and times of the meteors

incorporated in the simulation (refer to this estimate as v′met). Note of course that v′met

is the exact representation of what one would hope to obtain when inverting (3.9).

In the case of using wave fields generated from the gravity wave spectral model dis-

cussed in Sect. 3.2.2, we found that the covariances estimated by inverting (3.9) are
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more correlated with v′orig and v′met than those computed by summing the covariances

associated with each wave in the spectrum2 (refer to this estimate as v′sum). Therefore,

while v′sum gives the covariances that would be measured over an infinitely large sampling

area/time (in a sense the “expectation value” of the covariances), we have refrained from

using it as a “truth” value with a view to not overestimating the size of the simulated

technique’s measurement errors. It should be noted that this contrasts with the simu-

lations of Fritts et al. [2010b, 2012b] and Andrioli et al. [2013a]; in each of these works,

v′sum was used as a truth value.

3.3 Simulation results

3.3.1 Spectrum of gravity waves

This section considers the covariance bias distributions associated with a wind field

generated using the gravity wave spectral model discussed in Sect. 3.2.2. Three different

time integration cases (that are later employed in Chapter 4 on real data) are tested: 1

day (which could be considered a fairly “high time resolution” sampling of day-to-day

variations), 10 days (which sacrifices time resolution for measurement precision), and a

20-day composite (which intends to gather enough meteors in each time-of-day bin for

a precise covariance estimate, but in doing so ignores day-to-day variations entirely).

1-day integration

The biases for 15,000 realisations of 1-day integrated covariance estimations are shown

in Fig. 3.6. It is clear that the 〈u′w′〉 term is systematically underestimated, with larger

biases present at lower count rates (refer to Table 3.1 for the count rates as a function of

height used in the simulation). The width of the bias distribution is also larger at lower

count rates. For a simulated mean 〈u′w′〉 value of ∼ 21 m2s−2, the distribution widths

imply a 1-sigma measurement uncertainty of ∼ 14 m2s−2 (∼ 65%) at the peak of the

meteor height distribution, and ∼ 30 m2s−2 (∼ 145%) at the edges of the distribution,

for a multistatic configuration. The same uncertainties are ∼ 15 m2s−2 (∼ 72%) and ∼

35 m2s−2 (∼ 168%) respectively, for a monostatic configuration.

2This is likely because the amount of time and space one needs to integrate over to estimate the

covariance to reasonable significance for a wave spectrum of the complexity used here is much larger

than the integration times considered/volume spanned by the meteors in this work. However, this has

not been systematically investigated.
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The width of the bias distributions for 〈v′w′〉 are also essentially identical to those for

〈u′w′〉. The relative uncertainties in the measurements of this term are meaningless, as

the wave propagation directions have been chosen in a way that the mean truth value

of 〈v′w′〉 is zero. What the results do illustrate, however, is that there is no bias in the

case of estimating a covariance with a zero mean, and that there is no change in the

measurement uncertainty of the two components arising from the temporal and spatial

distribution of the meteors.

It should be noted that 〈u′w′〉 is systematically underestimated for both configurations

and for all count rate sets investigated, especially at lower count rates (the absolute error

ranges from about 20% to 50% of the mean). Subsequent investigation has confirmed

that this occurs when an attempt is made to remove the tidal effects incorporated in the

simulated wind field (i.e., the tides are largely removed, but so is some of the variance

due to the gravity waves). The larger biases at low count rates arise from the inability to

define the tidal amplitudes and phases correctly in the presence of wind estimates with

larger uncertainties and/or missing wind estimates for particular time bins. Overall,

we consider the bias an unavoidable consequence of ensuring that tidal effects are not

included in the measured covariances. Further discussion of this point is taken up in the

next Chapter in Sect. 4.4.3.

10-day integration

Figure 3.7 shows the bias distribution for 1,500 realisations of 10-day integrated co-

variance estimates. It is clear that the uncertainties in both 〈u′w′〉 and 〈v′w′〉 are con-

siderably smaller than for 1 day’s integration, ranging from ∼ 11 m2s−2 (∼ 50%) at the

peak of the meteor distribution, to ∼ 13 m2s−2 (∼ 60%) at the edges. Interestingly, it

appears as though the uncertainty is asymptoting to a minimum value with increasing

meteor counts, which implies that the use of integration times longer than 10 days (i.e.

a larger total number of meteors used to estimate covariances) will lead to diminishing

gains in measurement precision (at least for wind fields with waves of periods much less

than 10 days). In any case it may not be realistic to assume the wind field is statistically

stationary for this amount of time; this point is discussed further in Sect. 3.4.

As per the 1-day integration case, 〈u′w′〉 has been systematically underestimated,

increasingly so at low meteor detection rates.
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Fig. 3.6: Simulated wind covariance bias distributions for 1 day of integration (panels a)

and b) are for 〈u′w′〉 and 〈v′w′〉 respectively) and the simulated covariance distributions

(panels c) and d) for the same components). As discussed in Sect. 3.2.7, biases are

calculated with respect to v′orig (i.e. the covariance derived from the input Cartesian

wind velocities sampled at 2 minute resolution at the coordinate system origin). The

lower row shows the distribution for v′orig in a dotted black line, and shows v′met (i.e.

that computed from the Cartesian wind velocities at the meteor positions and times)

in coloured lines. The different line colours in each plot represent different simulated

heights, which are a subset of those shown Table 3.1 (as indicated in the legend, red

represents 76 km, yellow 80 km, green 84 km, black 88 km, blue 92 km, and violet 96

km). Thick lines show the distribution for the multistatic case (i.e., by combining data

from BP and Mylor; see Sects. 3.2.4 and 3.2.6 for details), and thinner lines show the

monostatic case (i.e., just BP data). The mean and standard deviation evaluated from

the samples’ MAD are shown in the left and right columns respectively of the arrays of

numbers in each plot figure.

20-day composite

Figure 3.8 shows expected values of the covariance bias’ mean and standard deviation

for 300 realisations of a composite day spanning an interval of 20 days, with three hour

time bins, as a function of height from 82-92 km. The highest standard deviations for

both 〈u′w′〉 and 〈v′w′〉 occur in the 6-9 and 9-12 UT bins, and the lowest in the 18-21

UT bin. Given the mean simulated value of 〈u′w′〉 is ∼ 21 m2s−2, the standard deviation
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Fig. 3.7: As per Fig. 3.6, but for 10 days of integration.

at the peak of the meteor distribution of ∼ 15 m2s−2 implies a relative uncertainty of

∼ 70%) in the 18-21 UT bin. The same figures in the 6-9 UT bin are ∼ 18 m2s−2 and

∼ 85%, respectively. It should be noted that the standard deviation is as high as ∼ 21

m2s−2 (relative uncertainty of ∼ 100%) in the 6-9 UT bin at 82 km.

Once again, a systematic underestimation of 〈u′w′〉 is present, which as discussed in

is Sect. 3.3.1 is an artefact of attempting to remove tidal effects.

3.3.2 Monochromatic gravity wave

The previous section considered a wind field containing a multitude of waves whose

spatial/temporal scales spanned a large part of the spectrum atmospheric gravity waves

are expected to occupy. This section briefly addresses the other limiting case, which is

that of a wind field consisting of a single monochromatic wave.

In all simulation realisations for this case, we have set the single monochromatic wave’s

propagation direction to 45◦T, so as to make the true 〈u′w′〉 and 〈v′w′〉 covariances equal.

A horizontal wavelength and phase speed has been randomly selected for each realisation,

from a uniform distribution with bounds [10, 60] km and [10, 40] ms−1, respectively. A

1-day integration is used for the covariance estimate.

The bias distributions for 15,000 realisations are shown in Fig. 3.9. As per the

spectral wave field case, the distribution widths are largest at the edges of the height

distribution, and narrowest at the peak. However, the widths are far smaller than in the

spectral wave field case.
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Fig. 3.8: Means and standard deviations of the simulated 〈u′w′〉 (panels a) and b),

respectively) and 〈v′w′〉 (panels c) and d) bias distributions for a 20-day composite, as

a function of height, for the BP-Mylor link.

Across all wavelengths and phase speeds, the simulated mean true covariance was ∼

38 m2s−2. Therefore, the distribution widths of ∼ 3 m2s−2 and ∼ 17 m2s−2 at the peak

and lower edge of the height distribution respectively for the multistatic configuration,

translate to relative uncertainties of ∼ 8% and ∼ 44%. For the monostatic configuration,

the same uncertainties are ∼ 4 m2s−2 (∼ 10%) and ∼ 19 m2s−2 (∼ 52%), respectively.

Similarly to the spectral wave field case, both covariance terms are systematically un-

derestimated (ranging from about 2% to 26% for 〈u′w′〉 in the multistatic configuration,

at the peak and lower edge of the height distribution, respectively). Interestingly, 〈v′w′〉

is underestimated to a slightly lesser degree than 〈u′w′〉.

3.3.3 Outlier rejection criteria performance

This section shows the effect of the application of the outlier rejection criterion of

(3.10), in the absence of tidal effects and attempted removal of them.

To emulate a radial velocity time series “partially corrupted” with outliers in this

section, Gaussian-distributed noise with a standard deviation of 50 ms−1 has been added

to a randomly selected 5% of the radial velocity estimates in a given realisation. We

note that radial velocity errors of this size are rare in practice; they have been used to
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Fig. 3.9: As per Fig. 3.6, but for single monochromatic gravity waves.
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Fig. 3.10: Covariance bias distributions for different combinations of outlier contamina-

tion and outlier rejection (〈u′w′〉 and 〈v′w′〉 are shown in panels a) and b), respectively).

Black is no rejection or outliers, red is rejection with no outliers, blue is outliers without

rejection, and green is outliers with rejection. The same spectral-model gravity wave

field as in Sect. 3.3.1 has been used to produce these results.

test the rejection criterion’s robustness, and to allow us to highlight potential downsides

of not having the criterion in place.

Figure 3.10 shows the covariance bias distributions for the same spectral-model gravity

field as applied in Sect. 3.3.1 and for 1 day of integration, for four cases: rejection not

applied with no outliers present, rejection applied with no outliers present, rejection not

applied with outliers present, and rejection applied with outliers present. The mean

true values for 〈u′w′〉 and 〈v′w′〉 are the same as in Sect. 3.3.1, i.e., ∼ 21 and 0 m2s−2,

respectively.

The application of the criterion is clearly beneficial in the presence of outliers, resulting

in a reduction in uncertainty of the 〈u′w′〉 estimate from ∼ 45 m2s−2 (∼ 214%) to ∼

16 m2s−2 (74%). Interestingly, the application of the criterion in the presence of no

outliers also results in a slight reduction in relative uncertainty (from about 86% to

73%), although it does result in 〈u′w′〉 being underestimated (by about 20%). This

point is revisited in Sect. 3.4.

Despite the fact that it appears to introduce a small measurement bias, we still apply
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the criterion in the analysis of BP-Mylor data in Chapter 4, so we can be assured that

anomalous radial velocities contribute minimally to the covariance measurement errors.

3.4 Discussion

In this Chapter, we have attempted to define quantitative estimates for the absolute

and relative uncertainties of the 〈u′w′〉 and 〈v′w′〉 covariance terms as measured by

the multistatic BP-Mylor meteor radar, for typical time and height sampling cases.

This has mainly been done to quantify the likely uncertainties in the gravity-wave–tide

interaction study on BP-Mylor link data presented in Chapter 4, and accordingly, the

sampling schemes used in the simulation are exactly replicated on the case study data.

The wave field cases used also examined two of the extremes that might be encountered

in real observations: a wave field governed by a spectrum of gravity waves (in which the

wind field is effectively random with a finite correlation length), and one with individual

monochromatic waves.

For the specific wave field we have used, which consists of a spectrum of waves (en-

compassing periods between 5 minutes and 4 hours and vertical wavelengths between

0.5 and 20 km) associated with a momentum flux of ∼ 20 m2s−2, 1-day integration times

will lead to a relative uncertainty of (at the peak of the meteor distribution) ∼ 65%, and

∼ 50% for a 10-day integration. When the results are averaged over many individual

monochromatic waves, a 1-day integration will lead to a considerably smaller relative

uncertainty of ∼ 8% (this finding is consistent with the conclusion reached by Vincent

et al. [2010]). The 10-day integration of individual waves was not tested (monochro-

matic wave events lasting this long are extremely unlikely). In reality, the wave field

observed is likely to be between these two extremes, and we suggest that the true 1-day

integration uncertainties are likely to lie between these predictions.

Aside from the magnitudes of these momentum flux uncertainties, we think there are

six other major take-homes from the results:

1. The uncertainties exhibit a strong rate of dependence on altitude (i.e. meteor

detection rates) for the 1-day integration case.

2. The use of integration times longer than 10 days appears to minimally reduce the

uncertainties.

3. Wave fields with broader frequency/scale spectra will be associated with larger

relative uncertainties in momentum flux.
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4. In real-world studies, using integration times around 10 days may result in an

increased uncertainty due to wave field transience.

5. The change in meteor distribution brought about by using a multistatic meteor

radar (versus a monostatic one) appears to lead to no changes in the uncertainties.

6. The performance of the estimator in (3.9) is extremely sensitive to the presence of

radial velocity outliers.

The first point is of little surprise, as it has already been predicted by Kudeki and

Franke [1998] and from the simulations of Vincent et al. [2010], Fritts et al. [2010b,

2012b], and Andrioli et al. [2013a]. However, the second point implies that the covariance

uncertainty will eventually (after a time dependent on the detection rate) asymptote to

a value dependent on the complexity of the wave field itself. This is consistent with

the findings of Vincent et al. [2010] (who suggested a threshold detection rate of about

250 meteors hr−1), but contrasts with a prediction made by Fritts et al. [2012b]. The

latter argued that the covariance measurement error should decrease with the square

root of the number of detections, and by extrapolating from the 250% error for a 1-hour

integration presented in Vincent et al. [2010], concluded that their relative error for a

one-month composite should have been as low as 10%. Our simulations suggest that an

increase in precision of this magnitude cannot occur. Moreover, using a similar detection

rate and a 3-hour bin in our 20 day composite of a spectral model-derived wave field

shown in Fig. 3.8, we obtain a minimum relative error of about 70%. In saying this,

we note of course that a relative error of 10% is possible for a considerably less complex

wave field.

The second point also implies one will essentially be sacrificing time resolution for

minimal gains in measurement precision for integration times longer than 10 days. For

this reason, we have not opted to use integration times longer than this in the analysis of

the BP-Mylor link data presented in Chapter 4. We note that 10 days of integration is

likely an upper limit on the time required for the measurement uncertainty to asymptote

to a given value, as we did not test an intermediate integration time between 1 and 10

days.

The third point is evidenced by the distribution widths of the broad spectrum wave

field results in Fig. 3.6 being 3-4 times that of the single-wave results in Fig. 3.9

for given detection rates. Physically, this is an indication that wind field covariances

associated with a more “complex” wave field cannot be measured as precisely as those



3.4. DISCUSSION 71

associated with a single gravity wave. This finding is qualitatively consistent with the

conclusion reached by Vincent et al. [2010] (for high meteor detection rates) and Fritts

et al. [2012b]. It should be noted that this makes it impossible to accurately define the

covariance measurement uncertainty for this radar without a-priori knowledge of the

wave field and its variation with time.

In the context of this and the fourth point, we make note of Fritts et al. [2012b]’s

argument that the relatively low levels of correlation among horizontal and vertical winds

assumed in Kudeki and Franke [1998] contrast with the many observational examples of

high amplitude monochromatic gravity waves dominating the flow field. An earlier work

by Sica and Russell [1999] also investigated the specific question of whether the wave

field (in the upper stratosphere) is typically composed of a small number of discrete

waves or a continuous spectrum. Upon observing intermittency between two distinct

wave periods dominating the spectrum and a “white noise” background, they concluded

that realistic parameterization schemes need to account for the intermittency of the

discrete and continuous nature of the spectrum. These arguments would suggest that

the persistent “broad spectrum” wave field we have assumed in our simulation results

presented in Figs. 3.6–3.8 may not commonly be observed in practice. Hence, we tested

the monochromatic wave field case. It was considered beyond the scope of this study to

implement wave fields with intermittent spectral components.

The fourth point, closely tied to the third, concerns the fact that in real-world studies,

the spectral components of the wave field may vary during the integration period. This is

particularly problematic for the 10-day window; for example, during a period of intense

but short-lived monochromatic wave events followed by more “complex” wave activity,

increasing the integration time may actually increase the uncertainty in the covariance

estimate of the monochromatic wave activity—not only because of the likely change in

the mean covariance, but also because of the “geophysical noise” added to the radial

velocity time series by the more “complex” activity. The superposition of such wave

events would also likely result in a meaningless mean covariance estimate (unless of course

if the period integrated over was long enough to produce a meaningful climatological

result).

The fifth point is evidenced by the uncertainties at 84 km for the multistatic configura-

tion (1460 detections) being 14.4 m2s−2 and 14.5 m2s−2 for 〈u′w′〉 and 〈v′w′〉 respectively,

and the corresponding uncertainties at 88 km for the monostatic configuration (1480 de-

tections) being 15.2 m2s−2 and 14.6 m2s−2. In other words, since these uncertainties are
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essentially the same, we surmise that combining the detections from the monostatic and

bistatic receivers only offers a lower measurement uncertainty at a given height because

of the higher number of meteor detections, not because of any changes to the effective

AOA distribution of the meteors. In this context, we stress that it is only the AOAs

with respect to the combined receiver site that matters, not the increase in area spanned

by the detected meteors (the latter of course aids in wind field mapping (e.g. Stober

et al. [2018]), but that is not considered here).

Concerning the sixth point, in Sect. 3.3.3 we showed that the radial velocity outlier

rejection scheme of (3.10) substantially increases the covariance measurement precision

in the presence of outliers. However, we note that the criterion used (especially the “5

standard deviations” aspect) has not been rigorously tested; we merely selected it on the

basis of it removing points in the distribution of |v′2ri − v′2rpi| (real and simulated) that we

had noticed were spuriously affecting the covariance estimates. A more rigorous scheme

would adaptively modify the thresholding based on observed characteristics of the wind

field, rather than simply the residual of the fit.

A complication arises from the fact that this criterion results in a more precise (al-

beit less accurate) covariance estimate in the absence of outliers. This also illustrates

an important point about the sensitivity of the inversion of (3.9) to the input: it is as

though the data that contribute to the accuracy of the measurement actually increase

the measurement’s uncertainty, if they are associated with large radial velocity pertur-

bations. This could occur, for example, in the presence of an isolated high-amplitude

wave packet moving through the radar volume surrounded by turbulence with a lower

wind variance. Dealing with such cases has been beyond the scope of this work.

3.5 Suggestions for future work

A subject we have not addressed here is the application of weights to the meteors in

the inversion of (2.12) and (3.9) to minimize the errors in the resulting winds/covariance

estimates. In particular (as discussed by Hocking [2018]), at the midpoint between

the transmitter and receiver sites the b vector (see Fig. 2.2) is vertical, meaning that

the measured radial velocity corresponds to the true wind velocity projected onto the

vertical. Large errors in the inverted horizontal winds/covariances may result in the

presence of radial velocity errors here, and at nearby locations where b is close to vertical.

We decided to ignore the issue on the basis of there being a small number of meteors

with sufficiently oblique entrance angles to be detected in this region; at Mylor, we
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found about 0.3% of all detected meteors to have effective zenith angles (that is, the

zenithal orientation of the b vector) of less than 20◦. Nevertheless, there is still a need to

quantify the usefulness a weighting scheme may have in minimizing errors arising from

these meteors.

Another area worth investigating is the accuracy/precision of the covariance estima-

tor introduced in the work of Vierinen et al. [2019], and determining what are suitable

integration times for it. Rather than determining a “total” covariance over all spatial

and temporal frequencies, this technique estimates a covariance for each cell in a pre-

described grid in spatial and temporal separation. The complexity here is that each

individual cell may have its own associated wave field complexity, in which case the cells

would have different measurement uncertainties. Given that the slope of the momentum

flux spectrum across spatial/temporal frequency can in principle be measured with this

technique and is an important quantity in climate models, it is important to have a

measure of accuracy and precision of those slope estimates.

Finally, this work has not quantified the effect of incorporating tides, the tidal removal

filter, or synthesized receiver noise on the covariance estimation bias distribution widths

and/or bias value. We omitted this step as our goal was only to predict the nature of

the biases as accurately as possible for the BP-Mylor link, not to explain the sources of

those biases. Isolating the contribution of these effects to the covariance estimation error

may serve to motivate the development of a more robust tidal subtraction algorithm, or

suggest the discarding of meteor detections below a certain threshold SNR, for example.

Furthermore, it would also enable one to isolate the contribution of wave field complexity

to the estimation error.

3.6 Summary and conclusions

In this Chapter, a model has been developed to assess the momentum flux (specifically,

the 〈u′w′〉 and 〈v′w′〉 wind covariance terms) measurement capability of the BP-Mylor

multistatic meteor radar. This has been done to validate the processing applied in the

gravity-wave–tidal interaction study in Chapter 4. To emulate that study as closely

as possible, the model has incorporated a realistic wind field derived from a spectral

model of gravity waves applicable to the mesosphere, AOA and count rate distributions

derived from pre-recorded data, the propagation of realistic levels of receiver noise to

the AOA/radial velocity estimation, and the effects of phase calibration errors.

The model showed that for a flux magnitude of ∼ 20 m2s−2 and a single day of in-
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tegration, a momentum flux uncertainty of ∼ 75% can be expected for a monostatic

(BP-only) configuration, and ∼ 65% for a multistatic (BP and Mylor combined) config-

uration. It was surmised that this increase in precision could be attributed entirely to

the higher number of meteor detections associated with the combined configuration.

In agreement with previous studies, we have concluded that the meteor detection rate

(and/or total meteor counts arising from integrating time) is the most important factor

in determining the measurement uncertainty for a given wave field. In addition, we

surmised that the uncertainty asymptotes to a value governed by the complexity of the

wave field beyond some threshold number of meteors incorporated in the analysis. We

have not rigorously clarified this threshold, but note that for our spectral-model-derived

wave field, using more than ∼ 1,500 meteors per analysis window led to immaterial

increases in precision.

Another factor that greatly affects the measurement uncertainty is the presence of

outliers in the input radial velocity distribution. Such outliers may stem from errors

arising from low SNR meteors, interference, phase calibration errors, or unusually large

wind perturbations in the volume being sampled. We employed a simple outlier rejection

scheme to reduce the effects of these, noting that this actually improved the measurement

precision even in the absence of noise injected into the radial velocity estimates.

It is clear that the most simple ways to reduce the momentum flux measurement

uncertainty are 1) to increase the meteor count rate (especially so for shorter integration

times, such as individual days) and 2) to reduce the incidence of radial velocity outliers.

To this end, in Chapter 5 a phase calibration technique that outperforms the empirical

one used in this simulation and in Chapter 4 is developed. This results in a higher

number of meteors within the expected height region and fewer AOA-aliased meteors

(which in turn reduces the likelihood of radial velocity outliers).



Chapter 4

Observations of gravity-wave–tidal interac-

tion

This Chapter presents an application of the momentum flux estimation procedure

simulated in the previous Chapter to a case study of the interactions between gravity

waves and the diurnal tide in the mesosphere. The motivations have been 1) to validate

the momentum flux measurement capability of this technique coupled to the BP-Mylor

meteor radar system, and 2) to contribute to the well-known gap in our understanding

of the way gravity waves and tides interact. The latter motivation arose from our

observations of curious levels of tidal amplitude variability and a coincident modulation

of the gravity wave momentum fluxes, and a subsequent decision to investigate their

causes further.

To contextualize the tidal interaction work, the Chapter first gives a brief review of

the current state of knowledge of the effects of gravity waves on the diurnal tide in the

mesospheric region. Emphasis is given to the lack of observational validation of model

predictions of the effects of gravity waves on tides and vice versa.

4.1 Gravity-wave–tidal interactions in the mesosphere

As discussed in Sect. 1.1, the gravity wave propagation through the mesosphere is

modulated by variations in the background wind (including those associated with tidal

activity) through critical level absorption. Dissipating gravity waves also exert forces

on the wind in the direction of their phase velocity. Depending on the relative phase

of the forcing direction and the tidal wind, this can result in the tide being amplified,

dampened, or having its phase shifted. As an aside, the latter process has the capability

of altering the observed period of that particular tidal component.

75
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Fig. 4.1: Gravity-wave–tidal interaction model proposed by Fritts and Vincent [1987]

(adapted from their Fig. 16). As a function of time of day, (a) shows the diurnal

tidal winds without modulation, (b) shows the gravity wave forcing arising from the

momentum flux divergence with height, and (c) compares the “apparent” modulated

tide (solid line) with the unmodulated (dashed).

The first attempt to explain diurnal variations of gravity wave and tidal activity in

terms of this coupling mechanism was made by Fritts and Vincent [1987]. They found

a significant diurnal variability in 〈u′w′〉 estimates derived from the Buckland Park MF

radar, with an altitude variation that was correlated with changes in the amplitude

and phase of the diurnal tidal winds. Specifically, with increasing altitude around 90

km they found a sharp divergence in 〈u′w′〉 (an increase from negative values), and a

reduction in amplitude and an advance in the phase of the diurnal tide (DW1). This led

them to propose a gravity-wave–tidal interaction model attributing the divergence in the

momentum flux to changes in critical level filtering associated with the tidal motions,

and the tidal modulations to the forcing associated with that flux divergence. They

also postulated that such a mechanism is likely to act on a global scale, suggesting the

importance in accounting for it in global-scale tidal models. A schematic of the model

showing the gravity wave forcing as a function of time of day and the resulting diurnal

tide modulation is in Fig. 4.1.

Subsequent modelling work by both Miyahara and Forbes [1991] and Forbes et al.

[1991] showed that the eddy diffusion arising from breaking gravity waves acts to sup-

press the amplitude of DW1 at all latitudes in the MLT-region, during both summer and

winter. However, while Forbes et al. [1991] acknowledged that the role of gravity wave

forcing was not fully understood, both of these works did show that the diurnal modu-

lation in the flow acceleration arising from breaking waves plays an equally important

role in the tidal dampening.

Modelling efforts since the above studies have generally agreed that gravity-wave-

driven flow accelerations could play a role in causing the observed seasonal variation

of DW1 amplitudes, which broadly speaking are maxima at the equinoxes and minima
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at the solstices. However, they have not come to consistent conclusions on the overall

effect of gravity wave forcing on DW1 (i.e., an amplification or dampening, and the

seasonal/altitude dependence of these), nor if this is the sole mechanism responsible for

amplitude and phase variability of DW1 in the MLT. Much of this stems from the fact

that the effects of gravity wave forcing on tides is dependent on the source spectrum of

the waves assumed and/or the parameterization scheme used for them (e.g., McLandress

[1998], England et al. [2006], Ortland and Alexander [2006], Ribstein and Achatz [2016],

Yigit and Medvedev [2017]). Such a simplification of the gravity wave effects is required

because atmospheric tides can only be accurately modelled with a global-scale model

(e.g., Liu et al. [2013]). Examples showcasing the disparity in results include:

• Mayr et al. [1998], concluding that gravity wave forcing amplifies the DW1 at all

times of year, moreso during the equinoxes than the solstices.

• Meyer [1999], concluding that eddy diffusion influenced the dampening of the di-

urnal tide during the solsticial period, but that the effect gravity wave forcing had

on the tides was unclear.

• McLandress [2002], concluding that gravity-wave–tide interactions are not respon-

sible for causing the observed semiannual variation in tidal amplitudes.

• Liu et al. [2008], concluding that the forcing exclusively amplifies DW1.

• Watanabe and Miyahara [2009], concluding that the forcing amplifies DW1 during

the equinoxes, and dampens it during the solstices.

• Lu et al. [2012], concluding that gravity wave forcing can only dampen tidal am-

plitudes, and that the remaining tidal variability is caused by advection that varies

with altitude and latitude.

As pointed out by a number of authors (e.g., McLandress [1998], Liu et al. [2013],

Yigit and Medvedev [2017]), additional observational evidence of the forcing small-scale

gravity waves impose on tides is critical to addressing this ongoing debate. Owing to

the difficulties of making gravity wave forcing measurements however, which include

the large measurement uncertainties inherent to radar measurements and the fact that

satellites cannot resolve small-scale gravity waves and can take several months to char-

acterise diurnal variations (e.g., Liu et al. [2013]), there have been few studies of this

kind published since that of Fritts and Vincent [1987]. Furthermore, they have also
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not yielded consistent results on the role gravity wave forcing plays in modifying the

amplitude/phase of DW1. Examples include:

• Xu et al. [2009], who used TIMED satellite data to show that the gravity-wave–

induced dampening of tidal amplitudes is largest during equinoxes. They concluded

from this that dampening cannot cause the observed seasonal variation in tidal

amplitudes.

• Lieberman et al. [2010], who showed (also using TIMED satellite data) that while

the zonal and meridional gravity wave forcing maximizes at the equinoxes and

minimizes at the solstices, the zonal forcing is in quadrature with the zonal tidal

wind, and the meridional forcing is out of phase with the meridional tidal wind,

leading to a zonal tide with advanced phase and a dampened meridional tide.

They also noted that the zonal advection due to variability in the meridional DW1

amplitude also, like the wave forcing, maximized at the equinoxes and minimized

at the solstices, but were not able to reconcile if this variability was a cause or an

effect of the seasonal DW1 variation.

• Liu et al. [2013], whose measurements from a ground-based meteor radar in Hawaii

(20.7◦N, 156.3◦W) showed that gravity wave forcing tends to slightly dampen the

DW1 amplitude below 90 km, but enhance it above 90 km.

• Agner and Liu [2015], whose LIDAR measurements from Starfire Optical Range

(35.0◦N, 106.5◦W) showed that gravity wave forcing can amplify or dampen the

DW1 amplitudes, depending on the altitude.

In this study, we add to this existing pool of measurements by estimating the gravity

wave momentum flux divergences from combined BP and Mylor meteor radar measure-

ments and investigating their correlation with the temporal and altitude variation in

the estimated tidal winds. Rather than being of climatological nature like the afore-

mentioned studies, our analysis is more akin to Fritts and Vincent [1987]’s in that it is

focused on a short (20-day-long) period encompassing a sudden enhancement in tidal

amplitudes and seeks to provide some insight into whether gravity wave forcing caused

this enhancement.
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Fig. 4.2: Left panel: Daily meteor detection rates for the BP and Mylor meteor radars

(only detections with non-ambiguous heights between 70 and 110 km are included).

Right panel: Altitude distribution of the detections for the two radars.

4.2 Data set attributes and analysis approach

This Chapter makes use of meteor detection data from the BP and Mylor meteor

radars from an experiment run continuously between 17th March 2018 and 9th Septem-

ber 2018. Further information on those radars can be found in Sect. 2.3, and the

experiment parameters used for the duration of the study are listed in Table 2.1.

The meteor detection rates and their distribution with altitude are shown in Fig. 4.2.

As is evident from the detection rate plots, the dataset is continuous for the entire period

under investigation, with the exception of an outage at Mylor for several days around

day 130 of 2018. The peak altitude of the detections at BP (87.1 km) is slightly lower

than that at Mylor (90.7 km), also with a slightly smaller distribution width (5.4 km and

6.5 km, respectively). Both datasets were phase-calibrated using the empirical approach

of Holdsworth et al. [2004b] (described in Sect. 2.9), and as discussed in Chapter 5

(Sect. 5.8), in the Mylor case this approach appears to have led to a peak height several

kilometres higher than the true value. The peak height widths in both cases (especially

Mylor) are also likely to be overestimates of the true values.

The phase calibration offsets derived for the two systems using the Holdsworth et al.

[2004b] approach are shown in Fig. 4.3. While the BP offsets show a small amount

of variability, there are substantial discontinuities in those at Mylor (for example, the

correction for the Rx 1-2 pair shifts by ∼ 25◦ over the course of two days around day

160). The causes of these discontinuities have not been investigated. Given the stability



4.2. DATA SET ATTRIBUTES AND ANALYSIS APPROACH 80

100 150 200 250

−10

0

10

20

Phase offsets applied to Mylor meteor receivers

100 150 200 250
Day of year (2018)

−10

0

10

20 Rx 2
Rx 3
Rx 4
Rx 5

Phase correction variability for BP meteor receivers

100 150 200 250
Day of year (2018)

−4

−2

0

2

4

Ph
as

e 
of

fs
et

 (d
eg

re
es

)

Rx 2
Rx 3
Rx 4
Rx 5

Fig. 4.3: Phase corrections applied to the radars used in this study (derived from the

empirical Holdsworth et al. [2004b] technique). BP results are shown on the left, and

Mylor on the right. The offsets are with respect to Rx 1 in both cases.

of the BP results, the same set of offsets was used to calibrate the BP data for the

duration of this study. In the Mylor case however, the calibration determined for each

individual 24 hours of data has been applied. In doing this, we have of course implicitly

assumed that the discontinuities in the latter’s offsets are valid.

The covariance estimation procedure performed on the phase-calibrated data exactly

follows that tested in the simulations in Chapter 2 (see Sects. 3.2.4–3.2.6). As a brief

overview, this procedure incorporates the following (further details are provided where

appropriate in the subsequent results section):

1. The estimation of AOAs and radial velocities for each meteor echo candidate.

2. The estimation of mean winds using meteor echoes sampled to 2 km altitude bins

and 1 hour time bins (both non-oversampled). Measurements from both radars

are used in the wind fitting.

3. The filtering of the tidal and planetary wave components (specifically oscillations

with a period > 6 hours) from the radial velocities by means of an inverse wavelet

transform. Amplitude and phase information from the tidal components is also

retained for further analysis. The next section describes this procedure in further

detail.

4. The computation of covariances from the filtered radial velocities from both radars.

The iterative outlier removal procedure discussed in Sect. 3.2.6 is also utilized in

an attempt to reduce the uncertainties in the covariance estimates.

5. The calculation of flow accelerations from the vertical variation in the momentum
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fluxes. This requires knowledge of the atmospheric density, and the method used

to obtain this is discussed in Sect. 4.2.2.

4.2.1 High-pass filtering using the wavelet transform

Wavelet analysis is a widely-used time-frequency decomposition method that is well-

suited to the extraction and characterisation of both periodic and transient features in

time series. Transience in the tidal and planetary wave components in the horizontal

winds estimated in this study was readily apparent (as evidenced by several figures later

in this Chapter), which motivated the use of wavelet analysis here to effect a high-

pass filter for the removal of those features from the radial velocity time series prior

to covariance estimation. This filtering method has been used in preference to e.g., the

least-squares fitting approach employed by Andrioli et al. [2013a], which requires a-priori

knowledge of the tidal and planetary wave periods, and also assumes they have a fixed

amplitude and phase in any given data window.

Torrence and Compo [1998] provide a overview of all aspects of wavelet transforms rel-

evant to the analysis of geophysical time series, including assigning significance levels to

wavelet spectra. Of interest here is the way a time series may be partially reconstructed

from its wavelet transform coefficients (in effect an “inverse wavelet transform”) to en-

act a spectral filter. The time series reconstructed from a wavelet transform can be

expressed as (Torrence and Compo [1998], their eqn. (11)):

xn =
δj δt1/2

Cδ ψ0(0)

J∑

j=0

< (Wn(sj))

s
1/2
j

, (4.1)

where δj describes the wavelet scale separation, δt represents the time separation

between adjacent points, J is the number of wavelet scales, Cδ is a reconstruction factor

(0.776 for the Morlet wavelet), ψ0(0) is an energy scaling factor (π−1/4 for the Morlet

wavelet), sj are the wavelet scales, and Wn(sj) contains the complex wavelet transform

coefficients at scale sj. In reconstructing the hourly-averaged wind time series (regardless

of the time series length), we have taken δj = 0.02, in contrast to Torrence and Compo

[1998] (Sect. 2f), who choose δj = 0.125 in their example with the Morlet wavelet; we

have done this to reduce the spacing between adjacent wavelet scales and hence improve

the accuracy of the reconstruction. Also in contrast to Torrence and Compo [1998]

(their Sect. 2g), we have not applied any zero padding in the application of the wavelet

transform. This was done given our finding that the magnitude of artefacts at the ends



4.2. DATA SET ATTRIBUTES AND ANALYSIS APPROACH 82

0 5 10 15 20

−100

−50

0

50

100

150
Original and reconstructed time series

0 5 10 15 20
Time (days)

−100

−50

0

50

100

150
Ve

lo
ci

ty
 (m

/s
)

Reconstructed
Original

High−pass filtered time series

0 5 10 15 20
Time (days)

−30

−20

−10

0

10

20

30

Ve
lo

ci
ty

 (m
/s

)

Fig. 4.4: Example of using a wavelet transform to reconstruct a low-pass filtered version

of wind time series (upper panel), and subtract it from the original to enact a high-pass

filter (lower panel). The dataset used corresponds to 20 days of estimated zonal winds

from the combined BP and Mylor meteor radars at 92 km, beginning 5th April 2018.

of the wind time series appeared to be larger with zero padding applied.

As with other spectral analysis techniques, the wavelet transform requires a uniformly

sampled time series. Linear interpolation is used in this thesis to fill in any missing

hourly-averaged wind data prior to applying a wavelet transform.

An example of a reconstructed wind time series using scales corresponding to periods

larger than 6 hours is shown in Fig. 4.4. The number of scales used in the reconstruction

is 400 (which corresponds to periods from 6 hours to about 63 days, using δj = 0.02

as mentioned as earlier). The tidal components in the winds shown are clearly non-

stationary, with an obvious increase in the size of the amplitude of the component close

to a period of 1 day between days 10 and 15. The reconstructed time series closely tracks

this amplitude modulation, with little of this remaining in the residual time series (the

effectively “high-pass filtered” version) in the lower panel.

The amplitude and phase variability at a selected period may also be investigated

by performing the summation in (4.1) over a narrow bandwidth of wavelet of scales

around the periods in question, while retaining the imaginary components in the wavelet
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Fig. 4.5: Example of diurnal tidal amplitudes (black) and phases (blue) extracted from

the data in Fig. 4.4.

transform coefficients—i.e., calculating

zn =
δj δt1/2

Cδ ψ0(0)

s2∑

j=s1

Wn(sj)

s
1/2
j

, (4.2)

where s1 and s2 are the lower and upper scale limits respectively. As an example

of this, Fig. 4.5 shows the amplitude and phase of zn for wavelet scales corresponding

to periods between 0.8 and 1.2 days. The phases here have been estimated by firstly

computing atan2 (=(zn), <(zn)), converting the result to a value in hours, and then

interpolating the hour at which the zero-crossing in the phase occurred. This is because

tidal phases are typically interpreted to be the time at which the associated parameter

takes its maximum positive value (which is when the complex reconstructed time series

is purely real, and hence has a phase of zero). The same approach is used to produce

results shown later in this Chapter in Fig. 4.11.

4.2.2 Density estimation

The flow acceleration estimates shown later in Fig. 4.12 required the use of an atmo-

spheric density profile. As an aside, it is possible to measure the height of a constant

surface using meteor radar (see Younger et al. [2015]), as is used in conjunction with

satellite and airglow temperature measurements in Reid et al. [2017] (presented in App.

G) to show evidence that airglow emission heights follow heights of constant density.

However, since meteor radar density estimations require large meteor count rates and

can only reliably obtained at one height, they have not been deemed suitable in this work

for the derivation of density profiles. We have instead used data from the Sounding of



4.3. RESULTS 84

the Atmosphere using Broadband Emission Radiometry (SABER) satellite instrument

for this purpose.

We have made use of Version 2.0 SABER data acquired online from the SABER

GATS-Inc. website’s Custom Data Tool. Molecular number density profiles from indi-

vidual SABER limb scans were used to create atmospheric mass density climatologies.

Mass densities were computed from the number densities via the expression:

ρ = nMair/NA (4.3)

where n is the molecular number density (cm−3), Mair is the molar mass of air (∼ 0.029

kg mol−1, and NA is the Avogadro constant (∼ 6.02× 1023 mol−1).

To create a climatology of the diurnal variability in density from the data that was

representative of conditions around Adelaide during the autumnal equinox, we acquired

limb scans with tangent point latitudes spanning 28◦S-42◦S, longitudes 108◦E-168◦E,

days 01-March to 31-May inclusive, and years 2008-2018 inclusive. Measurements falling

into given time-of-day (hourly) and height (0.5 km) bins were averaged. A spatial

sampling region and measurement time-of-year span of this size was necessary to fill

all time-of-day bins with measurements. The aggregation of data over 11 years was

performed to reduce the level of aliasing arising from gravity-wave–induced perturbations

occurring in individual scans.

For comparative purposes, mass densities have also been evaluated using the NRLMSISE-

00 model1. Mean densities were evaluated across 01-March and 31-May and for the same

range of altitudes as in the SABER sampling, calculated for the coordinates (34.6◦S,

138.5◦E) (the location of the BP site).

As shown in Fig. 4.6, the climatology produced using this method exhibited features

that were qualitatively consistent with the same time averaging on NRLMSISE-00 model

output from Adelaide’s location. We did note however that given density surfaces from

SABER were, on average, 2 km lower than NRLMSISE-00’s predictions between about

80 and 95 km. Nevertheless, the use of the SABER-derived density climatology in the

production of Fig. 4.12 yielded essentially identical flow accelerations as those obtained

with NRLMSISE-00.

1The particular version used in this work was the C version maintained by Dominik Brodowski,

available at https://www.brodo.de/space/nrlmsise/.

http://saber.gats-inc.com/data.php
http://saber.gats-inc.com/data.php
https://www.brodo.de/space/nrlmsise/.
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Fig. 4.6: Diurnal variation in atmospheric mass density as derived from SABER data

(upper panel) and the NRLMSISE-00 model (lower panel).

4.3 Results

An example of the horizontal winds estimated from the BP and Mylor meteor radars

using 1-hour time bins and 2 km, non-oversampled altitude binning is shown in Fig.

4.7. This plot is centred on a noteworthy enhancement in the diurnal tide amplitudes

(between days 105 and 110 of 2018), in which the maximum hourly averaged wind

velocity reaches ∼ 130 ms−1. We saw the isolated nature of this as an opportunity to

investigate if it was accompanied by any changes in the gravity wave momentum fluxes

and whether or not gravity wave forcing may have contributed to the enhancement.

This section firstly analyses the horizontal winds and momentum fluxes over the
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Fig. 4.7: Sample of zonal and meridional winds from the BP and Mylor meteor radars,

from an altitude of 92 km.

entirety of the 2018 winter season, and then focuses on the 20 day period centred on

this particular enhancement in the tidal amplitudes.

4.3.1 Covariances across the winter season

Plots of the mean horizontal winds and the 〈u′w′〉 and 〈v′w′〉 covariance components

from 17th March through to 9th September 2018 are shown in Fig. 4.8. Both quantities

have been sampled using 2 km, non-oversampled altitude bins. We chose to evaluate the

covariances using 10-day-long windows, with a time shift of 2 days between the centres

of adjacent windows, in attempt to resolve the planetary-wave induced modulation of

the covariances. A low-pass wavelet filter with a cut-off of 2 days and a 10-day moving

average has been applied to the hourly horizontal winds to evaluate the winds shown; the

filtering was performed to avoid the aliasing of gravity wave activity and tides into the

wind’s variability, and the moving average in order to more closely match the temporal

sampling of the two parameters. Therefore, the winds shown should provide a good

measure of the “background mean winds” responsible for critical level filtering of gravity

waves. We stress that these wind fields are only intended to be devoid of tides, not

planetary waves (again so that an estimate of the time-varying “background wind” may

be obtained). This is distinct from the filter applied prior to evaluating covariances,

which was intended to filter out all spectral components with periods above 6 hours.

As is expected for this time of year at a mid-latitude SH site (see e.g., Vincent and

Ball [1981]), the eastward winds around 80 km generally increase with time from the

autumnal equinox to the winter solstice (∼ days 80 and 170 respectively) and decrease

toward the vernal equinox (∼ day 265). A wavelet analysis (of the unfiltered hourly-
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Fig. 4.8: Mean horizontal winds (panels a) and b)) and the 〈u′w′〉 and 〈v′w′〉 covariance

components (panels c) and d)) measured using the BP-Mylor link between 17th March

and 9th September 2018. As discussed in Sect. 4.3.1, the winds shown correspond to

a 10-day moving average of the hourly-averaged winds with tidal components removed,

and the covariances have been evaluated over 10-day windows, with a time shift of 2

days between the centres of adjacent windows.

averaged winds) reveals that much of the shorter term zonal wind variability evident in

the figure is transient, and encompasses a spectrum of periods between about 10 and

100 days (a sample of this analysis is shown in the wavelet power spectrum plot in Fig.

4.9). The meridional wind, conversely, has a mean much closer to zero. Much of its

variability is confined to periods around 10, 20, 25 and 40-50 days below 90 km, with

variability in the 50-100 day period becoming increasingly dominant above 90 km.

The level of (anti)correlation between the covariances and the winds is highly variable.

The 〈u′w′〉 component appears to be anticorrelated with the zonal wind between 80 and

84 km around the winter solstice, as does 〈v′w′〉 with the meridional wind above 88 km

across a similar time interval. While pronounced levels of anticorrelation between these

quantities in the mesospheric region arising from the critical level filtering mechanism are

typical (see e.g., the recent summary provided by Jia et al. [2018])—particularly in the

zonal component—departures from these predictions are also not uncommon. As Jia et

al. [2018] explains, it is difficult to conceive a mechanism for departures from this theory

in the zonal component (given the dominance of eastward winds in the lower mesosphere
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Fig. 4.9: The wavelet power spectrum of the zonal winds at 88 km altitude. 95%

significance levels are contoured as a solid line.

during winter), aside from considering that the gravity waves may have propagated from

a different location through a region with weak eastward mesospheric winds.

The feature we focus the remainder of this discussion on concerns the coincident

enhancement in the 〈u′w′〉 and 〈v′w′〉 components in the interval spanning days 100 to

120, around 90-94 km. Peak values of ∼ 50 m2s−2 and 100 m2s−2 for 〈u′w′〉 and 〈v′w′〉

respectively are obtained during this interval. Interestingly, they coincide with a brief

enhancement in the zonal winds at the same height, and the peak of the northward

phase of an oscillation in the meridional winds with periods spanning 50-100 days.

Figure 4.10 shows an inset of Fig. 4.8, spanning April 2018 (which the aforemen-

tioned covariance enhancement is centred on). In an attempt to increase the temporal

resolution, the covariances in this figure have been evaluated with 1-day windows, with

a time shift of 6 hours between adjacent windows. Tidal components have also been

removed from the winds as per Fig. 4.8 through the application of a low-pass wavelet

filter with a cutoff period of 2 days. No moving averaging is applied to the winds in this

case (since the application of the low-pass filter effectively brings the time sampling of

the winds close to that of the covariance’s).

This figure shows evidence of a pronounced periodicity around 10 days in the zonal

wind, which attains its highest amplitude at approximately day 110 around 85 km. At
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Fig. 4.10: As per Fig. 4.8, but for April 2018. Also, in this case no moving average has

been applied on the winds post-tide-removal, and the covariances have been evaluated

over windows of length 1 day, with a time shift of 6 hours between the centres of adjacent

windows.

this time and in the same altitude region, the mean meridional winds abruptly (over

a period of a few days) switch from northward to southward. All of this variability

appears to be associated with a superposition of planetary waves. Albeit noisy (owing

to the relatively short integration time), the 〈u′w′〉 covariance component shows an

enhancement between days 105 and 110, and attains especially high positive values

(exceeding 100 m2s−2) at around 90 km altitude. Interestingly, the 〈v′w′〉 enhancement

lags that of 〈u′w′〉 by several days, with a peak again in excess of 100 m2s−2 around day

110.

We have also noted that this interval is associated with an abrupt enhancement of

the amplitudes of the diurnal and semidiurnal tides. Figure 4.11 shows the amplitude

of the horizontal wind time series reconstructed from a inverse wavelet transform (see

eqn. 4.1), for scales between 0.4 and 0.6 days for the semidiurnal tide, and 0.8 and

1.2 days for the diurnal tide. The diurnal tide in the zonal wind is seen to reach an

amplitude of ∼ 50 ms−1 during day 107 at a height of around 92 km, and 35-40 ms−1 in

the meridional component around 88 km during day 109. It should be noted that the

hourly averaged zonal wind velocity (not shown here) reached a maximum of about 140

ms−1 at 92 km during this period. The semidiurnal tide, whose amplitude is known to
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Fig. 4.11: Amplitude of the diurnal (panels a) and b)) and semidiurnal (panels c) and

d)) tidal components, and phase of the diurnal (panels e) and f)) and semidiurnal

(panels g) and h)) tidal components as measured by the BP-Mylor meteor radar during

April 2018.

rarely exceed 10 ms−1 at Adelaide’s location (e.g., Vincent et al. [1998]), also reached an

amplitude of 35-40 ms−1 during day 104 in both the zonal and meridional components,

at a height of around 94 km. The figure additionally shows that the phase of the diurnal

tide is modulated, with the time scale of those modulations appearing to follow the

phases of the planetary wave activity in Fig. 4.10—although there are no noteworthy
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phase changes at the times of the sudden amplitude enhancements. The semidiurnal

tidal phase is persistent, and also with a well-defined vertical progression, during the

few days in which its amplitude is large, but clearly has little meaningful structure at

other times.

The large tidal amplitudes during this period lead us to expect the propagation di-

rections of the gravity waves removed from the wave spectrum by the winds to exhibit

a diurnal variation. As discussed in the review in Sect. 4.1, a complicating factor is

that these waves may also amplify, dampen or shift the phase of the tide, depending on

the waves retained in the spectrum at the wave breaking height; the large variability in

the tidal amplitudes during this period indicates that this may have indeed occurred.

To provide some clarity on the extent to which the gravity waves have been modulated

by the tide and vice versa, in the next section we examine a composite day of the tidal

winds, covariances and the implied flow accelerations over a 20-day interval spanning

the interval in which the diurnal tide has a reasonably consistent phase and an enhanced

amplitude.

4.3.2 Observed gravity-wave–tidal interaction

Figure 4.12 shows a composite day of the horizontal winds, covariances, and flow

accelerations implied by the covariances, over 5-25 April 2018 (i.e., days 95-115). The

composite day consists of time windows of width 3 hours, with a time shift of 30 minutes

between the centres of adjacent windows. The height binning again consists of 2 km-

width bins with centres separated by 1 km.

The flow accelerations in the zonal and meridional directions have been evaluated

using the expressions in (1.2) and (1.3), respectively. These require knowledge of the

atmospheric density profile ρ(z), and as discussed in Sect. 4.2.2, we used an 11 year

climatology of data spanning March-May from the satellite-based SABER instrument to

do this. Following the approach of Liu et al. [2013], we also apply a low-pass filter with

a cut-off wavelength of 10 km to the vertical profile of the covariance prior to evaluating

its density-weighted derivative, in order to remove small-scale fluctuations from it that

are clearly not associated with tidal modulation.

As expected from the relatively large diurnal tide amplitudes in Fig. 4.11, both

horizontal wind components show a predominantly diurnal variation, with the meridional

component lagging the zonal’s by approximately 6 hours across the observed height

region. The time of the zonal wind maximum occurs around 0 UT at 92 km, and 8-9
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Fig. 4.12: A composite day of the horizontal winds (panels a) and b)), covariances

(panels c) and d)) and flow accelerations implied by the covariances (panels e)) and

f)), spanning 5-25 April 2018.

UT at 82 km.

In contrast, the 〈u′w′〉 covariance component shows a predominantly semidiurnal

variation with little vertical phase progression, maximising at around 0 and 12 UT, and

minimising around 5 and 20 UT. The 〈v′w′〉 component is more variable with altitude,

exhibiting a semidiurnal variation between 82 and 84 km, and a largely diurnal variation

above this. The semidiurnal variation between 82 and 84 km is associated with positive

covariances for the entire day except between about 18 and 24 UT, and the diurnal

variation above is associated with negative covariances between about 8 and 15 UT and

positive otherwise.

Between about 88 and 92 km, the zonal flow acceleration shows a pronounced min-

imum between 4 and 6 UT, a maximum around 13 UT at about 88 km, and a weaker

minimum around 19 UT at the same height. The maximum occurs at a similar time to

the corresponding zonal wind minimum, whereas the first minimum lags the zonal wind
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maximum by about 5 hours, and the second minimum precedes it by about 5 hours.

Conversely, there is little flow acceleration structure below 87 km, other than a broad

maximum at about 85 km around 1 UT. These observations are difficult to reconcile for

three reasons: (1) the wave forcing is consistent with a rapid deceleration of the zonal

wind from 4-6 UT at around 90 km, but there appears to be no positive forcing around

20 UT to accelerate the wind, (2) the strong positive forcing which does occur around

13 UT appears to result in little wind variability, and (3) the positive forcing around 85

km between 23 and 4 UT is associated with an acceleration of the zonal wind, but this

acceleration is much smaller than that around 90 km.

From 88-92 km, the meridional flow acceleration shows a small maximum around 4

UT, a minimum at about 10 UT, and a large maximum around 20 UT. As per the

zonal case, this leads to a peculiar relationship with the meridional wind; the forcing’s

positive maximum value occurs at a similar time to the wind minimum, the forcing’s

negative maximum corresponds roughly with a rapid wind deceleration, and the smaller

maximum corresponds with a rapid wind acceleration. As with the zonal component,

there is little meridional flow acceleration structure below around 86 km.

4.4 Discussion

Our aims in this Chapter have been to contribute observations to the well-known gap

in knowledge of gravity wave effects on tides, and in some sense to verify that momentum

fluxes estimated from the BP and Mylor meteor radars are physically reasonable and

devoid of tide-induced biases. The extent to which we have addressed these aims and

our corresponding suggestions for future work are discussed below.

4.4.1 Observed gravity-wave–tidal interaction

Our analysis of gravity-wave–tidal interactions, which was centred on a 20-day in-

terval containing an abrupt enhancement in tidal amplitudes, has yielded inconclusive

results on whether the gravity wave momentum deposition has on the whole enhanced,

dampened or changed the phase of the tidal motions. Nevertheless, the expected uncer-

tainties in the flow accelerations based on the bias mean and standard deviations in the

Fig. 3.8 covariances, shown in Fig. 4.13, indicate that the signal components between

84 and 90 km shown in Fig. 4.12 will have well exceeded the noise levels.

The results are complex, illustrating tidal enhancement at some times of day, dampen-
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Fig. 4.13: Simulated errors in flow acceleration estimates, using the bias mean and

standard deviations in the Fig. 3.8 covariances.

ing at others, and that there are also times in which a forcing is present but no apparent

effect on the tide is clear. A broad observation is that the forcing components have

a more pronounced diurnal variability between about 86 and 92 km, with the result

that the forcing dampens the tide at the tide’s minimum (i.e. westward and southward

phase), and shifts its phase at its maximum. Of course, our interpretation is complicated

by the fact that we have no knowledge of what the tidal features may have looked like

in the absence of gravity wave forcing.

As discussed in Sect. 4.1, it is widely accepted in modelling studies that gravity

wave forcing plays a role in the observed seasonal variation of the migrating diurnal tide

(DW1) amplitudes (i.e. equinoctial maxima and solsticial minima), and that whether

an enhancement or a dampening of the amplitude occurs depends on the gravity wave

source spectrum. However, there is still ongoing debate about whether or not the forcing

is responsible for all of DW1’s observed amplitude and phase variability. Our study adds

to this by showing evidence of a significant level of transience in the zonal wind diurnal

tide amplitudes at a mid-latitude site during equinox conditions between about 85 and

92 km altitude, and that gravity wave forcing acted in phase with the tide at certain

times of day (around 4-6 UT in our study) during one of the enhancements. This implies

that the wave forcing may have contributed to the enhancement at these times. However,

we also observed that the forcing should have dampened the tide shortly thereafter (at

around 10 UT), and we also did not observe a large in-phase forcing at the opposite

phase of the tide (at around 20 UT). Moreover, as a general conclusion, while the phase

relationship between the wave forcing and the tide was complex, the both components

of the forcing could be considered to be acting more in anti-phase with the respective
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components of the tidal winds than in-phase during this enhancement.

Another point to consider is that tides may interact with gravity waves through the

diurnal variations in atmospheric stability they induce (i.e., making conditions more

favourable for gravity wave breaking and hence wave forcing at particular times of day).

As an example, Fritts et al. [1988] showed from observations at Scott Base, Antarc-

tica that the highest levels of turbulence due to convective instability occurred at the

times that the vertical component of the tidal wind induced the most negative value

of dT/dz (the vertical temperature gradient). Using temperature perturbations from

the GSWM-98 model for the BP site, Holdsworth et al. [2001] also showed that maxi-

mum negative values of dT/dz were in phase with the maximum values of the turbulent

velocity measured by the BP MF radar around the autumnal equinox.

On the basis of the finding of Holdsworth et al. [2001], we opted to more closely inves-

tigate the temperature structure in the GSWM-00 predictions for BP’s location around

the autumnal equinox. The model output (incorporating both diurnal and semidiur-

nal tidal components) is shown in Fig. 4.14. As a rough validation of the output, we

see very close agreement between the model predictions and the composite day winds

in Fig. 4.12. Turning to the temperature results, we have noted that the maximum

negative dT/dz (of ∼ −1 K km−1) should occur between 1-3 UT across the 85-92 km

region at the BP site during the period of our composite day analysis. Curiously, we

have observed large positive values of 〈Fx〉 at this time just below this region, and an

abrupt shift in the sign of 〈Fx〉 above it. As Holdsworth et al. [2001] argues, while a

dT/dz of this size is too small to result in static instability, it is still coincident with a

large level of gravity wave forcing and the maximum eastward phase of the diurnal tide,

which we have observed to be particularly large during this interval. In other words, the

times at which we observed extremely large wind zonal velocities associated with the

tidal enhancement occurred when the level of gravity wave breaking (and hence wave

forcing) should have been at its highest. Whether or not this was a cause or effect of

the large zonal winds is unclear.

Overall, our study has highlighted the need for further case studies of transient en-

hancements in tidal amplitudes, how gravity wave propagation is affected by them, and

the role gravity wave forcing plays in causing them. This is in addition to Liu et al.

[2013]’s suggestion that longer term observations (spanning several years) are also needed

across a wider variety of geographic locations to better characterise the climatological

aspects of these interactions.
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Fig. 4.14: Superposition of the diurnal and semidiurnal tidal component output from

the GSWM-00, for the month of April and a latitude and longitude of 36.0◦S and of

138.6◦E respectively.

As is also pointed out in numerous recent modelling studies (e.g., Ribstein and Achatz

[2016] and Yigit and Medvedev [2017]), gravity wave forcing on tides is dependent on

the source spectrum of the waves. Therefore, it is important that future observational

studies measure the forcing as a function of horizontal and temporal scale of the waves

(rather than integrate the forcing over the entire spectrum as done here). The meteor-

radar–based approach introduced by Vierinen et al. [2019] may be well-suited to this.

4.4.2 Issues with applying the uncertainties

In Chapter 3, we attempted to quantitatively define estimates for the absolute and

relative uncertainties of the 〈u′w′〉 and 〈v′w′〉 covariance components as measured by

the multistatic BP-Mylor meteor radar, for typical time and height sampling cases. We

subsequently replicated these sampling schemes on the case study presented here. Even

with this replication, we have noted two main caveats in applying the uncertainties

directly to the observations:

1. The dependence of the measurement precision on the complexity of the wave field.

As discussed in Chapter 3 (through the differences in the distribution widths of Figs.

3.6 and 3.9 for given detection rates), the relative uncertainties in measurements of

non-zero covariance components appear to be dependent on the total frequency/scale

span of all the associated waves. Furthermore, as shown by Kudeki and Franke [1998],

the uncertainty in 〈u′w′〉 and 〈v′w′〉 measurements increases with the amount of kinetic

energy in the wave field (i.e., that embodied by the 〈u′2〉, 〈v′2〉 and 〈w′2〉 components).

Taken together, these points mean that the uncertainties in the covariance measurements

in for example Fig. 4.10 may vary considerably at a given height as a function of time.
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2. Transient wave field features.

The spectral components of the wave field may vary during the integration period. This is

particularly problematic for the 10-day window; for example, during a period of intense

but transient monochromatic wave events followed by more “complex” wave activity,

increasing the integration time may actually increase the uncertainty in the covariance

estimate of the monochromatic wave activity—not only because of the likely change in

the mean covariance, but also because of the “geophysical noise” added to the radial

velocity time series by the more “complex” activity.

Despite these caveats, we can broadly conclude that the 10-day integrated covariances

(shown in Fig. 4.8), except where the absolute values are smaller than about 10-15 m2s−2,

are likely to be of the correct sign. The correlation length of the features in both the time

and height domains also indicates that the noise component in the signal is considerably

smaller than the sum of all the modes of geophysical variability. Additionally, at this

time integration there is likely to be little difference in the uncertainty at the peak and

edges of the height region analysed.

The 1-day integrated covariances (Fig. 4.10), in contrast, are clearly more affected by

measurement noise. There is still some degree of temporal-height correlation, especially

in the region of consistently high values of 〈u′w′〉 between days 105 and 110 above about

86 km, but very little below 84 km. The variability below 84 km is of the same order

as the simulations predict for 1 day of integration in a spectral wave field, so it may be

that the noise component at these heights is considerably larger than the signal.

The 20-day composite covariances (Fig. 3.8), while clearly affected by measurement

noise, do not show fluctuations from bin-to-bin of the same size as the uncertainties

predicted in the corresponding simulation. This gives us further confidence in the co-

variance structures observed there, and also suggests that the wave field being observed

over the 20-day period was not as complex as the simulation’s, nor particularly variable.

Unfortunately, it is impossible to know (using the meteor observations alone) if the

discrepancies between the 1-day and the 10-day integration (for example, the absolute

values of the covariances during the enhancement between days 105 and 110) are a

result of statistical noise in the 1-day estimate or a precise estimate of a strong, transient

monochromatic wave event using the 1-day integration. The observation of wave features

in the MLT airglow (see e.g., Reid and Woithe [2005]) may aid in the interpretation of

how “monochromatic” the background wave field is; in future, there is the potential to

complement these meteor radar case studies with images of the sodium and hydroxyl
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airglow taken nearby the BP site. This, in conjunction with the random resampling

method employed by Liu et al. [2013], may lead to more refined uncertainty estimates.

4.4.3 Effects of tides and planetary waves on covariance esti-

mates

All of our simulations in Chapter 3 showed that a systematic underestimation of non-

zero covariances arises when an attempt is made to remove tidal effects (planetary wave

effects were not included in the model), due to the unavoidable removal of some of the

wind variability associated with gravity wave activity. This clearly becomes more of

a problem in the presence of large amplitude gravity waves with ground-based periods

close to those of the tides. A number of questions related to the removal of tidal effects

could be raised:

1. What is the importance of incorporating the momentum fluxes of gravity waves

with ground-based periods close to the tides in climate models?

2. If those longer-period waves are unimportant, what is an appropriate frequency

cut-off for covariance measurements?

3. If those waves are important, what is the optimal way to remove the tides?

With regard to 3., it may be that a wavelet/S-transform has insufficient frequency

resolution to define solely tidal features; a long-windowed harmonic fitting (as used by

e.g., Andrioli et al. [2013a]) may be more appropriate for filtering purposes if there is

a specific interest in gravity wave features close to or between the tidal periods. Of

course, this method assumes no variability in the tidal amplitudes, tidal periods, or

in the gravity wave spectrum—the first two of which are clearly evident in examples

such as Fig. 4.11. The best way forward may be to simply apply both of the methods

independently and contrast their effects.

Nevertheless, in light of the concerns about contamination due to tidal and planetary

wave effects raised in Andrioli et al. [2013a], we considered it critical to reduce as much

as possible the extent to which variations in the amplitudes and phases of these could

be interpreted as fluctuations in gravity wave activity. We found the inverse wavelet

transform procedure to be a straightforward and reliable way of doing this.
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4.5 Summary and conclusions

In this Chapter, a case study has been performed into the interactions between gravity

waves and tidal activity during the autumnal equinox of 2018 above Adelaide (a mid-

latitude Southern Hemisphere site). A key goal of this was to see if gravity wave forcing

caused a transient spike in the zonal wind tidal amplitudes. A complex relationship

between the phase of the forcing and the tidal winds was revealed, which largely implied

a dampening of the tidal motions between about 88 and 92 km altitude. This leads us to

believe that the gravity wave forcing was not the only contributor to the tidal variability.

However, between the about 4 and 6 UT, the gravity wave forcing was acting in phase

with the predominant tidal variation, suggesting that the forcing may have enhanced the

tide at this time. This also coincides with the time the highest (eastward) zonal velocity

was observed, and according to predictions from the GSWM-00 simulation, the time at

which gravity wave breaking was most likely to occur. Coupled with the disparity in the

literature of the overall effect of gravity wave forcing on tides and the lack of associated

observational work, these findings illustrate the need for further studies into the causes

of transient enhancements in tidal amplitudes.

The other aim of the case study was to validate the momentum flux measurement

capability of the BP-Mylor radar system. By noting the small amount of noise in the

10-day–integrated momentum fluxes and the fact that the simulated uncertainties were

generally smaller than the absolute value of those observed, we are confident that mea-

surement uncertainties have not significantly affected the conclusions mentioned above.

As expected, our 1-day–integrated fluxes contained considerably higher noise levels, and

we would caution using these to make geophysical inferences.

As mentioned in Chapter 3, the uncertainties in the 1-day–integrated momentum

fluxes in particular could be reduced by 1) increasing the meteor detection rate and

2) reducing the incidence of radial velocity outliers—both of which are hampered by a

poor-quality receiver phase calibration. The low meteor detection rates from the Mylor

receiver relative to that at BP (shown in Fig. 4.2) led us to believe the former receiver

may indeed have been compromised by phase calibration errors that were not fully

resolved by the empirical Holdsworth et al. [2004b] approach applied in this Chapter.

To this end, the next Chapter explores a superior alternative phase calibration technique

based on the use of aircraft echoes with known locations.



Chapter 5

Meteor radar phase calibration using aircraft

echoes

The correct measurement of receiver channel phase differences is critical to the per-

formance of any radar system relying on spaced antennas for AOA estimation or spaced

frequencies for range estimation (this thesis is principally concerned with the former,

although work performed by the author on the latter is summarized in App. A). While

there is an inevitable random error in phase difference estimates due to thermal noise,

“systematic” phase offsets are also possible. They are principally known to arise from

(see e.g., Chen et al. [2002], Holdsworth et al. [2004b], and Chau et al. [2008]) propaga-

tion delays through the transmission lines, variations in ground reflection characteristics

(e.g., due to changes in soil moisture content), coupling between the receiver antennas,

cables or other parts of the radar hardware, multipath between receiver antennas or

nearby objects, or changes in response of the receiver electronics due to environmental

changes (e.g., the temperature-induced variability in receiver filter responses). Errors of

this nature are herein referred to as “phase calibration errors”.

As discussed in Sect. 2.9, phase calibration errors in meteor radars can severely

degrade the accuracy and precision of both the AOAs and altitudes ascribed to individual

meteor detections. This in turn can degrade the quality of the subsequently determined

wind estimates. Both Chapters 3 and 4 also provided examples of how 1) reducing

the incidence of radial velocity outliers and 2) (to an extent) increasing the number of

meteor detections in a given altitude bin can lead to improved momentum flux estimation

precision. Correctly compensating for any receiver phase offsets aids with this, as 1) it

reduces the chances of a meteor AOA being aliased yet still used in subsequent processing

(see Fig. 2.13 for consequences of this), and 2) it can reduce the number of meteors

discarded for having physically unreasonable altitudes. Of course, ensuring the altitudes

100
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are correct also reduces momentum flux errors arising from using the wrong data to

assign an estimate to a particular altitude bin.

As is also discussed in Sect. 2.9, the empirical phase calibration method developed by

Holdsworth et al. [2004b] (which was used in Chapters 3 and 4) works extremely well for

any applied combination of receiver phase offsets. However, it is generally only able to

derive phase corrections to a precision of ±2◦. This typically leads to 1-sigma altitude

estimation errors of ∼ 1 km, although the extremes in the error distribution (which are

generally at zenith angles & 65◦) can be in excess of ∼ 8 km.

Furthermore, the empirical technique is not able to account for an AOA dependence

in the phase calibration errors. In most practical meteor radar installations, obstacles

nearby the array (such as buildings and vegetation) are prone to causing multipath

and/or delay of received signals with AOAs close to the horizon. The characteristics of

the antenna ground plane may also change with AOA of the received signals. Both of

these aspects could induce AOA-dependent errors into the phase differences measured

between receiver pairs. Removal of such errors is critical if they substantially degrade

the accuracy of the AOA estimates.

This Chapter explores the opportunistic approach of performing an AOA-dependent

phase calibration of meteor radar receivers using echoes from GPS-tracked aircraft. To

contextualize the approach, the next section reviews several alternative phase calibration

techniques used with atmosphere-probing MF/HF/VHF radars.

5.1 Radar phase calibration methods

A large number of attempts have made in the past to estimate radar receiver channel

phase calibration offsets, and it is beyond the scope of this thesis to review them all.

The techniques that have been used generally obtain the offsets in one of the following

ways:

1. By making assumptions about the nature of the observations of some geophysical

phenomenon measured by the radar;

2. By transmitting a signal with known amplitude and phase characteristics into the

receivers and/or antennas;

3. By comparing the radar’s measured position of a scatterer/source with its known

position.
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Selected examples from each of these categories that have or could possibly be applied

to meteor radar are outlined below.

The Holdsworth et al. [2004b] empirical phase calibration technique is an example of

one that relies on geophysical data, as it assumes meteors will occur within a certain alti-

tude range. A related approach, referred to here as “equi-D fitting”, was also introduced

in the same work. That technique exploits the typically linear variation of the logarithm

of the decay time (or the diffusion coefficient, D) with altitude (an example of which

is shown later in this Chapter in Fig. 5.28) to search for an optimal horizontal shift

to apply to the measured AOA distribution. Phase corrections are then derived from

that shift. The equi-D fitting method has been shown to give comparable results to the

empirical technique used in this thesis, although the latter is considered more rigorous

as log10D does not always vary linearly with altitude [Younger, 2011]. In general, the

equi-D fitting method can also only be used to give a mean phase calibration estimate

for all AOAs, rather than one with AOA dependence.

Another approach relying on geophysical data makes use of the well-known locations

of specular echoes from ionospheric irregularities aligned to the Earth’s magnetic field

or the equatorial electrojet. In this method, phase corrections are derived from the

difference between the expected echo location and the average of an ensemble of measured

locations. Such an approach has only been applied on narrow beam VHF radars (e.g., to

the 52 MHz Chung-Li radar in Wang and Chu [2001], Kuong et al. [2003] and Lin et al.

[2019], and to the 50 MHz Jicamarca array in Chau and Woodman [2001]). It could in

theory be applicable to VHF or HF meteor radars, but it would only yield offsets for a

small range of AOAs. Furthermore, fluctuations in the echo position (as discussed for

example in Lin et al. [2019]) could lead to significant errors in the obtained offsets.

The effectiveness of phase-calibrating with a known signal injection depends on where

in the receive chain the injection is performed. Reid et al. [1995] applied this approach

on the 1.98 MHz BP array, but for practical reasons the signal was injected directly into

the receivers (which each constituted 3 combined antennas and transmission lines) rather

than the antennas themselves. While useful for diagnosing faults with the receivers (as

well as being robust enough to determine their response to environmental changes), this

approach is not able to compensate for phase delays elsewhere in the receiver chain.

In a study pertaining to a 28.5 MHz meteor radar, Valentic et al. [1997] went a step

further in this context by making use of a re-locatable beacon in the far field of the

array. By moving the beacon around the array, they were able to determine not only the
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phase offsets for the entire receive chain, but also precise effective receiver locations. A

similar approach has also been applied on the Jicamarca array (e.g., Chau et al. [2008]).

The use of a drone with a beacon in the far field of the array is undoubtedly the most

superior approach for obtaining AOA-dependent phase calibration estimates, but such

an approach was not deemed feasible in this work due to licensing considerations.

As an example from the third category, echoes from satellites or rocket payloads have

been widely used for phase calibration purposes. Examples that have obtained satellite

true positions from optical observations include Sullivan et al. [2006] and Schlatter et al.

[2013] for narrow-beam radars in the EISCAT network, and Renkwitz et al. [2015] for

the 53.5 MHz MAARSY array. As part the present work (see the paper by Holdsworth

et al. [2020] in App. C), the utility of satellite echoes received on the BP meteor radar

antennas (illuminated by the co-located 144-element ST array) for phase calibration has

also been briefly tested, with sample results shown in Fig. 5.1. To prepare these results,

the reference satellite positions have been determined via propagation of their orbital

parameters rather than through optical observations.

The satellite-based approach has proved effective in the aforementioned studies, in

which the region being studied was in the same direction as the satellite echoes (close

to the zenith). However, satellite echoes associated with all-sky meteor radars have not

been reported in the literature, and even if it were possible it would only be feasible to

use one of the few larger satellite bodies (such as the International Space Station) at high

zenith angles. Another complication is the fluctuations in the apparent AOA that arise

from varying levels of refraction of the echo as it propagates through the ionosphere.

Radio stars with well-known locations have also been applied successfully to phase

calibration in a number of studies pertaining to narrow-beam VHF radars (e.g., Palmer

et al. [1996] for the 46.5 MHz MU radar, Chau et al. [2008] for the 50 MHz Jicamarca

array, and Chau et al. [2014] for the 53.5 MHz MAARSY array). These studies have

concluded that radio stars offer a simple, robust way of compensating for long-term

drifts in the receiver calibration and/or variations due to hardware changes without any

need for manual intervention. However, their relatively low signal strength has so far

made them infeasible for use on single-antenna meteor radar receivers.

To date, radar phase calibration using aircraft echoes has been reported in three

studies. The first two of those, Robertson et al. [1953] and Chen et al. [2002], measured

positions of candidate aircraft optically. In particular, Chen et al. [2002]’s study con-

cerned the phase calibration of multiple receive channels of the 52 MHz Chung-Li radar.
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Fig. 5.1: BP meteor radar phase calibration results collected over 11 transits of the

International Space Station (based on work performed in Holdsworth et al. [2020]).

Individual phase calibration estimates are shown in blue asterisks, with 1-sigma standard

deviation of the phase shown as error bars (blue lines). Mean calibration estimates over

the 11 transits are shown as vertical black lines, with results from the empirical method

of Holdsworth et al. [2004b] shown as vertical red lines. Dates of the transits are shown

on the y-axes. Figure prepared by D. A. Holdsworth, Sep 2018.

They obtained consistent phase offset estimates across several dozen transits (with typ-

ical 1-sigma errors in each estimate of ∼ 5◦), and also evidence of a drift in those offsets

of several degrees between summer and winter (which they attributed to temperature

changes at the site). They conducted their analyses on an aircraft flying on a fixed flight

path with respect to the radar, over 2-second intervals in which the aircraft was closest

to the radar (which was at an angle close to the radar zenith). Obtaining offsets over

a larger range of AOAs may have been possible, but given the beam’s small width this

was not necessary.

In contrast, the recent study of Lin et al. [2019] made use of GPS-tracked aircraft

to phase-calibrate the Chung-Li radar. As in the Chen et al. [2002] study, they made

use of several dozen aircraft transits through the beam centre across different seasons,
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and obtained consistent estimates across all transits for given receiver pairs (with typical

1-sigma errors in the range of 1-4◦, and a variability of several degrees between sum-

mer and winter). Their aircraft-based results were also consistent with those derived

from echoes from a GPS-equipped drone flown through the beam centre. Curiously,

there were notable discrepancies between both of these results and those derived from

field-aligned irregularities, which the authors attributed to a non-uniform distribution

of scatter within the beam in the latter. Additionally, this further illustrated the need

to use long integration times when obtaining calibration estimates from field-aligned

irregularities.

We envisioned that an aircraft-based phase calibration approach would offer the fol-

lowing advantages relative to the alternatives in the studies discussed above:

1. Assuming the aircraft position and timing information is correct, phase correction

estimates at a given position would be “exact”.

2. The correction estimates should compensate for any source of phase estimation

error in the receive chain (whether they be in the receiver units, antenna cables,

or the antennas themselves), at any location where there are echoes from aircraft.

3. Setting up an Automatic Dependent Surveillance-Broadcast (ADS-B) receiver sta-

tion and/or getting access to aircraft position information from a third-party would

be straightforward and low-cost.

4. Routine phase calibration estimates would be able to be produced without any

need for human intervention.

As well as the general need to improve the meteor detection rates at BP and Mylor for

momentum flux studies, giving us further impetus to evaluating the effectiveness of the

aircraft-based approach on the BP and Mylor meteor radars were the following factors:

1. The absence of any pre-existing application of an aircraft-based phase calibration

to meteor radar systems.

2. The abundance of aircraft echoes in the lower range gates of the BP and Mylor

radars.

3. Our suspicion of the quality of (and therefore the need to validate) the previously

obtained phase calibration results from the empirical approach of Holdsworth et al.

[2004b] on the Mylor system (see Fig. 4.3).
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Furthermore, it was clear that there was an opportunity to build on the approach

of Chen et al. [2002] by incorporating AOA-dependent phase correction information in

the calibration (as well as that of Lin et al. [2019], although this was published after

the completion of the present work). The large diversity in aircraft flight paths in the

Adelaide area also meant our radar link was ideally positioned to carry this out.

The following sections give a detailed description of the technique that was developed.

5.2 Overview of aircraft-based phase calibration approach

The phase calibration approach employed in this Chapter uses aircraft position in-

formation derived from a transponder to phase-calibrate a meteor radar that receives

echoes from those aircraft. A schematic of the approach and its geometry is shown in

Fig. 5.2. The basic procedure used, which is discussed in detail in the sections that

follow, is:

1. Run a meteor radar in its standard meteor detection mode, ensuring the raw IP

and Q signals at the desired PRF from all channels and range gates are recorded.

2. Archive aircraft locations from an ADS-B receiver located in the vicinity of the

radar receiver in question.

3. For each aircraft transit in the vicinity of the radar, search the radar time series

for the aircraft echo.

4. If an echo is found, compute the phase differences of the echoes of each receive

channel with respect to a given reference channel.

5. Compute the “phase calibration offsets” (the position-dependent differences be-

tween the measured phase differences and the ones predicted based on the aircraft’s

known location).

6. Apply the phase calibration offsets to meteor echoes recorded by the meteor radar.

5.3 Aircraft location retrieval

To facilitate airborne traffic situational awareness, it is becoming increasingly common

for civil aircraft to periodically broadcast their positions (derived from GPS) in the form

of ADS-B messages using onboard Mode-S transponder systems. The requirements for
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Fig. 5.2: Geometry and basic schematic of the aircraft-based phase calibration approach.

Fig. 5.3: 1090 MHz whip antenna (left) and FlightAware Pro Stick Plus USB SDR

Receiver (right) used for reception of ADS-B signals in this study.

ADS-B capability differ depending on the aircraft and airspace under consideration,

but for practical purposes it can be assumed that all commercial aircraft flying under

Instrument flight rules (IFR) in most parts of the world will have the capability. As

a local example, in February 2017 the Australian Government’s Civil Aviation Safety

Authority (CASA) mandated ADS-B useage in all Australian IFR operations [CASA,

2016].

https://www.casa.gov.au/standard-page/key-timelines
https://www.casa.gov.au/standard-page/key-timelines


5.3. AIRCRAFT LOCATION RETRIEVAL 108

−200 −100 0 100 200
Easting (km)

−200

−100

0

100

200

N
or

th
in

g 
(k

m
)

0.0

0.2

0.4

0.6

0.8

1.0

N
or

m
al

iz
ed

 p
os

iti
on

 d
en

si
ty

BP

Histogram of ADS-B-derived aircraft positions around Adelaide

Mylor

Fig. 5.4: Histogram of aircraft detected around Adelaide between 26-Oct 2019 and 09-

Nov 2019 using the ADS-B receiver. Distances are in Transverse Mercator coordinates

with respect to the location (34.911◦S, 138.663◦E). Dashed white circles have been drawn

at radius intervals of 50 km. Locations of the meteor radar receivers have been indicated

with white crosses.

ADS-B messages are encoded in (typically) 112-bit pulse sequences with a carrier

frequency of 1090 MHz. Receiving and interpreting these signals generally requires an

antenna capable of receiving at 1090 MHz, and a receiver system to decode the pulse

sequence. This is typically done by dedicated ADS-B ground stations, that subsequently

relay the position information to air traffic controllers. There are also a large number of

hobbyists that set up their own ADS-B ground stations to receive these signals, either

for private use or for sharing on flight tracking services such as FlightRadar24 and

FlightAware.

Many different products are available to perform the signal reception and decoding.

Commercial systems with out-of-the-box functionality typically integrate an antenna

and a decoding system into a single unit, and often come bundled with a GPS receiver

and a mobile app for real-time display of nearby aircraft (e.g., the Garmin GDL 52).

In the hobbyist/open-source community, there are also many examples of home-made

antennas (e.g., on FlightAware Discussion Forums) and collaborative development of

decoding algorithms for use with software-defined radio (SDR) receivers (e.g., the open-

source dump1090 project).

Considering the need for a low-cost solution with the potential of being deployed on

https://www.flightradar24.com/
https://flightaware.com/
https://buy.garmin.com/en-US/US/p/529290
https://discussions.flightaware.com/t/three-easy-diy-antennas-for-beginners/16348
https://github.com/antirez/dump1090
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Fig. 5.5: Histogram of the AOAs of aircraft detected around the two meteor radar

receiver sites (left: Buckland Park, right: Mylor) between 26-Oct 2019 and 09-Nov 2019

using the ADS-B receiver. Dashed white circles have been drawn at zenith angle intervals

of 15◦.

multiple radar systems, it was decided to further investigate the use of a cheap 1090

MHz antenna and SDR unit coupled to open-source decoding software. This option

was also considered superior to using a pre-existing service such as FlightRadar24, given

the potential need for detecting ADS-B messages at the highest time resolution possible

(typically 2 Hz), and the possibility that working ADS-B ground stations may not be in

the vicinity of the meteor radar in question at all times.

5.3.1 Antenna, SDR receiver and signal decoding

In this study, a vertically-mounted 3 dBi 1090 MHz ADS-B whip antenna was used

for signal reception, and a FlightAware Pro Stick Plus USB receiver was used as a SDR

receiver (see Fig. 5.3). It was noted during initial trials that this setup was capable

of receiving ADS-B signals from aircraft at distances of up to about 200 km. While

dedicated ground-based ADS-B stations have been quoted to be able to detect aircraft

at distances in excess of 460 km, it was considered that aircraft at distances of greater

than about 100 km from the meteor radar receiver would be at too low an elevation

angle to be useful for phase calibration purposes. Therefore, this level of performance

was deemed adequate.

https://thepihut.com/products/3dbi-ads-b-1090mhz-sma-antenna-w-magnetic-base
https://thepihut.com/products/flightaware-pro-stick-plus-usb-sdr-ads-b-receiver
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Signal decoding was performed using the dump1090-fa package on a laptop running

Debian GNU/Linux 9. By default, this package streamed all decoded ADS-B messages

to a network port for real-time display of detected aircraft in a web browser. So as

to record the aircraft locations, a script was written to pipe selected parameters (time,

latitude, longitude, altitude, speed, and heading) from this port stream to text files

with names corresponding to each detected aircraft’s unique 24-bit ICAO1 hexadecimal

identifier.

Since ADS-B messages do not presently contain any timing information, the ADS-B

receiver PC needed to use its own clock to time-stamp the messages. To minimise timing

errors between the clocks of ADS-B receiver’s PC and the radar’s PC (whose clock was

GPS-locked, as mentioned in Sect. 2.3), the ADS-B PC’s clock was synchronized to a

Network Time Protocol (NTP) server. To remove residual timing errors arising from a

loss of connection to an NTP server or delays in the transmission of ADS-B messages

from aircraft, a post-analysis technique based on minimising the discrepancy between

radar-derived and ADS-B-predicted radial velocities of each aircraft was developed; see

Sect. 5.4.6 for further details.

5.3.2 Sample aircraft position distributions

For the main phase calibration work presented in this thesis, the ADS-B antenna

was vertically oriented on the roof of a building in the eastern suburbs of Adelaide, at

approximately (34.911◦S, 138.663◦E). Aircraft locations were continuously sampled from

this location from about 06:00 UT on 26-Oct 2019 until about 01:00 UT on 09-Nov 2019.

Figure 5.4 shows a histogram of the locations of the aircraft sampled over this period,

with respect to the ADS-B ground station location. Some prominent flight paths are

visible (for example, those leading toward the Adelaide International Airport about

15 km west of the ground station), as well as a “background” that encompasses most

locations within about 50 km of the ground station. The farthest returns are seen to be

in excess of about 200 km, with a notably higher maximum range to the west than east;

this is due to the presence of the hills east of Adelaide preventing the receipt of ADS-B

messages below a few degrees elevation.

The angular position of the aircraft with respect to the meteor radar receiver sites

at Buckland Park and Mylor are shown in Fig. 5.5. It is clear that the Buckland Park

site has full azimuthal coverage above zenith angles of about 70◦, and fairly complete

1International Civil Aviation Organization.

https://github.com/flightaware/dump1090
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Fig. 5.6: A sequence of ADS-B-measured (coloured dots) and interpolated (solid black

line) horizontal positions (left) and altitudes (right) from a sample aircraft. Note the

momentary losses of contact with the aircraft, especially after about 6 minutes into the

sample.

coverage above 60◦ except in the north-western quadrant. The Mylor site has a slightly

more uniformly distributed coverage, albeit with some maxima around several narrow

flight corridors and a pronounced minimum in detections to the north and north-east

in the zenith angle ranges 30-45◦. As an overarching comment, considering that meteor

detections are expected to mostly occur in zenith angle ranges 50-75◦, the aircraft detec-

tions at both sites are expected to provide an adequately filled-in position distribution

for the phase calibration.

5.4 Phase correction estimation scheme

This section discusses the steps performed in time and range-aligning aircraft de-

tection time series and aircraft echoes from meteor radar data, and the subsequent

estimation of phase calibration offsets. The procedure developed attempts to generate

phase calibration offsets for each ADS-B-detected aircraft over a prescribed time inter-

val, and the following subsections pertain to the processing associated each with aircraft.

Where appropriate, examples are provided of a sample aircraft detection made with the

Buckland Park meteor radar.

5.4.1 Selection of “candidate” aircraft transits

The procedure firstly searches for “continuous” segments of aircraft detections. “Con-

tinous” segments are denoted by a sequence of more than 10 positions that have a maxi-



5.4. PHASE CORRECTION ESTIMATION SCHEME 112

Example range-time-power image

0 2 4 6 8
Time (minutes since 2019/10/28, 22:14:00 UT)

10

20

30

40
R

an
ge

 (k
m

)

20

30

40

50

60

70

Po
w

er
 (d

B)

Fig. 5.7: The incoherently averaged (across all meteor radar receivers) power from the

aircraft in Fig. 5.6. The predicted range (based on the ADS-B messages) is shown as

red dots, with interpolated ranges shown as a solid black line.

mum time gap of no more than two minutes. Any such segment with less than 10 points

is not considered for further analysis, and segments with a maximum gap of greater than

two minutes are split and processed separately. These criteria were put in place so as to

avoid excessive amounts of interpolation in estimating aircraft positions (i.e. zenith and

azimuth with respect to the meteor radar) at a specific time (see Sect. 5.4.2).

Positions within a “continuous segment” are considered for further processing if they

are at zenith angles with respect to the meteor radar receiver of less than 85◦. This

criterion was put in place because there was little interest in the nature of the phase

calibration offsets this close to the horizon. Aircraft below altitudes of 100 metres above

sea level (i.e., taxiing or in the process of taking off or landing) were also excluded.

5.4.2 Interpolation of aircraft positions

Computation of phase correction estimates is done over time windows of a fixed length

of 2 seconds, with a spacing between adjacent windows of 1 second (i.e., a 50% over-

sampling) (herein referred to as a “processing interval”). The ADS-B-derived aircraft

positions have an inconsistent sampling rate, and so interpolation of them to these time

windows is required. Accordingly, the transverse mercator (easting and northing) dis-

tances of the aircraft from the receiver and the aircraft altitudes are linearly interpolated

to the window times. Figure 5.6 shows the measured and interpolated positions for an

example aircraft detection, and the occasional need to interpolate over substantial gaps

in the position measurements.

Clearly, the accuracy of the linearly interpolated aircraft positions and altitudes is
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compromised if the aircraft accelerates or performs a manoeuvre between any two re-

ceived ADS-B messages. The criterion for a minimum of 10 points in any given two

minute period discussed in Sect. 5.4.1 reduces the severity of the errors arising from

this in the data processed further. Once that criterion had been put in place, no cases

were noted in which the gap between subsequent ADS-B messages of aircraft close to

the zenith of the radar receiver was more than a few seconds. As a result, no scheme

has been put in place to flag evidence of aircraft manoeuvres that would significantly

affect the accuracy of the measured phase correction terms.

5.4.3 Extraction of aircraft echoes from the radar data

Once the aircraft positions are interpolated to the desired times, for each 2-second

processing interval the radar time series corresponding to each time at the two range

gates on either side of the one nearest to the expected aircraft range are extracted.

The signals from all receiver channels at each range gate are incoherently combined,

and the mean power at each range gate is computed from the combined time series.

The time series at the range with the highest power is then extracted for subsequent

processing. Figure 5.7 shows an example of the incoherently combined signal powers

as a function of time and range for the same aircraft transit as in Fig. 5.6, with the

expected (interpolated) range of the aircraft overlayed.

A rudimentary attempt to remove range-independent sources of interference is also

made in this part of the processing. If the incoherently combined power is seen to vary by

less than some threshold over the five range gates considered here, that time window is

precluded from subsequent processing. Through experimentation, the threshold deemed

most appropriate for this purpose was 3 dB.

5.4.4 Parameter estimation

Following the extraction of radar data that presumably contains a signature of the

target aircraft, the phase differences selected channel pairs, channel-averaged Doppler

velocities, and SNR for each channel are estimated. This procedure is performed for

each 2-second processing interval.

The approaches for the phase difference and Doppler velocity estimates largely follow

those outlined in Sect. 2.5 for meteor echoes. To estimate the phase difference for

a given receiver pair, a linear fit is performed to the CCF phase across lags ±1 and

±2, with the result at lag 0 extracted. As with meteor echoes, 0-lag interpolation is
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performed to remove the effects of noise correlated between receiver channels from the

phase difference estimate. Likewise for the Doppler velocity estimate, the CCFs are

summed over all possible receiver combinations, and then a least-squares linear fit to the

phase of the result across lags ±1 and ±2 is performed.

The SNR for a given channel is found by computing the signal’s autocovariance func-

tion at lags [−2,−1, 0, 1, 2], and then calculating the ratio of the signal and noise com-

ponents of the autocovariance at lag 0. Mathematically, this can be represented as:

SNR =
K ′ii(0)

Kii(0)−K ′ii(0)
,

where Kii(τ) indicates the autocovariance at lag τ , and a prime indicates a value that

has been interpolated across lags ±1 and ±2.

5.4.5 Phase correction estimation

The phase corrections estimated correspond to the difference between the measured

phase differences for the ith receiver pair χ′i, and those predicted based on the aircraft

location. The predicted phase differences are calculated using the differences in path

length between the aircraft and the receiver elements under consideration. In turn, the

path lengths are calculated from the difference in the ECEF coordinates of the aircraft

and a given receiver antenna (the coordinates are calculated through a transformation

of the corresponding latitude and longitude data using the procedures outlined in App.

B). The expression for the predicted phases corresponding to a given antenna pair i is:

χi =
2π

λ
(|(a− xj)| − |a− xk|) , (5.1)

where a is a vector containing the ECEF coordinates of the aircraft, and xj and xk

are the vectors in ECEF coordinates of the two antennas constituting pair i. It should

be noted that this assumes the radio wave travels along a direct line of sight between the

antenna and the receiver (i.e., that no refraction/scattering of the radio wave occurs).

The correction term for pair i is then given by:

αi = χ′i − χi , (5.2)

i.e., χ′i → χ′i − αi through application of the correction.



5.4. PHASE CORRECTION ESTIMATION SCHEME 115

0 2 4 6 8
−200

−100

0

100

200
Measured and predicted Doppler velocities

0 2 4 6 8
Time (minutes since 2019/10/28, 22:14:00 UT)

−200

−100

0

100

200
D

op
pl

er
 v

el
oc

ity
 (m

/s
)

Sum of Doppler discrepancies wrt offset

−6 −4 −2 0 2 4 6
Time offset (seconds)

0

200

400

600

800

1000

1200

1400

Su
m

 o
f D

op
pl

er
 d

is
cr

ep
an

ci
es

 (m
/s

)

Measured
Predicted

Fig. 5.8: An example of the process of determining the time offset between the ADS-B

receiver PC and the aircraft time stamps. A comparison of the measured and predicted

Doppler velocities in the left panel, along with the sum of the discrepancies between

these quantities as a function of time offset in the right panel (which minimizes at an

offset of ∼ 0.2 s).
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Fig. 5.9: As per Fig. 5.8, but with the presence of multiple range-coincident aircraft

echoes. The time offset of minimum discrepancy in this case is ∼ 0.7 s.

5.4.6 Removal of possible aircraft timing errors

As discussed in Sect. 5.3.1, offsets between times reported by the ADS-B receiver PC

and those that the aircraft ADS-B messages pertain to may result in significant errors

in the phase correction estimates, especially when the aircraft is close to the receiver’s

zenith. A post-analysis technique based on minimizing the discrepancy between the

radar-derived and ADS-B-predicted Doppler velocities has been devised to overcome

this issue. It should be noted that the approach we have used here is similar to the

time synchronization method developed in Lin et al. [2019], which was published after

the completion of this work. We additionally note that Chen et al. [2002] made use

of aircraft radial velocities to align their radar and aircraft video camera time series,



5.4. PHASE CORRECTION ESTIMATION SCHEME 116

although did not use an error minimization scheme as used here and by Lin et al. [2019].

To produce the ADS-B-predicted Doppler velocities, absolute velocities are firstly

computed by time-differentiating the ECEF (see App. B) coordinates of the aircraft.

This is done using a three-point Lagrangian interpolation algorithm, so as to get an

estimate of the derivative at each position estimate. In order to reduce the noise in

these estimates, the result is also smoothed using a boxcar averaging with a width

corresponding to 1/10 of the number of interpolated aircraft positions available.

Following the approach for forward scatter meteors in Sect. 2.2.3, predicted Doppler

velocities are then computed using the equation:

vrp = (v · b) · r̂ , (5.3)

where v is the 3-dimensional velocity in ECEF coordinates, and as per Fig. 2.2, r̂ is a unit

vector in the direction of the receiver from the aircraft, and b is a unit vector bisecting

the aircraft-receiver and aircraft-transmitter vectors. An example of the measured and

predicted Doppler velocities for the same aircraft as in Figs. 5.6 and 5.7 are shown in

the left panel of Fig. 5.8.

The discrepancy minimization works by recomputing the interpolated positions and

predicted velocities across a grid of time offsets, and finding the time offset at which the

sum of the absolute difference between the predicted and measured Doppler velocities

minimizes. Mathematically, this can be expressed as:

arg min τ

∑

t

(|vr(t)− vrp(t− τ)|) , subject to : τ ∈ R , (5.4)

where vr is the measured Doppler velocity, and τ is the applied offset. An example of

the discrepancies as a function of τ are shown in the right panel of Fig. 5.8; in this

example the minimum discrepancy occurs at τ ≈ −0.2 s.

The evaluated discrepancies can be erroneously large if there are range-coincident

echoes from other aircraft present during the transit of the tracked aircraft. Such an

example is shown in the left panel of Fig. 5.9, in which incorrect velocities at certain

times are apparent. To reduce the effect of these on the discrepancy summation, only

those points with a discrepancy lower than the median discrepancy at any given offset are

ever included in the summation. The drawbacks of this approach are the preclusion of

“good” points in the case of no anomalous aircraft echoes, and the inclusion of anomalous

Doppler velocities in the case where echoes from other aircraft are predominant. An

adaptive approach that compensates for the number of likely velocities from the other

aircraft would have been favourable, but was not deemed necessary.



5.4. PHASE CORRECTION ESTIMATION SCHEME 117

Distribution of time offsets (BP)

−2 −1 0 1 2
Offset (seconds)

0

50

100

150

200

250
C

ou
nt

s
Distribution of time offsets (Mylor)

−2 −1 0 1 2
Offset (seconds)

0

50

100

150

Fig. 5.10: Distribution of offsets applied to the ADS-B receiver PC time stamps, based

on minimizing the discrepancies between measured and predicted Doppler velocities.

Results for BP are shown in the left panel, and Mylor in the right.

Histograms of the estimated time offsets for all aircraft returns collected from the BP

and Mylor receivers are shown in Fig. 5.10. These have been applied in all subsequently

presented phase correction estimates. The BP distribution has a mean and standard

deviation of ∼ −0.24 and 0.76 s respectively, with ∼ −0.17 and 0.67 s respectively for

the Mylor distribution. The fact that the estimated time offsets are in the order of a

few seconds provides confidence that any residual time offsets could not be expected

to be more than a few seconds. Such offsets would have a minimal effect on the phase

correction distributions presented in subsequent sections.

5.4.7 Processing applied to phase correction estimates

Despite the data processing performed in previous steps (i.e., zenith and altitude cut-

offs, attempts to remove range-independent interference, minimization of errors arising

from mis-interpolating aircraft positions, and estimating and removing any possible time

offsets), a number of obvious outliers/defects were evident in the obtained phase correc-

tions.

The majority of the defects were surmised to be due to multiple range-coincident

aircraft echoes at certain times. In this work, an attempt to filter out such echoes

was made by comparing the measured and predicted Doppler velocities, and removing

points with a threshold discrepancy of 2 ms−1. This threshold was deemed large enough

to generally remove clearly contaminated echoes, but not so large as to remove points

that had velocity errors brought about by noise or minor position mis-interpolations.

It should also be noted that this approach also has the ability to remove segments of
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transits containing interferers and ground wave effects (see Fig. 5.15).

There are of course cases in which multiple aircraft would have similar Doppler ve-

locities but be at different AOAs (possibly for large segments of a transit). In this case,

the algorithm used here would still accept that data for further analysis. In manually

inspecting a large number of range-time-power plots of aircraft echoes received at BP

and Mylor, the few cases evidencing this were not deemed to have a large impact on the

phase correction distributions presented in the subsequent section. However, it should

be stressed that this may not be the case for sites with denser air traffic.

In an attempt to remove some of the outliers that remained after this filtering, an

iterative outlier removal procedure was implemented. This procedure fits planes to the

phase correction distribution of the form:

P (Θx,Θy) = AΘx +BΘy + C , (5.5)

where A, B and C are the fit parameters, and Θx and Θy are the x and y direction

cosines, respectively. In this work, any phases which differ from the plane by more than

5 × 1.4826 × MAD are removed from the distribution prior to subsequent processing

(note that MAD is the median absolute deviation of the distribution, and 1.4826 is a

scaling factor to convert a median absolute deviation to a standard deviation, assuming

the input has a Gaussian distribution). This procedure is repeated until no more outliers

remain.

5.5 Example aircraft phase calibration candidates

This section shows seven example aircraft candidates used in the phase calibration

procedure on BP and Mylor meteor radar data. The examples cover a broad range of

cases, including ones in which deriving phase correction estimates was straightforward,

and others in which challenges were encountered such as range-coincident aircraft echoes,

interference between the ground pulse and the aircraft echo, oscillatory phase corrections,

and problems in the interpretation of high zenith angle echoes. Shown in each case is a

range-time-power plot of the aircraft echo, the aircraft horizontal and vertical position,

the aircraft zenith angle, the measured and predicted phase difference and the implied

phase corrections, the aircraft SNR, and the measured and predicted Doppler velocities

associated with aircraft echo.
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Fig. 5.11: An example of a “good” phase calibration candidate detected with the BP

receiver (Case 1).

Case 1: “Good” candidate at the BP receiver

Figure 5.11 consists of an aircraft at an altitude of just over 10 km, travelling in a

south-easterly direction and passing to the south-west of the BP receiver. While there

is a characteristic “beating” in the returned power (presumably caused by multiple

scattering points off the aircraft body interfering as a result of orientation changes with

respect to the receiver), the SNR is consistently high enough to estimate phase offsets

that vary smoothly as a function of position.

The estimated Doppler velocities also generally agree well with the predicted in this

example, except around the times when the velocity is aliased.
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Fig. 5.12: An example of a “good” phase calibration candidate detected with the Mylor

receiver (Case 2).

Case 2: “Good” candidate at the Mylor receiver

In the Fig. 5.12 example, an aircraft is at an altitude of about 12 km, flying in

a south-easterly direction to the north of the Mylor receiver. At closest approach it

is approximately 8 km from the receiver, and as a result reaches a minimum zenith

angle of about 25◦. Aside from being affected by some range-independent interference

about 4 minutes into the sample, the implied phase corrections again vary smoothly

as a function of position, and there is excellent agreement between the measured and

predicted Doppler velocities.

It is also worth noting the “drift” in the implied corrections for all receiver pairs after

about 5 minutes into the sample. As shown in Fig. 5.19, these features are consistent

across a number of aircraft at this position for the Mylor receiver. We expect that the

variability is brought about by changes in the phase response of the array, rather than
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Fig. 5.13: An example of a transit at BP contaminated by multiple range-coincident

aircraft (Case 3).

errors in the assumed aircraft position.

Case 3: Range-coincident echoes at BP

Figure 5.13 shows an example from BP in which multiple range-coincident aircraft

are present in the returned echoes. It is clear that between roughly minutes 4 and 7

of the sample, the implied phase corrections vary erratically as a result of the wrong

aircraft being tracked. Unsurprisingly, there is also a substantial discrepancy between

the measured and predicted Doppler velocities at these times. It is likely that the

algorithm “locks on” to the correct aircraft again from minutes 7-9, given the relative

stability of the phase corrections and good agreement between the velocities. It is not

clear if the correct aircraft is being tracked between minutes 2 and 4.

This example serves to illustrate some of the erroneous phase correction estimates

which may have remained after the Doppler velocity filtering. It is expected that the
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Fig. 5.14: An example of a transit at Mylor contaminated by multiple range-coincident

aircraft (Case 4).

iterative outlier removal procedure also discussed in Sect. 5.4.7 would have removed at

least some of these.

Case 4: Range-coincident echoes at Mylor

In Fig. 5.14, an example from the Mylor receiver is shown in which multiple range-

coincident aircraft are present. The contamination is more severe than in Case 3, because

the contaminating aircraft has a considerably stronger echo than the one being tracked.

There is only a short segment between minutes 3 and 5 for which it appears that the

return is predominantly from the tracked aircraft; during this segment, there is reason-

able agreement between the measured and predicted Doppler velocities, and the phase

corrections are reasonably stable.
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Fig. 5.15: An example of coincident ground wave and aircraft echo, as measured using

the Mylor receiver (Case 5).

Case 5: Coincidence of the ground wave and the aircraft echo

This example consists of an aircraft ascending out of the Adelaide area (from about

1.5 to 6.5 km altitude), travelling in a south-easterly direction to the north of the Mylor

receiver. Because of its low altitude and the fact that it flies close to the line of sight

between the Mylor receiver and the transmitter at BP, some of the aircraft echo is

range-coincident with the ground wave (most notably the part between 1 and 2 minutes

after the start time). For reasons that have not been investigated, the ground wave

fluctuates in amplitude over a time scale of minutes, and at times becomes comparable

to the aircraft echo amplitude. This manifests as erratically-varying phase corrections

and measured Doppler velocities as a function of time.

As described in Sect. 5.4.7, phase correction estimates that correspond to erroneous

measured Doppler velocities (differing to those predicted by > 2 ms−1) are not included

in any further processing. Aside from the rare cases in which the true Doppler velocities
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Fig. 5.16: An example of oscillatory receiver phase offsets measured with the BP receiver

(Case 6).

are close to zero (as the ground wave generally has zero Doppler), the effect of these

contaminated points has largely been mitigated. As mentioned earlier, those remaining

points were also subject to an iterative outlier removal procedure, which would have

further reduced their impact on the subsequently produced interpolated corrections.

Case 6: Oscillatory phase offsets

This example considers a low altitude (2-3 km) aircraft travelling west, to the south

of the BP receiver (approximately 20 km away at its closest approach). While there

is generally good agreement between the measured and predicted Doppler velocities,

substantial sinusoidal-like oscillations can be seen in the measured phase differences.

The net effect of these is to increase the error in the derived phase corrections.

The source of these has not been determined. As the position distribution for BP in

Fig. 5.18 shows, oscillations of this kind are present in many of the returns to the south



5.5. EXAMPLE AIRCRAFT PHASE CALIBRATION CANDIDATES 125

2019110312−0836_7C6C9B

0 2 4 6 8 10
Time (minutes since 2019/11/03, 12:08:00 UT)

20

40

60

80
R

a
n
g
e
 (

k
m

)

30

40

50

60

70

P
o
w

e
r 

(d
B

)

Horizontal distance from Rx

−60 −40 −20 0 20 40 60
Easting (km)

−40

−20

0

20

40

N
o
rt

h
in

g
 (

k
m

)

2

4

6

8

10

T
im

e
 (

m
in

u
te

s
)

Aircraft altitude

0 2 4 6 8 10
Time (minutes since 2019/11/03, 12:08:00 UT)

0

2

4

6

8

10

12

A
lt
it
u
d
e
 (

k
m

)

Aircraft zenith

0 2 4 6 8 10
Time (minutes since 2019/11/03, 12:08:00 UT)

0

20

40

60

80

Z
e
n
it
h
 (

d
e
g
re

e
s
)

Measured phase diffs

0 2 4 6 8 10
Time (minutes since 2019/11/03, 12:08:00 UT)

−100

0

100

P
h
a
s
e
 d

if
fe

re
n
c
e
 (

d
e
g
.)

1−5
1−4
1−3
1−2

Measured phase diffs

0 2 4 6 8 10
Time (minutes since 2019/11/03, 12:08:00 UT)

−100

0

100

P
h
a
s
e
 d

if
fe

re
n
c
e
 (

d
e
g
.)

1−5
1−4
1−3
1−2

Measured phase diffs

0 2 4 6 8 10
Time (minutes since 2019/11/03, 12:08:00 UT)

−100

0

100

P
h
a
s
e
 d

if
fe

re
n
c
e
 (

d
e
g
.)

1−5
1−4
1−3
1−2

Measured phase diffs

0 2 4 6 8 10
Time (minutes since 2019/11/03, 12:08:00 UT)

−100

0

100

P
h
a
s
e
 d

if
fe

re
n
c
e
 (

d
e
g
.)

1−5
1−4
1−3
1−2

Phase diff diffs

0 2 4 6 8 10
Time (minutes since 2019/11/03, 12:08:00 UT)

−60

−40

−20

0

20

40

60

P
h
a
s
e
 d

if
fe

re
n
c
e
 (

d
e
g
.)

1−5
1−4
1−3
1−2

1−5
1−4
1−3
1−2

1−5
1−4
1−3
1−2

1−5
1−4
1−3
1−2

Signal SNRs 

0 2 4 6 8 10
Time (minutes since 2019/11/03, 12:08:00 UT)

−20

0

20

40

60

S
N

R
 (

d
B

)

Signal SNRs 

0 2 4 6 8 10
Time (minutes since 2019/11/03, 12:08:00 UT)

−20

0

20

40

60

S
N

R
 (

d
B

)

Signal SNRs 

0 2 4 6 8 10
Time (minutes since 2019/11/03, 12:08:00 UT)

−20

0

20

40

60

S
N

R
 (

d
B

)

Signal SNRs 

0 2 4 6 8 10
Time (minutes since 2019/11/03, 12:08:00 UT)

−20

0

20

40

60

S
N

R
 (

d
B

)

Signal SNRs 

0 2 4 6 8 10
Time (minutes since 2019/11/03, 12:08:00 UT)

−20

0

20

40

60

S
N

R
 (

d
B

)

Rx 5
Rx 4
Rx 3
Rx 2
Rx 1

Measured and predicted Doppler velocities

0 2 4 6 8 10
Time (minutes since 2019/11/03, 12:08:00 UT)

−200

−100

0

100

200

D
o
p
p
le

r 
v
e
lo

c
it
y
 (

m
s

−
1
)

Measured

Applied offset:  3.80 seconds

Fig. 5.17: An example of large phase offset deviations measured by the Mylor receiver,

corresponding to AOAs in the northern part of the sky (Case 7).

of the receiver, as well as in apparently lower spatial frequency fluctuations to the east.

It should be noted that their effect on the phase calibrated results is minimized through

the interpolation procedure discussed in Sect. 5.7 largely averaging over them (see Fig.

5.20). This assumes the mean value of the oscillations is correct, which at present is

unknown.

Case 7: High zenith angle phase offsets at Mylor

In this case, an example of the characteristically large phase offsets measured at high-

zenith northern AOAs by the Mylor receiver is shown. The aircraft tracked travelled in

a south-westerly direction to the north of the Mylor site (∼ 30 km away when it was

due north) at an altitude of just under 11 km, and reached a minimum zenith angle of

∼ 70◦. Aside from a temporary loss of the aircraft echo just after 5 minutes into the

sample, the implied phase corrections vary smoothly with position, but are quite large
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Fig. 5.18: Results from the phase calibration of the meteor radar receiver at BP.

(with absolute values up to ∼ 50◦ for receiver pairs 1-2, 1-4, and 1-5). The absolute

value of the corrections substantially reduces after about 7 minutes into the sample,

corresponding to the aircraft moving toward the west-north-west of Mylor. As shown in

Fig. 5.18, this result is consistent across many aircraft tracked in this region.

The reason for the large offsets in this region and their rapid variability with position

has not been determined.

5.6 Phase correction estimates

Between 26-Oct 2019 and 04-Nov 2019, a total of 2,204 aircraft transits and associated

radar echoes were processed using the meteor radar at BP, and a total of 1,576 from

the Mylor system. The implied phase corrections for each receiver pair with respect to

the centre antenna as a function of position for the two sites, along with a histogram of

the corrections are shown in Figs. 5.18 and 5.19, respectively. Taken as a whole, these

results indicate a need to incorporate phase corrections as a function of AOA, rather

than just a single value applicable to all AOAs (which for example might be taken to be

the mean of the histograms shown).



5.6. PHASE CORRECTION ESTIMATES 127

Fig. 5.19: As per Fig. 5.18, but for the Mylor receiver.

The correction variation observed at BP is complex, with large and small scale struc-

tures evident in all receiver pairs. In terms of larger scale structure, pair 1-2 (north-south

baseline, 2λ separation) exhibits a gradient increasing toward the west, manifesting in

corrections up to around +30◦ in the western sector, and down to around −30◦ in the

east. In the 1-3 pair (north-south baseline, 2.5λ separation) there is a gradient in-

creasing to the north, again with maximum values of about +30◦ in the north, and

minimum values of around −30◦ in the south. In pair 1-4 (east-west baseline, 2λ sep-

aration), corrections increase to the north-east, with minimum values of around −30◦

in the south-west. Pair 1-5 (east-west baseline, 2.5λ separation) shows a more complex

structure, with maximum values of around +30◦ in the south-west, and minimum values

of around −20◦ in the north-west and north-east.

The implied corrections at Mylor are generally larger than those at BP, with the

largest being around +50◦ occurring in pairs 1-4 (north-south baseline, 2λ separation)

and 1-5 (east-west baseline, 2.5λ). Pairs 1-4 and 1-5 also show generally show increasing

offsets towards the north. On the other hand, pairs 1-2 (north-south baseline, 2.5λ) and

1-3 (east-west baseline, 2λ) do not show pronounced gradients across the field of view,

although there are high spatial gradients toward the north-west for these pairs.
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Fig. 5.20: Interpolated phase corrections for the BP receiver.

Determining the cause of the spatial variation in the implied phase corrections has

been beyond the scope of this work. Possible causes include the effects of an irregular

ground plane, coupling between the antenna elements, transmission lines or receiver sys-

tem, and multipathing of the received signals between nearby objects and the antennas.

5.7 Application of phase corrections

The implied phase corrections presented in Figs. 5.18 and 5.19 are not straightforward

to implement in the Jones et al. [1998] AOA estimation method (or its derivatives)

outlined in Sect. 2.6.1. Unlike in the Holdsworth et al. [2004b] phase calibration method,

where only a single offset needs to be applied to any phase difference measurement, in

this case there is a position dependence in the corrections. Therefore, the meteor position

needs to be known before the correct offset can be applied.

A beamforming method is used in this work to overcome this problem, with the
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Fig. 5.21: Interpolated phase corrections for the Mylor receiver.

position-dependent phase corrections being used as weights in the beamforming matrix.

The synthesized beam power B(Θ) (where Θ is a vector of direction cosines) may be

written in the standard Fourier beamforming case as:

B(Θ) = w†Rw , (5.6)

where the † operator denotes a Hermitian conjugate. The covariance matrix R is given

by:

R =




s11 s12 . . . s1n

...
...

sn1 . . . . . . snn


 , (5.7)

where n is the number of antenna channels (or time series). The individual components
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sij of R are given by:

sij = cov [xi, xj] =
1

N

N∑

k=1

(xik − µi)(xjk − µj)? , (5.8)

where xik is the kth element of the ith complex receiver time series, µi is the mean of the

ith time series, N is the number of elements per time series, and ? represents a complex

conjugate. In the case of only having phase difference data available as in this study, a

given element of sij simplifies to ei(φi−φj). Finally, the weighting vector w (in the case

of no applied phase corrections) is given by:

wT =
[
ei

2π
λ

Θ·d1 , . . . , ei
2π
λ

Θ·dN
]
, (5.9)

where di is the distance in Cartesian coordinates to the ith antenna element from some

arbitrarily-defined zero. When these weights are applied in (5.6), the weighted sij terms

combine in such a way that they constructively interfere at the desired location Θ. To

apply the phase corrections the weighting vector may be re-written as (and as per (5.2),

assuming that the estimated phase corrections are to be subtracted from the measured

phases):

wT
c =

[
ei(

2π
λ

Θ·d1+α1(Θ)) , . . . , ei(
2π
λ

Θ·dn+αn(Θ))
]
. (5.10)

where αj(Θ) represents the correction for receiver j at location Θ.

The AOA estimation is performed by scanning the beamformed power in (5.6) across

a regularly sampled grid of positions in Θ. Since the phase corrections are irregularly

sampled in Θ, they need to be rebinned to a regularly sampled grid prior to being

incorporated in (5.10). In this work, a 2D inverse distance interpolation is applied to

rebin the corrections to a regular direction cosine grid spanning [−1, 1] in both the zonal

and meridional axes, with a resolution of 0.04. To slightly reduce the size of small-scale

fluctuations in the interpolation result, the rebinned grid is also smoothed using a 2D

boxcar averaging with a width of 3 bins.

The results of the interpolation are shown in Figs. 5.20 and 5.21, for the BP and

Mylor sites respectively. It is clear from these that the large scale and many of the small

scale features of the raw corrections are reproduced.

Figure 5.22 shows an example of the synthesized beam power for the case of the BP

receiver and phase corrections, with a simulated target having x and y direction cosine

components of [0.5, 0.5]. As discussed in Sect. 2.6.1, along baselines whose antenna

separation d ≥ 0.5λ, the phase difference estimate for that baseline will be aliased.
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Fig. 5.22: An example of the beamformed brightness distribution for a target with a

direction cosine vector of [0.5, 0.5].

This manifests in the power distribution as periodic maxima. Given the virtual 0.5λ

separations inherent to the Jones-like antenna array however, above the horizon the

distribution still maximises at a single unambiguous location (assuming that there are

no errors in the phase difference and phase correction estimates). This is the only point

at which the signals from all 5 receivers will constructively interfere, and can be taken

to be the AOA. In Fig. 5.22, this global maximum is at the expected position.

In the interests of reducing computation time, an AOA-finding approach following

that used by Clahsen [2018] is used2 to simultaneously apply the phase correction and

find the meteor location. The AOA is estimated from a power distribution such as in

Fig. 5.22 by firstly performing a “coarse” scan over all possible target direction cosines

(with a resolution of 0.02 in both the x and y-axes), followed by a “finer” scan centred

on the previously-determined direction cosine (with a range of 0.04 and resolution of

0.0008 on both axes).

Only power maxima occurring above the horizon are used to determine an AOA.

In the event that a maximum is found at a zenith angle θ > 80◦, that maximum is

discarded and another search is performed for maxima occurring at θ ≤ 80◦. This check

implicitly assumes that AOAs with θ > 80◦ are not physically reasonable and likely

a result of receiver noise or a residual phase calibration error. The downside is that

2With the exception that Clahsen [2018] find the minimum of an objective function that parameter-

izes the meteor AOA as well as radial velocity, power and decay time.



5.8. EXAMPLES OF PHASE-CORRECTED RESULTS 132

Direction cosine change: zonal

−1.0 −0.5 0.0 0.5 1.0
Zonal dir. cos.

−1.0

−0.5

0.0

0.5

1.0
M

er
id

io
na

l d
ir.

 c
os

.
Direction cosine change: meridional

−1.0 −0.5 0.0 0.5 1.0
Zonal dir. cos.

−1.0

−0.5

0.0

0.5

1.0

M
er

id
io

na
l d

ir.
 c

os
.

−0.03

−0.02

−0.01

0.00

0.01

0.02

0.03

D
ire

ct
io

n 
co

si
ne

 c
ha

ng
e

Fig. 5.23: The change in meteor direction cosines that occurs as a result of applying the

phase calibration on the BP meteor radar.

the very few meteors whose θ > 80◦ will be erroneously aliased to a different power

maximum. It should be stressed that this approach is only applied for statistically

testing the performance of the phase calibration, and should not be applied when using

meteors for any form of atmospheric characterisation.

Figures 5.23 and 5.24 show the changes in meteor AOAs (in direction cosine form)

that will occur as a result of applying the position-dependent phase corrections, for the

BP and Mylor sites respectively. These plots were produced by calculating the phase

differences that would be measured by a meteor radar for each position on the direction

cosine grid, and then attempting to estimate meteor position using the synthesized power

distribution approach with the phase corrections applied. The change at BP can to a

large extent be interpreted as an anticlockwise rotation about the zenith, whereas at

Mylor, the effect at most AOAs is to increase the zenith angle of the meteor.

5.8 Examples of phase-corrected results

This section presents the application of the previously discussed aircraft-based phase

calibration technique to meteor detections from the BP and Mylor receivers. In both

cases, AOA and height distributions of the meteor detections collected between 26-Oct

2019 and 04-Nov 2019 inclusive are used to assess the performance of the technique

against no applied calibration and the empirical approach of Holdsworth et al. [2004b].
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Fig. 5.24: As per Fig. 5.23, but for the Mylor system.

5.8.1 Buckland Park receiver

Figure 5.25 shows the different phase calibration scenarios applied to the BP meteor

receiver. The empirical calibration increases the number of detections within the 65-120

km height region relative to the no-calibration case (88,111 vs. 83,605), and the aircraft

case increases this further (to 90,040). The height distribution width for the aircraft

case is also slightly lower than the other two (5.4 km against 6.3 km and 5.7 km for

the no-calibration and empirical cases, respectively). At 87.3 km, the peak height of

the distribution in the aircraft case is also slightly lower than the other two (87.9 km

and 87.6 km, respectively). The position distributions in both the calibrated cases are

similar, and do not exhibit the anomalous “nulls” along the line running NW and SE

from the transmitter in the no-calibration case.

There is little change in the zenith-altitude distributions amongst the three cases, with

the main distinguishing feature being the few anomalous detections between altitudes

and zenith angles of ∼ 100-120 km and 40-60◦ respectively. The mean altitude appears

to reduce slightly with zenith angle in all cases (noticeably around a zenith angle of

∼ 65◦). All cases also show a divergence at ∼ 75◦, which is clearly a result of phase

difference estimation errors—although it should be noted that this divergence is smaller

in the aircraft case.

5.8.2 Mylor receiver

Results for the different phase calibration scenarios on the Mylor receiver are shown

in Fig. 5.26. In contrast to the BP case, the application of the aircraft-derived phase
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Fig. 5.25: Results of applying no calibration, the empirical Holdsworth et al. [2004b]

calibration, and the aircraft-derived phase calibration to the BP meteor radar results

from 26-Oct 2019 to 04-Nov 2019 inclusive. AOA distributions are in the first row,

horizontal positions in the second row, altitudes in the third row (along with distribution

statistics), and altitude-zenith distributions in the fourth row.
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Fig. 5.26: As per Fig. 5.25, but for the Mylor receiver. The location of the transmitter

in the horizontal distribution plots is denoted by a white cross.

calibration substantially reduces both the width and peak height of the meteor distri-

bution relative to the empirical calibration; these reduce from about 6.6 to 5.8 km, and

91.6 km to 87.5 km respectively. The reduction in peak height is expected on the basis

of the phase corrections increasing the average zenith angle of the returns (shown in Fig.
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5.24, while retaining the same ranges. The altitude distribution in the aircraft case also

does not diverge at high zenith angles as much as in the empirical and no-calibration

cases: the end result of this is far fewer (likely erroneous) detections above ∼ 110 km in

the aircraft case.

The application of the empirical and aircraft-based calibration also seems to increase

the number of detections in regions of the sky to the NE, SW, NW and SE of the

transmitter location. These “nulls” in the no-calibration case are almost certainly the

result of physically unreasonable altitude estimates resulting from AOAs being aliased to

the wrong part of the sky. The aircraft calibration also largely removes a “null” present

in the empirical case, close to the SE edge of the meteor distribution.

It is pleasing that the peak altitude in the aircraft calibration case reduces by ∼ 4 km

to 87.5 km, since this brings it into much closer agreement with the time-coincident BP

result (87.6 km for the empirical calibration, 87.3 km for the aircraft-based). The fact

that the BP peak heights deviated by only 0.6 km for all phase calibration cases likely

implies that those peak heights were close to the true value for those detections. This

in turn implies that the calibration at Mylor has largely compensated for what were the

true phase calibration offsets.

A caveat to consider in this conclusion is the expected increase in peak detection height

associated with the lower effective operating frequency (given by fcos (β/2), where f is

the nominal frequency and β is the forward scatter angle). Figure 5.27 shows a histogram

of this for the aircraft-calibrated results over the period in which the calibration was

applied. The mean of this distribution is 54.46 MHz, with nearly all detections above 53

MHz. In this context, Holdsworth et al. [2008] used essentially identical radar hardware

to the BP/Mylor systems at Davis Station in Antarctica, and found the peak heights of

the 55 MHz system to occur approximately 2 km below those of a co-located 33 MHz

(i.e., a 66% longer wavelength) system (see Fig. 2.3). Based on this result alone, it

could fairly be assumed that a frequency difference of about 4% could increase the peak

height by a few hundred metres at most.

The fact that the higher peak height associated with the lower effective operating

frequency arises mostly from the larger measured decay time for a given trail (see Sect.

2.2.4) can also be used to give an upper bound on the change in peak height expected

for such a change in operating frequency at BP. As shown in Fig. 5.28, over the period

under investigation the log inverse decay time increases by ∼ 0.126 s−1 per km. From

(2.1), a change in operating frequency from 55 to 53 MHz yields a log inverse decay time
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Fig. 5.27: Histogram of effective radar frequency associated with the meteor detections

made by the Mylor receiver, in the aircraft phase calibration case. The mean of the

frequencies shown is 54.46 MHz.
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Fig. 5.28: Profile of decay times measured from the aircraft-phase-calibrated results at

BP. A line of best fit has been overplotted, which has a slope of ∼ 0.126 s−1 per km.

change of ∼ 0.0741. Therefore, in this height range a 53 MHz system would on average

see a given decay time just under 600 m higher than would a 55 MHz system. Even if

the true peak height were to be this much higher at Mylor, it is still greatly exceeded

by the 4 km-higher peak height at Mylor measured in the non-calibrated/empirically-

calibrated results. This indicates the aircraft phase calibration has brought the peak

height closer to what its true value is (relative to the other calibration cases), despite a

potential problem with the the peak height at Mylor being lower than at BP.

While the divergence of the aircraft-calibrated results at high zenith angles is smaller

than in the other two cases, the divergence that is present (especially the large number
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Fig. 5.29: Simulated height estimation error as a function of zenith angle at BP and

Mylor, in the absence of phase calibration errors. This incorporates a simulation of the

height estimation procedure at the BP and Mylor sites, using the same approach as in

the model discussed in Sect. 3.2.4. 100,000 Gaussian-distributed heights, with a mean

and standard deviation of 92 km and 6 km respectively, have been used as an input.

of suspect heights . 75 km at θ & 75◦) may indicate residual phase difference errors

(both systematic and random). Given the size and spatial variability of the corrections

at high zenith angles in Fig. 5.19, it would be reasonable to expect some residual phase

calibration (i.e., systematic) errors. It should also be noted that in the absence of phase

calibration errors but with realistic levels of receiver noise included, using the 0.5-2.0-

4.5λ method (see Sect. 2.6.1) to estimate AOAs yields 1-sigma altitude errors of ∼ 0.75

km; Fig. 5.29 demonstrates this for the BP and Mylor sites. It is also clear from this

figure that the height errors increase for θ & 70◦, and that the method underestimates

the true height here (the bias at θ ≥ 70◦ is ∼ 0.6 km). This is smaller than the apparent

height errors in the aircraft-corrected results in Fig. 5.26, so we argue it is likely that a

defect in that phase calibration has caused those anomalous heights.

Convoluting this further is the possibility that the measured peak height of specular

meteor echoes reduces at high zenith angles. One would expect this to occur for a fixed

mass and meteor velocity distribution, since meteor entrance angle increases with zenith

angle (to maintain the specular scattering criterion), and meteors travelling more steeply

penetrate further into the atmosphere and so ablate at lower altitudes. This has never

been tested statistically, most probably due to the difficulty in obtaining statistically

significant meteor altitude estimates at zenith angles high enough for this phenomenon

to be observable. This hypothesis therefore remains to be investigated.
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5.9 Discussion and recommendations for future work

The aircraft-based phase calibration procedure developed in this Chapter has revealed

a considerable variation in phase offsets as a function of AOA for the BP and Mylor

meteor radars. Those offsets were applied to approximately 10 days of meteor detections

from the two systems, and reduced the width of the meteor height distribution relative to

results corrected with the Holdsworth et al. [2004b] empirical calibration method in both

cases (from 5.7 to 5.4 km and 6.6 to 5.8 km for the BP and Mylor radars, respectively).

We conclude from this that the technique presented adequately compensated for the

phase biases present in both systems. The causes of the offsets were not investigated,

but were likely a combination of transmission line delays, mutual coupling between

receiver antennas, and signal delays and/or multipath due to vegetation or other objects

nearby the antenna arrays. We suspect that the technique could compensate for phase

offsets of this kind for any spaced antenna/frequency diverse VHF radar system.

A significant caveat to the technique’s good performance is that BP and Mylor are

ideally located for its application in terms of air traffic. This is because there are rarely

multiple aircraft present in the sky at the same range, yet the aircraft present enable

phase correction estimates to be obtained in most parts of the sky. Other meteor radar

installations may simply have too much air traffic (i.e., many cases of multiple range

coincident aircraft echoes) for the method to be applicable, or too little sky coverage for

practically useable phase correction estimates.

Examples in which there are multiple range-coincident echoes present are shown in

Chapter 6. These pertain to data taken during a trial of the same methodology at a

site in Germany which generally had an air traffic density much higher than that in the

Adelaide region. In such examples, the method of discarding data exhibiting significant

discrepancies between the measured and predicted Doppler velocities can result in the

loss of a lot of “potentially good” data. Furthermore, incorrect phase offsets which

happen to be associated with the same Doppler velocity as that predicted will not be

discarded. The latter of these issues is further exacerbated in bistatic receivers with a

large Tx-Rx separation, in which case aircraft detected close to the line of sight between

the Tx and Rx (which is also where the echo strengths will be the highest) will have

close to zero Doppler velocity.

To remedy these cases, the aircraft position database would need to be searched for

all range-coincident echoes from aircraft other than those being tracked, and then syn-

thesized and removed from the obtained receiver time series. The challenges in doing
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this would be 1) that existing phase calibration information would need to be taken into

account to correctly synthesize those echoes, and 2) the returned power as a function

of range, position and orientation of the contaminating aircraft would need to be known.

Other improvements that should be considered are:

1. For bistatic receivers, synthesis of the transmitter ground wave.

The aircraft transits shown in Case 5 in Sect. 5.5 (Fig. 5.15) and Fig. 6.7 in Chapter

6 show some examples of the bistatically-received aircraft echo being contaminated by

the trasmitter wave. The contamination is more probable for large transmitter-receiver

separations, given the smaller range difference for an aircraft at a given altitude along the

line between the transmitter and receiver. The simplest way to remove the ground wave

would be to synthesize the associated signal at each receiver channel, and then subtract

it. This would require a characterisation of the ground wave’s phase and amplitude and

their variability with time.

2. Interpolating across erratic variability in the phase corrections.

The Case 5 (Fig. 5.15) and Fig. 6.7 transits also show examples of isolated deviations in

the phase corrections that are associated with enhancements in the transmitter ground

wave. It may be impossible to compensate for the ground wave in cases like this. This

data could be appropriately discarded by removing phase offsets that differ from the

expected values by some predetermined threshold (where the expected values are based

on previously recorded observations at similar AOAs). This would be more effective than

simply removing points with some threshold deviation from a plane fit to all accrued

phase corrections, as described in Sect. 5.4.7).

3. Using receiver channel coherences rather than phase differences.

The AOA estimation method outlined in Sect. 5.7 made use of receiver phase differences

to compute AOAs (e.g., as done in Holdsworth et al. [2004a]). As discussed in Sect.

2.6.2, Clahsen [2018] introduces a non-linear least squares fitting approach for AOA

determination that makes use of receiver channel coherences, which embody both the

phase difference as well as a measure of correlation between the channels. The latter of

these can be used to weight the relative contributions of each receiver pair to the AOA

estimation. This is especially useful if particular receivers have a higher noise level or

susceptibility to interference than others.
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It may also be beneficial to use coherences in weighting the phase corrections con-

tributing to the interpolated grid of offsets actually used in the calibration. The caveat

here is that this will bias the interpolants to estimates with lower noise levels, which

may not necessarily be desirable.

4. Using a less computationally expensive and more robust beamforming algorithm

to apply the phase corrections.

The reception beamforming algorithm used to apply the phase corrections in this work is

computationally expensive, seeing as the beamformer output must be computed at each

point in the 2D angular grid. Faster computation times may be achievable by finding

the global maximum of the beamformer output using a gradient descent algorithm or

least squares fitting approach such as that used by Vaudrin et al. [2018] and Clahsen

[2018].

It is also possible for the algorithm used in this work to identify a local maximum

(rather than a global one) in the initial coarse scanning, if the difference in the beam-

former outputs across a number of maxima is small. Using a higher angular resolution

in the scanning grid would reduce the probability of this happening, but would of course

increase the computational demand. Again, a gradient descent/least squares fitting

approach would enable a more robust determination of the global maximum.

5. Incorporating a more robust method for the removal of interference.

As discussed in Sect. 5.4.3, sources of interference (or contaminating echoes) were re-

moved in this work by precluding data with less than 3 dB of power variation in the

5 range gates surrounding the expected aircraft range. Implementing this scheme has

had the side effect of precluding aircraft echoes with an SNR lower than 3 dB, or dis-

continuities in phase correction time series for echoes straddling this threshold. A more

robust approach would be to classify interference as correlated signals in time and range,

and remove any such signals from the receiver channels prior to attempting to extract

aircraft echoes.

6. Prioritizing lower zenith angles in the time offset removal.

The time offset removal procedure discussed in Sect. 5.4.6 uses the Doppler velocity

discrepancies of aircraft at all AOAs to estimate receiver time offsets. While this method

has proved effective in removing sources of receiver timing errors, phase difference errors
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will be larger for aircraft at lower zenith angles (given the higher rate of change of

direction cosines there for a given aircraft velocity). To make the time offsets pertain to

lower zenith angles, a scheme that weighted the Doppler velocity discrepancies to lower

zenith angles should have been used.

7. Detecting and precluding suspect aircraft location information.

In their study based on ADS-B-derived aircraft position measurements, Lin et al. [2019]

used the navigational accuracy parameters in the received message stream to estimate

errors in the predicted (i.e., “true”) receiver phase differences. They found that the most

imprecise of all the ADS-B returns they used had a 95% confidence interval of 30 m in

the horizontal and 45 m in the vertical, which would lead to 1-sigma errors of up to ∼

2◦ in the phase corrections. This is considerably less than the standard deviations of

the phase corrections they actually obtained (3-4◦), and so they concluded the position

errors could not have significantly contributed to their results.

We did not record the navigational accuracy parameters in our study, and so have

not considered the effect of positional uncertainties on the precision of our phase offsets.

Given Lin et al. [2019]’s result and the number of position measurements we incorporated

in the gridded phase corrections (i.e. in Figs. 5.20 and 5.21), we suspect the contribution

of these to our phase calibration procedure is minimal. Nevertheless, the accuracy

parameters should be used in future work as an extra level of vetting on the quality of

the phase correction estimates, especially if the spatial density of those estimates is low.

In this context, it is important to mention Lin et al. [2019]’s claim that the high air

traffic density in the vicinity of the Chung-Li radar led to frequent fails in the decoding

of their ADS-B messages, and may have led to some of the position errors described

above. They did not define the proportion of measurements for which this occurred.

We did not explicitly check for these in either of our ADS-B station set-ups, but from a

cursory inspection did not note any indication of clearly corrupted position or altitude

recordings. We cannot guarantee they were exempt from our observations, but again

note that through incorporating so many points in the gridded phase corrections, we

would have eliminated any significant impact arising from them.

Further work should also be done to clarify the source of the phase offsets in the

results presented in this work (i.e., the relative contributions of mutual coupling, signal

delays, multipathing, and irregularities in the antenna ground). Younger et al. [2013]

estimated the contribution of mutual coupling between antennas in the BP meteor radar
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Error in zenith angle (wrt phase calibration applied)
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Fig. 5.30: Zenith angle errors as a function of AOA for the BP meteor radar assuming

aircraft-based phase calibration results are the true phase offsets (left), and Younger

et al. [2013]’s predictions of zenith angle error arising from mutual coupling (right).

Fig. 5.31: Distribution of aircraft detections around the world from the European Space

Agency’s Proba-V satellite (yellow dots), along with selected meteor radar installation

locations (red dots). Downloaded from https://phys.org/news/2015-05-proba-v-world-

air-traffic-space.html, October 2019 (article dated 08-May 2015).

to phase estimation errors, and from these predicted zenith angle errors of up to ±0.5◦.

The distribution of these zenith angle errors as a function of AOA is shown in the right

panel of Fig. 5.30, along with the zenith angle errors expected in this work in the left

panel (assuming that the aircraft-based phase calibration results correspond to the “no

phase error” case). The latter are considerably larger (with maxima up to about ±1.5◦),

https://phys.org/news/2015-05-proba-v-world-air-traffic-space.html
https://phys.org/news/2015-05-proba-v-world-air-traffic-space.html
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with a distribution that is oriented about 120◦ clockwise from Younger et al. [2013]’s

results. Assuming that the antenna coupling characteristics have not changed since these

measurements were performed, these results imply that some other source has caused

the phase errors at BP.

Finally, the applicability of the method (in terms of the AOA coverage and the time

required to produce useful phase calibration estimates) to meteor radar systems at other

locations should be considered. This will of course vary considerably depending on the

distribution of air traffic and the positioning of the transmitter(s) and receiver(s) relative

to it. As a rough guide, Fig. 5.31 shows the distribution of air traffic around the world,

relative to a selection of meteor radar installation locations. It is obvious that most

of the radars on this map in locations other than Antarctica (e.g., Germany, China,

southern India, North America, and western/eastern South America) at least have the

potential to detect aircraft covering a broad AOA distribution, possibly to a greater

extent than found in this thesis.

5.10 Summary

This Chapter has presented a technique for phase-calibrating the receiver channels of

VHF meteor radars that relies on echoes from GPS-tracked commercial aircraft. When

used in conjunction with the air traffic distribution in the Adelaide region, the tech-

nique appears to outperform traditional meteor radar phase calibration techniques. The

method is capable of compensating for any source of receiver phase offsets (such as

unknown transmission line delays, mutual coupling between antennas, and signal multi-

path) and may also aid in the diagnosis of these problems.

The technique’s strong points are the simplicity of the method, the accuracy of the

phase calibration offsets derived for a given aircraft transit, the low cost of the ADS-B

receiver it relies on to aggregate aircraft position information, and that it can be run

remotely without any need for manual intervention. A number of suggestions have been

raised for improving the performance of the presented method, including adequately

filtering out range-coincident echoes when the method is used in heavy air traffic envi-

ronments, removal of ground wave contamination in bistatic radar configurations, and

removing erratic variability in the obtained phase offsets.

In practice, compensating for the many possible sources of phase calibration errors in

a meteor radar system is a notoriously difficult task. It is also something that often needs

to be performed routinely without any interruption to the experiment being conducted,
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and preferably without human intervention. Provided a sufficient level of air traffic, the

method presented in this Chapter can largely resolve these difficulties.



Chapter 6

Aircraft-derived phase corrections for IAP

receivers

This Chapter shows a partial application of the phase calibration technique introduced

in Chapter 5 to two bistatic 32.55 MHz meteor radars operated by the Leibniz-Institute

for Atmospheric Physics (IAP) in Germany. The work was performed by the author

with the aid of IAP staff during April and May 2019. The processing performed on

the aircraft echoes was identical to that performed on BP and Mylor data discussed in

Chapter 5, aside from the absence in this case of the use of the discrepancy between the

measured and predicted Doppler velocities to minimize radar-aircraft clock offsets.

Only phase correction distributions for the two radars are presented; application of

the obtained offsets to meteor observations is yet to be performed. The motivation in

presenting these results is to show the phase calibration’s technique efficacy on meteor

radars other than the BP-Mylor link’s, and also to further motivate the suggestions

for future work in Chapter 5 (notably working around range-coincident aircraft echoes,

removing interference from the ground wave, and smoothing over “jumps” in the phase

corrections).

6.1 Experiment configuration

As shown in Fig. 6.1, one of the radars (herein “KJ link”) radar consists of a receiver

at the IAP site in Kühlungsborn (54.119◦N, 11.770◦E), and a transmitter about 119

km to the north-east on the island of Juliusruh (54.631◦N, 13.374◦E). The other (herein

“KM link”) consists of a receiver at the IAP site, and a transmitter about 15 km to the

south in the township of Moitin (53.983◦N, 11.725◦E).

The the KJ link is set up much like the meteor radars in the BP-Mylor case: a

146
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Kühlungsborn Rx 

Moitin Tx

Juliusruh Tx

Fig. 6.1: Locations of meteor radars used in this Chapter.
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Fig. 6.2: Histogram of the AOAs of aircraft detected at the locations of the Kühlungsborn

(left) and Moitin (right) meteor radar arrays.

Parameter KJ link KM link

Frequency 32.55 MHz 32.55 MHz

Pulse width 6 km N/A

Baud width 1.5 km 3 km

Pulse code 4-bit complementary 1000-bit pseudorandom

PRF 625 Hz N/A

Range sampling 0-229.5 km 0-3000 km

Range sampling interval 1.5 km 3 km

Polarisation Circular Circular

Table 6.1: Experiment parameters used with the IAP meteor radars.
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Fig. 6.3: Phase corrections as a function of AOA for the KJ link.

single-element transmitter is used at Juliusruh, and a 5-element receiver in the Jones

antenna configuration is used in Kühlungsborn. The experiment parameters used during

the phase calibration experiment, which spanned 25-Apr to 29-Apr 2019 inclusive, are

shown in Table 6.1. Similarly to the BP-Mylor case, the radar operated in a pulsed

mode with 4-bit complementary pulses.

Following the meteor radar design considerations discussed in Chau et al. [2019], the

KM link consists of a five-element pentagonal transmitting array at the Moitin site,

and a single-element receiver at Kühlungsborn (independent of that used in the KJ

link). Such a configuration is commonly referred to as “MISO” (Multiple Input Single

Output), distinct from the “SIMO” (Single Input Multiple Output) systems considered

in the remainder of this thesis.1 The transmitting antennas in the KM link made use

of orthogonal pseudorandom code sequences, in such a way that the amplitude and

phase information pertaining to each transmitter could be separated at the receiver.

Each of these corresponds to different antenna channels much in the same way as in

a multichannel receiver, and so the interpretation of the phase corrections derived for

1As an aside, an interferometric transmitter is preferable from the phase calibration perspective, as

regardless of the number of nodes in the receive network, only the phase offsets between the antennas

in the transmitter need to be known for accurate AOA estimation.
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Fig. 6.4: Phase corrections as a function of AOA for the KM link. Results for the two

antenna orientations are shown separately (denoted by “x” and “y”, respectively).

them is the same (only that in the MISO case, the corrections pertain to antennas that

are transmitted on). The experiment parameters used for the KM link experiment (the

phase calibration component of which spanned 04-May 2019 and 06-May 2019) are also

shown in Table 6.1.

In the KM link experiment, the orthogonal elements on the receiving antenna were

each connected to a separate receiver, so that the circularly polarised signal received

from each transmitting element could be broken down into its linear constituents. In

this work, phase corrections have been derived for each transmitter and polarisation

pair.

The AOAs of the aircraft detected during the trials for both the Kühlungsborn and

Moitin sites are shown in Fig. 6.2. There is a full azimuthal coverage at both sites,

although the air traffic density is considerably greater to the north of both sites.
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Fig. 6.5: An example of a “good” phase calibration candidate detected on the KJ link.

6.2 Phase corrections

The phase corrections obtained for the KJ link between 25-Apr and 29-Apr 2019 are

shown in Fig. 6.3. Most of the returns are in a smaller cluster in the direction of the

Juliusruh transmitter (north-east), with a few also in the north-western quadrant. There

are very few returns south of the receiver site.

Those in the direction of the transmitter show little variation spatially, and the dis-

tributions across all AOAs for all receivers show well-defined mean values. The 1-2 pair

shows a considerably larger mean bias (∼ −40◦) than the other pairs, which are all

in within the range of ±20◦. The reason for the larger offset in pair 1-2 has not been

determined.

The phase corrections for the KM link obtained on 04-May and 06-May 2019 are

shown in Fig. 6.4 (note that the AOAs are with respect to the transmitting array in

Moitin). The corrections across all AOAs (of which there is nearly a complete azimuth

of coverage) show distributions with well defined means and similar variances. There is
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Fig. 6.6: An example of a phase calibration candidate detected on the KJ link, contam-

inated by multiple range-coincident aircraft.

also little variation among the means for the different transmit channels/orientations.

A common AOA-structure among a number of transmitter-polarisation pairs (e.g., 1-5x,

2-5x, 3-5x, 1-5y, 2-5y, and 3-5y) is a smooth variation in the correction with azimuth

due west of the array. The cause of this has not been investigated.

Overall, these results validate the technique’s ability to determine localized (in AOA)

fluctuations in phase offsets.

6.3 Sample phase correction candidates

This section shows four example aircraft candidates used in the KJ link. The first

shows a typical “good” example, and the other three illustrate potential difficulties one

may encounter in obtaining usable phase correction estimates over a large transmitter-

receiver separation (∼ 119 km in this case).

A “good” example is shown in Fig. 6.5. The aircraft in this case was at an altitude of
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Fig. 6.7: An example of a nearly-coincident ground wave and aircraft echo detected on

the KJ link.

just over 12 km, flying in a north-easterly direction toward the transmitter at Juliusruh.

Aside from an echo that appears to be from the wrong aircraft before 2 minutes into

the sample, the measured phase offsets are consistent between roughly minutes 3 and 6,

and there is also good agreement between the measured and predicted Doppler velocities

during this segment. This example also shows the large offsets inherent to the 1-2 pair

evident in Fig. 6.3.

Figure 6.6 shows an example in which there are multiple range-coincident aircraft

with the one being tracked (which was at an altitude of 11 km, flying in a south-

easterly direction between the transmitter and receiver). As indicated by both the

phase correction and Doppler velocity comparison plots, the correct aircraft is tracked

only between minutes 5 and 6 of the transit. The filtering based on Doppler velocity

discrepancies would have removed all the contaminated points, so this example again

serves to illustrate the utility of that approach. Unfortunately, the high air traffic density

at this site means that this problem was often encountered.
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Fig. 6.8: An example of a low-SNR phase calibration candidate detected on the KJ link.

In the Fig. 6.7 example, similarly to the Fig. 6.5 case, an aircraft is flying at an

altitude of about 11 km, in a north-easterly direction toward the Juliusruh transmitter.

However, the ground wave strength is comparable to the echo strength in this example

(and fluctuates considerably), which occasionally influences the measured receiver phase

differences. The agreement between the measured and predicted Doppler velocities is

generally good, although there is little difference between the predicted Doppler velocity

between the transmitter and receiver sites (which is nearly zero) and the ground clutter

Doppler (which is also close to zero).

The fourth example in Fig. 6.8 pertains to an aircraft descending from an altitude of

around 10 km, flying in a north-easterly direction. The echo SNR from this aircraft is

several dB lower weaker than in the other examples considered here, and as a result, there

is a higher level of noise in the phase correction values, and poorer agreement between the

measured and predicted Doppler velocities. The comparatively large round-trip range

for the echo (with a minimum value of ∼ 130 km for this echo) is probably the cause of

this, and has most likely rendered most the echoes to the north-west of the Kühlungsborn
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receiver unusable for phase corrections. This serves to illustrate the limitations of the

aircraft-based phase calibration technique for large transmitter-receiver separations.

6.4 Recommendations for future work

While the aircraft-based technique shows good potential for use on the KM link (∼

15 km transmitter-receiver separation), the sparesness of returns on the KJ link (∼ 119

km separation) reduces the technique’s utility for phase-correcting meteor observations.

Without reasonable coverage of the phase corrections in azimuth and zenith, empirical

techniques may provide more favourable results (exactly how much coverage is needed

has not been determined, but the superior performance offered from the coverage of the

BP and Mylor results is a reasonable guide).

The sparesness of these returns appears to be caused by a combination of low air-

craft echo SNRs, contamination from range-coincident aircraft, and interference from

the ground wave. It is highly likely that any bistatic system with a similar or larger

transmitter-receiver separation would encounter the same issues. The low SNRs for high-

range aircraft may be an inherent limitation of the technique that cannot be resolved

without receivers with more favourable noise characteristics. However, as discussed in

Sect. 5.9, the effects of range-coincident aircraft and/or ground wave contamination may

be able to be remedied by synthesizing them and subsequently removing them from the

measured time series.



Chapter 7

Conclusion

7.1 Thesis summary and conclusions

This thesis has been concerned with measuring the momentum transport arising from

the breaking of gravity waves in the upper part of the Mesosphere Lower Thermo-

sphere/Ionosphere (MLT/I; ∼ 80-90 kilometres altitude) using a multistatic configura-

tion of meteor radars. In the interests of improving the quality of these measurements

for future analyses, a novel phase calibration technique based on the use of aircraft was

also developed. This method overcame most of the deficiencies in the widely-adopted

method that had been used previously.

The general motivation for measuring momentum transport in the MLT/I arises from

the important role the transport plays in controlling the circulation of this part of the

atmosphere, and the need for it to be correctly represented in global circulation mod-

els (GCMs). At present, progress remains to be made in incorporating observations of

the momentum deposition associated with small-scale, high-frequency gravity waves in

GCMs, and its dependence on location. This problem continues to motivate observa-

tional studies of gravity waves in the MLT/I, from both satellites (for the purposes of

obtaining global climatologies) and ground-based instruments such as radar and lidar

(to monitor the wave activity at a fixed location).

A particular problem that this thesis investigated was the coupling between tides and

gravity waves that occurs as a result of the momentum deposition arising from gravity

wave breaking (specifically the vertical flux of horizontal momentum, and loosely referred

to here as a “momentum flux”) and the critical level filtering of gravity waves imposed

by the wind variability associated with the tides. A key motivation of this was to

help address the well-known gap in understanding the importance of gravity waves in

155
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modulating the tides, and the disparity among the few observational studies of this. As

was discussed in Chapter 1, ground-based instrumentation is well-suited to addressing

this problem, given the need to observe such an interaction over many tidal oscillations

at a fixed location.

A ground-based meteor detection radar consisting of a monostatic radar and a bistatic

receiver (both located in the vicinity of Adelaide, South Australia) was used in this study

to perform these observations. At the time, this radar was one of the few in the emerging

class of meteor radars worldwide incorporating a bistatic receiver. Measuring winds and

the vertical flux of horizontal momentum gravity wave activity using a bistatic receiver

is more complex than in the conventional monostatic case, and accordingly a detailed

overview of the bistatic reception geometry and wind covariance measurement approach

was provided in Chapters 2 and 3. In particular, this study was the first to incorporate

a bistatic meteor radar in measurements of gravity wave momentum deposition in the

MLT/I.

Prior to the tidal interaction study, it was necessary to obtain a rough idea of what

the uncertainties in the momentum flux estimates would be. This was done via a Monte

Carlo simulation of the measurement process that emulated the radar spatial/temporal

sampling characteristics as closely as possible to those associated with the observational

study. The assessment of the measurement process was motivated by a number of

earlier studies which showed the difficulty in measuring the fluxes with a sufficient level

of accuracy and precision even with averaging times in the vicinity of one month (and

some claimed that it was practically impossible to measure for the radar systems they

tested). The results of the assessment were presented in Chapter 3. It was shown that for

a typical momentum flux magnitude (20 m2s−2) and for a gravity wave spectrum based

on climatological data, relative uncertainties of ∼ 75% were obtained for the monostatic

system, and ∼ 65% for the multistatic. It was also found that the increase in precision

associated with the inclusion of the bistatic receiver was essentially only due to the

increase in meteor detections—in other words, having multiple viewing perspectives was

in itself of no benefit to the flux estimation.

Another important result of Chapter 3 was the dependence noted in the momentum

flux estimation uncertainty on the complexity of the gravity wave spectrum being sam-

pled (for a 1-day integration, a relative uncertainty of ∼ 65% was obtained for a spectral

model-derived wave field, and ∼ 8% for a wave field consisting of solely monochromatic

waves). The same conclusion has been reached in previous studies. Essentially, this
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result makes it difficult to accurately gauge the uncertainty of a momentum flux esti-

mate derived from real data. As a compromise, we concluded that the uncertainties in

the 1-day integrated results in Chapter 4 would lie somewhere between these extremes.

The 10-day uncertainties would likely be close to those obtained in the simulation study,

given the likelihood of a diverse spectrum of waves being observed over this period.

The tidal interaction study, presented in Chapter 4, was based around a 20-day in-

terval in which the diurnal tide above Adelaide experienced a significant amplitude

enhancement lasting several days. It was hypothesized that such a transient event may

have been caused by gravity wave forcing. The study showed a complex relationship

between the phase of the forcing and the tidal winds. The most significant findings

were (1) an indication that the tidal amplitudes had generally been dampened by wave

activity between about 88 and 92 km, but (2) that the tide had been enhanced between

about 4 and 6 hours UT. The interesting aspect of the second finding is that it coincides

with the time of the maximum zonal wind velocity (which was observed to obtain an un-

usually large maximum value of ∼ 140 ms−1 during the enhancement), and according to

GSWM-00 model temperature predictions, the time at which the atmosphere was most

unstable and gravity wave breaking was most likely to occur. The findings illustrate the

need to further study the cause of transient fluctuations in tidal amplitudes.

The model developed in Chapter 3 was also used to provide an estimate of the momen-

tum flux uncertainties in the 20-day integrated composite day case. From these results,

we concluded that the signal component in the observed momentum fluxes and derived

gravity wave forcing estimates would have significantly exceeded the measurement er-

rors. We are therefore confident that the complex nature of the correlation between the

gravity wave forcing and the tidal winds was not influenced by random measurement

errors.

In both Chapters 3 and 4 it was verified that the most significant contributors to

momentum flux estimation errors (necessitating long integration times) are 1) meteor

detection rates and 2) the presence of large radial velocity errors/anomalous estimates

due to transient turbulence activity. Low meteor detection rates result in larger random

errors in momentum flux estimates, while radial velocity outliers can significantly bias

the estimates. A rudimentary outlier rejection scheme was introduced in Chapter 3 (and

applied in Chapter 4) to limit the effect of anomalous radial velocity estimates. Simu-

lations in Chapter 3 showed that this method significantly reduces the momentum flux

estimation uncertainties. However, the method was empirical, with an arbitrarily chosen
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outlier rejection threshold. It was deemed preferable to try to reduce the probability of

these radial velocity outliers occurring in the first place.

It is well known that receiver phase calibration errors that are not correctly com-

pensated for may significantly impede the accuracy of angle-of-arrival (AOA) estimates

from meteor radars (as discussed in Chapter 2, the AOA estimates can be aliased into

the wrong quadrant of the sky). This in turn leads to the same issues affecting mo-

mentum flux estimation accuracy mentioned above: altitude estimation errors (resulting

in fewer meteors available in a given altitude bin), and radial velocities being assigned

to the incorrect AOA. Given the complex nature of the phase signature that can arise

from mutual coupling between receivers and signal multipath, phase calibration errors

may also be larger at some AOAs relative to others. Existing empirical phase calibra-

tion techniques are able to partially remedy the situation by removing the mean (across

AOA) receiver channel phase errors, but cannot compensate for an AOA dependence in

the errors.

Fortuitously, the Adelaide-based multistatic meteor radar operates in an environment

where there is an abundance of VHF-radar-detectable commercial aircraft that trans-

mit their GPS-derived positions via ADS-B transponders. In Chapter 5, a method that

exploits the known AOA of the aircraft echoes to correct for phase calibration offsets

was developed. When applied to approximately two weeks of aircraft detections from

the Adelaide-based system, the method showed that there were significant phase offsets

(with absolute values up to ∼ 50◦) at certain AOAs. When applied to meteor detections

over the same period, the phase corrections resulted in a ∼ 2-3% increase in the number

of meteor detections assigned to physically reasonable altitudes, and also led to smaller

height distribution widths than those obtained from the empirical technique. This was

clear evidence that its performance was superior to the empirical technique. A prelimi-

nary investigation of the same approach on two multistatic radars was also conducted,

with results shown in Chapter 6; while there is potential for good-quality phase cali-

bration offsets to be derived for these systems as well, the investigation highlighted the

need for separating the range-coincident echoes that would typically be encountered in

areas with very dense air traffic. Such processing was not performed in this work.

Provided the radar in question is in a region in which detectable aircraft traverse a

large range of AOAs, the aircraft-based phase calibration technique is at the very least an

excellent supplement to pre-existing phase calibration techniques. Its key strengths are

the accuracy of the derived phase offsets, the low cost of the ADS-B receiver required for
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its implementation, and the fact that it can be used to diagnose sources of phase errors

that arise anywhere in the echo reception process—including through antenna cables and

from the mutual coupling between antennas. The technique may also be implemented

with radar parameters optimised for detecting meteors—i.e., it may simply be run in

the background of a routine operating mode. Another particularly appealing aspect of

the approach is that it is applicable to practically any spaced antenna/multifrequency

radar operating in the MF-UHF band.

7.2 Suggestions for future work

It was noted above that there is presently a poor understanding of the role gravity

waves play in modulating tidal amplitudes and phases. Meteor radars have the potential

to provide observational support to this problem provided suitable integration times are

used for the associated gravity wave momentum flux estimates. However, notwithstand-

ing the measurement uncertainties and the impacts of phase calibration errors discussed

at length in this thesis, two significant problems in the interpretation of momentum flux

estimates from these observations remain.

The first concerns the “contamination” of the observed gravity wave spectrum by

the tidal oscillations themselves. It is well-known that an attempt should be made to

filter these oscillations from a wind time series prior to the momentum flux estimation.

However, given the temporal variability in tidal amplitudes and phases with time, it is

difficult to design a filter to completely remove them from a time series without remov-

ing some of the underlying gravity wave activity. This was evidenced in the simulated

performance of the high-pass wavelet filter approach employed in this thesis: the filter

was able to remove tides with amplitude and phase variability, but resulted in the un-

derestimation of the gravity-wave-induced momentum fluxes. Fortunately, this is not

a problem if only high frequency gravity waves (periods of less than ∼ 3 hours) are of

interest. As a preliminary, future work in this area could simply be to observe if there

are significant changes in the gravity wave forcing as a function of the wavelet bandpass

filter frequencies. Further input from the modelling community on the specific gravity

wave periods of interest would also be useful in this regard.

The second concerns the outlier rejection scheme applied in this work to the radial

velocity-AOA pairs used to estimate the momentum flux. Despite being effective in

reducing the momentum flux estimation uncertainty, this scheme would have precluded

measurements which were associated with real wind perturbations arising from high
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amplitude gravity wave activity or turbulence. The scheme should be modified to ac-

count for the expected shape of the radial velocity residual distribution for a typical

distribution of gravity waves within the observed volume. As an aside, it may also be

worthwhile to further investigate the nature of the wave events that are associated with

significant variability in the size of wind perturbations with position/time in a given

analysis window.

A related avenue for future work is the use of weights in the inverse equation associated

with the momentum flux estimation. Rather than a hard exclusion of anomalous radial

velocity-AOA pairs, it may be more prudent to apply a weighting factor based on their

deviation from the expected radial velocity perturbation distribution. Such a weighting

scheme may also prove useful in the wind estimation—as yet, the effect of using meteors

close to the zenith (which are associated with larger horizontal wind uncertainties) has

not been quantified.

To optimize the performance of the aircraft-based phase calibration approach—especially

in the case of it being used on radars with different transmitter-receiver baselines and air

traffic distributions from those in this work—a number of modifications to the method

are needed. The most critical of these is to filter out aircraft echoes that are range-

coincident with the one being “tracked” for phase calibration estimates. Assuming the

contaminating aircraft(s) has a known AOA and Doppler velocity, a substantial improve-

ment may be able to achieved by synthesizing the signal associated with it and removing

it from the time series.

Other potential areas for significant improvement to the method include removal of

the transmitter ground pulse (applicable for bistatic receivers), weighting the phase cor-

rection estimates based on the amplitudes, and using a more robust scheme to preclude

anomalous correction estimates. Minor improvements may also be obtained by imple-

menting a scheme to detect and remove suspect/corrupted aircraft position estimates,

and also by weighting the Doppler velocity discrepancies to lower zenith angles (noting

that in the presence of a time offset, aircraft at low zenith angles lead to highest errors

in phase correction estimates). Finally, depending on the interference environment, an

interference removal scheme may also be necessary for increasing the AOA-coverage of

the aircraft present and for reducing the uncertainty in the phase offset estimates.



Appendix A

Frequency-domain phase calibration of Buck-

land Park ST radar data

This Appendix shows exemplar results of a frequency-domain phase calibration tech-

nique applied by the author to multi-frequency data from the Buckland Park Stratosphere-

Troposphere radar. It has been shown here to illustrate the frequency dependence of

phase calibration offsets that is typical of atmospheric VHF radars, and also to provide

an example of a problem that the aircraft-based phase calibration technique introduced

in Chapter 5 should be able to address.

A.1 Introduction

In much the same way as the phase difference estimates from spaced antennas may be

used to measure the AOA of a target within a broad transmit beam, phase differences

at spaced frequencies may be used to measure the target’s range within the radar pulse

width. Both of these principles may also be used simultaneously to carry out 3D imaging

(see e.g., Yu [2000] for an excellent theoretical overview). The appeal of using multiple

frequencies is that, for the same radar bandwidth, considerably higher precision in range

can be obtained through the use of appropriate beamforming methods than by simply

narrowing the radar pulse width. In the atmospheric radar community, the approach

has its roots in the Frequency Domain Interferometry technique (FDI) introduced by

Kudeki and Stitt [1987], which was applied to the estimation of the width of atmospheric

scattering layers. The same idea was later extended to more general beamforming meth-

ods by Palmer et al. [1999] and Luce et al. [2001], who used it to provide high-resolution

images of the vertical structure of scattering layers in the lower atmosphere.

As per the angular beamforming case in (5.6), the “range-beamformed” power as a
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Fig. A.1: A comparison of one day of range-imaged results from the BP ST, for a pulse

length of 500 m. The plot on the left contains results for a single frequency, and on the

right, five equally spaced frequencies spanning a 500 kHz bandwidth.

function of range r in the standard Fourier beamforming case is given by:

B(r) = w†Rw , (A.1)

where the components of the covariance matrix R are given by:

Rij = cov [xi, xj] =
1

N

N∑

k=1

(xik − µi)(xjk − µj)? , (A.2)

where xik is the kth element of the time series received at the ith frequency, µi is the

mean of the ith time series, and N is the number of time series. The weighting vector

w is given by:

wT =
[
ei2πf1r , . . . , ei2πfNr

]
, (A.3)

where fi is the radar frequency associated with the ith time series, and r is the range

at which the power is to be computed. An example of the results of this procedure on

data from the BP ST radar are shown in Fig. A.1.

Propagation delays through the transmission lines and changes in response of the

receiver electronics due to environmental effects introduce phase biases to the acquired

signals that may have a frequency dependence. As per the case of spatially-dependent

phase biases causing AOA estimation errors, frequency-dependent phase biases can result

in errors in the sub-pulse width power estimates afforded by the range beamforming.

In the atmospheric radar community, the presence of these biases has been noted by a
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Fig. A.2: The layout of the ST array at BP (left) and the timing of the different fre-

quencies used in the multifrequency experiment.

number of authors (e.g., Kilburn et al. [1995], Luce et al. [2001], Chen [2004], Fernandez

[2004]). Chen [2004] in particular introduces an approach for empirically estimating the

phase biases for each frequency. The approach exploits the fact the measured phase

difference for a given frequency pair (termed the “FDI phase”) should be offset from the

true value by the same amount for a target at any range. Following their formulation,

the FDI phase is given by:

θ = 2(ki − kj)r + (φj − φi) , (A.4)

where ki and kj are the wavenumbers for the ith and jth frequencies, r is the scattering

layer range, and φi and φj are the phase offsets associated with channels i and j.

Provided that the range to the scattering layer is known accurately, this approach

may be used to directly estimate the phase offset. In practice however, random error

in the θ estimates (arising from both measurement noise as well as the finite pulse and

scattering layer width) make it necessary to average the θ estimates over many samples

in both time and range. We use this approach in this Appendix to phase-calibrate a

sample of data from the Buckland Park Stratosphere-Troposphere (ST) radar.

A.2 Experiment configuration

A number of multifrequency experiments were trialled on the BP ST radar during

2017. The data shown here was collected from the BP ST radar during a campaign run

during April 2017, in which a 250 m transmit pulse was used, with five evenly-spaced,

sequentially-transmitted frequencies spanning a bandwidth of 500 kHz between 54.75 and

55.25 MHz. A PRF of 10 kHz was used, and 10 coherent integrations were performed

on each received frequency before switching to the next frequency in the sequence.
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Fig. A.3: Sample phase offsets as a function of frequency difference for data collected

from the multifrequency experiment on 23-Apr 2017. Results from 4.5 km range are

shown in the top panel, 5.0 km in the middle, and 5.5 km in the lower. The blue lobe

shows the expected distribution of phase offsets given the frequency difference pairs and

echo range, and the histogram of the collected data is shown in black.

The antenna layout of the radar (technical details of radars of this type are described

in Dolman et al. [2018]) along with a diagram of the sequence of transmitted/received

frequencies is shown in Fig. A.2.

A.3 Results and conclusions

Figure A.3 shows the distribution of phase differences measured between each sequen-

tial frequency pair at three selected heights, along with the predicted phase distribution

based on the range and radar pulse length used. The distributions correspond to a single

day of data, with a phase difference recorded for each minute-long acquisition. A fixed

offset between the measured and predicted values for each frequency pair is evident.

The cause of this offset has not been investigated. Phase corrections were estimated as

the mean of each distribution, and were applied by simply adding the offset to the time

series of the corresponding frequency.

Power profiles associated with the constituent single-frequency time series and the

range-imaged results without without the corrections applied are shown in the left panel
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Fig. A.4: An example of the effect of the phase correction offsets on a range-power

profile from the BP ST (left: no corrections, right: with corrections). Returns from

each constituent frequency are shown in different shades of grey, with the range-imaged

profile shown in blue.

of Fig. A.4. These profiles were integrated over a single 55 second acquisition on

23-Apr 2017. Interestingly, the range-imaged power profile is offset from the single-

frequency profiles by approximately 200 m, and also shows what appears to be noise-like

fluctuations at some ranges.

The range-imaged profile with the corrections applied is shown in the right panel

of Fig. A.4. The range offset is essentially removed, and there are also less noise-like

fluctuations in the profile.

These results verify that the statistics of echoes from atmospheric scattering layers

recorded at different frequencies may be able to be used to compensate for any phase

calibration errors between the corresponding multi-frequency recordings. It simply re-

quires that an accurate radar range calibration be in place, and the assumption that

returns on average come from the centre of the range gates. A downside of the approach

is that it does not work effectively for large frequency separations and/or large pulse

lengths. This is due to both the loss of coherence between signals with a large frequency

separation, and the fact that returns can occur at large distances (and hence at large

FDI phases) from the centre range of the pulse. This problem may be alleviated by using

echoes from aircraft with known ranges (i.e., by using the phase calibration approach

applied in Chapter 5).



Appendix B

WGS-84 ellipsoid coordinate transformations

The WGS-84 ellipsoid model of the Earth has been used in this thesis to represent

meteor and aircraft locations. A number of coordinate transformations were required

to calculate geodetic heights, latitudes and longitudes from an input range and AOA

in local Cartesian coordinates, and vice versa. This appendix outlines these and the

WGS-84 ellipsoid parameters.

The coordinate systems and variables used are defined as follows:

• Range-AOA: The usual local polar coordinates used for radar systems; R (range),

θ (zenith angle), and φ (azimuth angle).

• East-North-Up (ENU): Local Cartesian coordinates (x, y, z) with origin at an

arbitrary location on the Earth. x is parallel to the local λ̂, y to the local ϕ̂, and

z to the local r̂.

• Earth-centred, Earth-fixed (ECEF): Cartesian coordinates (X, Y , Z) with origin

at the Earth’s centre.

• Geodetic: distance from Earth’s centre (r), latitude (ϕ), and longitude (λ).

B.1 WGS-84 ellipsoid parameters

The WGS-84 ellipsoid defines the semi-major axis of the Earth a as 6378137.0 m,

and the semi-minor axis b as 6356752.3142 m. Quantities defined henceforth are the

166
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“flattening” parameter f , the eccentricity squared e2, the second eccentricity squared

e′2, and the radius of curvature of the Earth N :

f =
a− b
a

e2 = 2f(1− f)

e′2 =
a2 − b2

b2

N =
a√

1− e2 sin2 φ
.

B.2 Range-AOA ↔ ENU (East-North-Up)

Range-AOA coordinates (r, θ, φ) may be transformed to ENU coordinates (x, y, z)

via the equations:

x = r sin θ sinφ

y = r sin θ cosφ

z = r cos θ ,

with the inverse transformation:

r =
√
x2 + y2 + z2

θ = cos−1 (z/r)

φ = atan2 (x, y) .

B.3 ENU ↔ ECEF

The ECEF coordinates of a location with ENU coordinates defined with respect to a

geodetic position (r, ϕ, λ) with ECEF coordinates (X0, Y0, Z0) may evaluated via the

matrix equation:




X

Y

Z


 =




−sinλ −sinϕ cosλ cosϕ cosλ

cosλ −sinϕ sinλ cosϕ sinλ

0 cosϕ sinϕ







x

y

z


+




X0

Y0

Z0


 .

The inverse is to find the ENU coordinates of a location with ECEF coordinates (X,
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Y , Z) defined with respect to a geodetic position (r, ϕ, λ) with ECEF coordinates (X0,

Y0, Z0). The matrix equation for this is:




x

y

z


 =




−sinλ cosλ 0

−sinϕ cosλ −sinϕ sinλ cosφ

cosϕ cosλ cosϕ sinλ sinϕ







X −X0

Y − Y0

Z − Z0


 .

B.4 Geodetic ↔ ECEF (Earth-centred, Earth-fixed)

ECEF coordinates (X, Y , Z) may be transformed to geodetic coordinates (r, ϕ, λ)

via the equations:

X = (N + z) cosϕ cosλ

Y = (N + z) cosϕ sinλ

Z = (N + z − e2N) sinϕ .

The inverse transformation is not straightforward. As discussed by Stober et al. [2018],

a number of methods are available to do this. We have used the method published

by Olson [1996], noting that it involves less computational overhead but equivalent

performance to the Heikkinnen [1982] method used by Stober et al. [2018].

Starting with the ECEF coordinates (X, Y , Z), the Olson [1996] method for obtaining

the geodetic coordinates (r, ϕ, λ) is as follows:

A1 = ae2

A2 = Ae2

A3 = 2.5A2

A4 = A1 + A2

A5 = 1− e2

W 2 = X2 + Y 2

R2
1 = Z2 +W 2

S2 = Z2/R2
1

C2 = W 2/R2
1

U = A2/R1

V = A2 − A3/R1 .
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If C2 > 0.3, the following is evaluated:

S1 =
|Z|
R1

(
1 +

C2(A1 + U + V S2)

R1

)

ϕ = asin(S1)

C1 =
√

1− S2
1 .

If C2 ≤ 0.3, the following is evaluated:

C1 =
W

R1

(
1− S2(A4 − U − V C2)

R1

)

ϕ = acos(C1)

S1 =
√

1− C2
1 .

The remaining steps are:

G = 1− S2
1e

2

RG = a/
√
G

RF = A5RG

U = W −RGC1

V = |Z| −RFS1

F = C1U + S1V

M = C1V + S1U

P =
M

RF/G+ F
.

Finally,

r = F +MP/2

ϕ→ ϕ+ P

λ = atan2(Y,X) .

If Z < 0, then the correction ϕ→ −ϕ is applied.

B.5 Geodetic ↔ Transverse Mercator

To consistently represent horizontal distances along the Earth’s surface with respect

to some reference site in this study, Transverse Mercator coordinates have been used.
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The method introduced by Bowring [1989] has been used to perform the conversion

between these coordinates and object positions defined as a latitude/longitude pair. For

completeness, the method is outlined here.

A geodetic latitude and longitude (denoted by ϕ and λ, respectively) can be trans-

formed into “Easting” (E) and “Northing” (N) Transverse Mercator coordinates with

respect to some reference latitude/longitude pair (ϕ0, λ0) as follows:

n =
a− b
a+ b

ψ = atan2 (tanϕ (1− n), 1 + n)

p = 1− 3

4
n cos 2ψ

q =
3

4
n sin 2ψ

Z =

(
1− 3

8
n2

)
(p+ qi)2/3

θ = ψ −=(Z)

m =
aθ (1 + n2/8)

2

1 + n

c = cosϕ

s = sinϕ

ω = λ− λ0

ν = a

√
1 + e′2

1 + e′2c2

z =
e′2ω3c5

6

θ2 = atan2
(
2sc sin2(ω/2), s2 + c2 cosω

)

E = ν

[
tanh−1(c sinω) + z

(
1 +

ω2

10
(36c2 − 29)

)]

N = m+ νθ2 +
zνωs

4

(
9 + 4e′2c2 − 11ω2 + 20ω2c2

)

where i =
√
−1, and = is the imaginary operator. Note that the a, b and e′2 variables

are as defined in previous sections, and z is a re-definition of a previous one. The inverse

transformation, which is to calculate ϕ and λ from N and E defined with respect to a

reference latitude longitude pair (ϕ0, λ0), is done as follows:

N → N +N0

θ =
N(1 + n)

a(1 + n2/8)2
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p = 1− 33

20
n cos 2θ

q =
33

20
n sin 2θ

Z =
5

4

(
1− 9

16
n2

)
(p+ qi)8/33

ψ = θ + =(Z)

φ = atan2 ((1 + n) tanψ, 1− n)

c1 = cosφ

s1 = sinφ

ν1 = a

√
1 + e′2

1 + e′2c2
1

z =
E

ν1

θ4 = atan2 (sinhE, c1)

θ5 = tanφ cos θ4

ϕ = (1 + e′2c2
1)

[
θ5 −

e′2

24
E4 tanφ (9− 10c2

1)

]
− e′2c2

1φ

ω = θ4 −
e′2

60
E3c1

(
10− 4E2

c2
1

+ E2c2
1

)

λ = ω + λ0 .
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Publication: Radio Sci., 55, e2019RS006873,

2020

This paper presents an investigation of the capability of a Tx-steerable VHF wind

profiling radar (the Buckland Park ST radar) to detect objects in low-Earth orbit. The

author of this thesis contributed to the design of radar experiments with parameters

optimized for object detection, to the development of a utility to schedule particular

experiments to sample the objects, and to the interpretation of the object echoes.
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Abstract There is increasing interest in space situational awareness worldwide, motivating
investigation of the use of nontraditional sensors for space surveillance. This paper presents
preliminary results investigating the use of a VHF wind profiling radar for observing objects in low Earth
orbit. This radar class is low cost relative to other radars typically applied to this task. The results reveal
that 2,410 objects were detected over 15 days, with 1,392 unique objects detected. The daily detection
count rates ranged from 150 to 200, and the maximum detection height observed was 2,491 km. The
radar's utility for object catalog maintenance is demonstrated by its ability to determine propagation state
vector errors, and through observations of the Chinese space station Tiangong‐1 in the last months of its
return to Earth. The results suggest the measurements may be able to provide useful ionospheric
parameters such as total electron content (TEC) measurements, provided high precision ephemeris data
are available for the detected objects.

Plain Language Summary There is increasing interest in space situational awareness due to
the rapidly increasing number of objects in orbit. This has motivated investigation of the use of
instruments that were not designed for space surveillance for this purpose. This paper presents
preliminary results describing the use of a low‐cost VHF radar designed for lower atmosphere wind
measurements to observe space objects. The results reveal that 2,410 objects were detected over 15 days,
with 1,392 unique objects detected. The daily detection count rates ranged from 150 to 200, and the
maximum detection height observed was 2,491 km. The radar's ability to verify the prediction accuracy
of object position and dynamics is demonstrated, focusing on observations of the Chinese space
station Tiangong‐1 in the last months of its return to Earth. The results suggest the measurements may
be able to provide useful ionospheric parameters such as total electron content (TEC) measurements,
provided high precision predictions of object position and dynamics are available for the
detected objects.

1. Introduction

There is increasing interest in space situational awareness (SSA) worldwide due to the increasing number
of objects in orbit (Ash et al., 2018). This number has expanded rapidly in recent years due to the advent
of cube‐sats, which have provided a low‐cost means of entry into satellite capability (Heidt et al., 2000).
The increasing number of objects in orbit has led to renewed concerns over the so‐called Kessler effect
(Patel, 2015), a scenario in which the density of objects in low Earth orbit (LEO) is high enough that
collisions between objects could cause a cascade where each collision generates space debris that
increases the likelihood of further collisions.

The increasing interest in SSA in Australia is demonstrated by the recent installation of a C‐band radar at
Exmouth, Western Australia, and the future installation of an optical space telescope at a neighboring site
(Smith et al., 2018). Defence Science and Technology (DST) Group have been directly involved in SSA
research projects (Ash et al., 2018), including operation of an optical space telescope for use during solar
terminator periods (Hobson et al., 2016). The use of nontraditional space sensors has also been investi-
gated, such as event‐based sensors (Cohen et al., 2017), an experimental HF line‐of‐sight (LOS) radar sys-
tem (Frazer et al., 2013, 2014), and the Murchison Widefield radio astronomy array (MWA) (Tingay et al.,
2013) for passive radar observations of satellite reflections from FM transmitters of opportunity (Palmer
et al., 2017).
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The work presented in this paper aims to determine whether civilian
atmospheric radars can also contribute to Australian SSA efforts, to
further DST Group's understanding of LOS operations, and provide
collaboration opportunities between and within DST Group and acade-
mia. Section 2 describes the characteristics of various space surveillance
radars. Section 3 describes the Buckland Park stratosphere‐troposphere
(BPST) radar used in the current study, and initial observations using this
radar to detect the International Space Station (ISS). Section 4 describes
the analysis techniques developed for BPST satellite observations, while
section 5 presents the satellite observations. An analysis of the implica-
tions of the results is presented in section 6. The paper closes with
the conclusions.

2. Space Surveillance Radars

The Space Surveillance Network (SSN) is a network of sensors located at
20 sites worldwide. The SSN uses four primary types of sensors: mechani-
cal (dish) radars, phased‐array radars, space‐based optical sensors, and the
Ground‐Based Electro‐Optical Deep Space Surveillance (GEODSS) sys-

tem. The SSN radars mostly operate in the UHF range in order to obtain high sensitivity against small objects
(<10 cm) (Hall et al., 2012). The sensitivity of various radars to different object sizes is demonstrated in
Figure 1. A consequence for radars operating in the GHz range is that the radar cross section (RCS) varies
significantly as the orientation of the (aspect sensitive) objects change relative to the radar, making it difficult
to estimate true cross section from the observed RCS (Sato et al., 1991). At lower frequencies, the relationship
between the physical cross section and the RCS simplifies, although this comes at the cost of reduced sensi-
tivity for small targets. For instance, Figure 1 shows the RCS of a 20 cm diameter sphere is reduced by
approximately 40 dB for a radar operating at 55 MHz (e.g., BPST radar: Rayleigh scatter) compared to 1.32
GHz (e.g., TRADEX L‐band: Mie scatter).

There are various radars outside the SSN that have recently been commissioned or used for satellite
observations. The European Space Agency (ESA) bistatic radar breadboard (Saillant & Flécheux, 2017) is a
bistatic system located around Paris, northern France. It operates in the L‐band for detection of space objects
over a steerable field of regard defined as 30° in azimuth by 25° in elevation oriented preferably to the South.
The demonstrator was designed to achieve detection of a reference target with an RCS of 0 dBm2 at a range of
500 km. The radar measures Doppler but not range: Detection is only based on Doppler measurement. DST
Group operates an experimental bistatic high‐frequency (HF) line‐of‐site (LOS) radar system (Frazer et al.,
2013). Although the DST system was not designed or deployed for satellite observations, such observations
provide a useful tool for verification and calibration purposes. The DST radar has been shown to detect
satellites while deployed on defense trials, e.g., ISS (Frazer et al., 2013), Hubble Space Telescope (HST)
(Frazer et al., 2014). The key findings from these observations are (1) the RCS of the ISS at 30 MHz is around
50 dBm2 (Frazer et al., 2013). This is significantly larger than the RCS estimates at microwave frequencies
(McCant, 2017), illustrating that radars operating in the HF and lower VHF‐band may provide advantages
for observing large LEO objects, perhaps due to plasma‐sheath effects, or resonance effects associated with
the dimensions of the ISS (or its subcomponents) being comparable to the radar wavelength (Frazer &
Williams, 2019); (2) HF LOS radars could be used for SSA of objects of “moderate size and ranges up to
1,000 km” (quoted from Frazer et al., 2014); (3) HF LOS radars can be used for orbit determination without
using prior ephemeris information (Frazer et al., 2014); (4) due to positive range biases resulting from
ionospheric group retardation effects, climatological electron densities and (ideally) ray tracing must be
employed to correct the observed ranges and angles of arrival (Frazer et al., 2014).

There are also various atmospheric and ionospheric radars that have been used for satellite observations.
The CAMRa radar is owned and operated by the U.K. Science and Technology Facilities Council and is
located at Chilbolton in southern England (Eastment et al., 2011). CAMRa is a meteorological radar
operating at S‐band that has beenmodified for use as an experimental space surveillance sensor. It has a fully
steerable 25 m dish antenna with a 0.28 degree beamwidth and a range resolution of approximately 75 m.

Figure 1. Radar cross‐section V sphere diameter for various radars: DST HF
LOS radar (30 MHz, red), BPST radar (55 MHz, orange), ALTAIR VHF
(158 MHz, yellow) and UHF (422 MHz, green) radars, TRADEX L‐band
(1.32 GHz, blue) and S‐band (2.95 GHz, indigo) radars, and ALCOR C‐band
radar (5.672 GHz, violet). The black dashed line indicates the physical
optics approximation, which is equal to the projected area of a sphere.
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Antenna pointing is performed using two‐line ephemeris (TLEs) and only the range is measured. The radar
has previously been used successfully for the purposes of SSA, tracking LEO targets during two ESA tracking
campaigns (Eastment et al., 2011). The Advanced Modular Incoherent Scatter Radar (AMISR) (Nicolls,
2015) is a modular, mobile UHF phased‐array radar facility developed and used for scientific studies of
the ionosphere. A satellite and debris tracking capability fully interleaved with scientific operations has
been developed, and the AMISR systems are now used to routinely observe a large number of LEO space
debris. The system detects LEO objects as small as 5–10 cm. The European Incoherent Scatter radar
system (EISCAT) (Lehtinen et al., 2001) is an ionospheric research radar network operating in the
ultra‐high frequency band (UHF). EISCAT has detected objects down to 2 cm in size at rates of 347 per
day. The Middle and Upper atmosphere (MU) radar is located at the Shigaraki Observatory of the
Research Institute for Sustainable Humanosphere (RISH), Kyoto University, Japan. This radar operates at
46.5 MHz with an output power of 1 MW. The antenna array is a circular aperture of 100‐m diameter,
producing a beamwidth of 3.6°. The MU radar has similar sensitivity to the radars used for Air Force
Space Command (AFSPC) catalog maintenance and has been deployed for space debris monitoring (Sato
et al., 1991; Ikeda et al., 2017). The MAARSY mesosphere‐stratosphere‐troposphere (MST) is located in
Andenes, Norway, and is operated by the Institute for Atmospheric Physics in Kühlungsborn, Germany.
This radar has similar characteristics to the MU radar, operating at 53.5 MHz, with output power 800 kW,
employing a circular aperture of 100‐m diameter producing a beamwidth of 3.6°. MAARSY has performed
satellite observations predominantly for radar calibration purposes (Renkwitz et al., 2013).

The key factors to consider when the discussing radar SSA capabilities are the detection sensitivity, field of
view, and tracking capability: i.e., beam steering to follow satellite trajectories. Table 1 summarizes these
factors for some of the aforementioned radars. A common first‐order detection sensitivity figure of merit
(FoM) is the signal‐to‐noise ratio (SNR) of a target with 0 dBm2 RCS at 1,000 km range from both the radar
transmitter and receiver. The field of view can be regarded as wide (WFoV) or narrow (NFoV) field‐of‐view.
WFoV radars typically employ interferometric or beamforming techniques and are capable of detecting
multiple objects simultaneously. These radars are useful for new object detection and are difficult to design
in a low‐cost form factor. NFoV radars are typically high precision systems employing tracking capability and
are cued by either aWFoV systemor propagated state‐vectors. The BPST radars is classified asNFoVbut lacks
the range resolution and tracking capability of many of the other NFoV systems described in Table 1.

In the context of discussing radar satellite observations, it is also worth mentioning that ground‐based radars
provide temporally persistent observations at any geographic location, while ground‐based optical
observations are dependent on clear atmospheric conditions.

Throughout this paper, we assume the typical radar convention that the radar location defines the
coordinate system origin. The term “radial” therefore refers to components radial to the radar location rather
than radial to the center of the Earth (i.e., Earth‐centered coordinates).

3. The Buckland Park ST Radar

The Buckland Park Stratosphere‐Troposphere (BPST) VHF radar (−34° 37′ 36.03″, 138° 28′ 3.91″) is located
35 km north of Adelaide. The radar specifications are shown in Table 2. The radar is a pulsed mono‐static

Table 1
Detection Sensitivity Figure of Merit and Field of View for Selected SSA Radars

Radar Figure of merit (dB) Field of view Tracking capability

ALTAIR VHF 36 Narrow Yes
ALTAIR UHF 45 Narrow Yes
TRADEX L‐band 40 Narrow Yes
TRADEX L‐band 28 Narrow Yes
MU Radar 18 Narrow No
CAMRa 7 Narrow Yes
DST HF LOS 4 Wide No
BPST radar −7 Narrow No
ESA bistatic radar breadboard −12 Wide No
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system operating at 55 MHz, with a peak transmit power of 40 kW. The radar was designed and
manufactured by ATRAD and is operated by the University of Adelaide/ATRAD. The radar is designed
primarily for measurement of tropospheric and stratospheric winds (0.5–20 km) (Dolman et al., 2018),
although similar radars have been used to observe polar mesosphere summer/winter echoes (PMSE and
PMWE) (Morris et al., 2004, 2011) at high latitudes. Identical systems (albeit with peak transmit power 80
kW) are deployed throughout Australia by the Bureau of Meteorology (Dolman et al., 2018).

The BPST radar transmit array consists of a 12 × 12 array (hereafter referred to as the “main array”) of
gamma‐matched linearly‐polarized Yagi antennas. The inter‐antenna spacing is 0.606 λ, giving an aperture
size of 24 by 24 m. The array allows 5‐beam directions to be used: Vertical, and 15° off zenith in cardinal
directions (North, East, South, West). Reception is performed using the main array and/or five interfero-
metric Yagi antennas for meteor observations. The combined transmit/receive main array beam width is
4.6° degrees (half‐power full‐width). The maximum duty cycle is 10%. The radar employs GPS locking,
allowing its transmissions to be received using an interferometric Yagi antenna array at Mylor (55 km
South East of Buckland Park) for bistatic meteor observations (Spargo et al., 2019). The radar does not allow
continuous operation, typically dwelling on a particular beam direction for 1–2 min, with 5 s “dead” time to
allow for data transfer to the data acquisition and analysis PC.

The detection sensitivity figure of merit for the DST HF LOS radar and the BPST radar are shown in Table 2.
These results suggest the DST HF LOS radar is around 7 dB more sensitive than that BPST radar. Given the
DST HF LOS radar detected the ISS with an SNR in excess of 50 dB (Frazer et al., 2013), it follows that the
BPST should also be able to detect the ISS when it passes through one of the five radar beams.

In order to determine the times of ISS transits through the BPST beams, SpaceTrack (https://www.space‐
track.org) TLE data were propagated using the Simplified Perturbations Model (SGP4), which computes
the average path of the object through space. This analysis indicated the ISS was expected to transit the
West and North beams of the BPST radar around 17:42 on 26/7/2017. A data collection was scheduled for
these times using the parameters listed as “Parameter Set 1” in Table 3. The results of these observations
are shown in Figure 2, illustrating the transit of the ISS through the radar beams. Note that the range

Table 2
BPST Radar Parameters

Parameter Value

Frequency, f (MHz) 55
Maximum Transmit Power (kW) 40 (12 4 kW modules, i.e., 48 kW at the transmitter)
Maximum Duty Cycle (%) 10
Pulse Types Monopulse, Barker & Complementary Codes
Receiver Filter Widths (kHz) 4, 8, 16, 32
Pulse‐to‐pulse Frequency Extent ± 50 kHz
Maximum Pulse Repetition Frequency (kHz) 20
Number of Transmit Antennas 144
Number of Receive Antennas 144 (Main array), 5 (Meteor array)
Combined Tx/Rx Main Array Beamwidth (°) 4.6
Pulse Widths (m) 100‐4000
Number of Receivers 6 (1‐5: Meteor array, 6: Main array)
Range Sampling Resolution, Δr (km) 0.05‐2
Beam Directions (Azimuth, Zenith) (degrees) (0, 0) “Vertical”, (0, 15) “North”,

(90, 15) “East” (180, 15) “South”,
(270, 15) “West”

Table 3
Data Collection Parameters Sets Used for Each BPST Satellite Campaign

Parameter Campaign 1 Campaign 2 Campaign 3 Campaign 4

Date 2/8/2017 27/9/2018‐30/9/2018 22/01/2018 07/07/2018‐16/07/2018
Parameter set 2 3 4 4
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ambiguity of 340.1 km results in the ISS being range aliased. The
rapid amplitude fluctuation seen in the west beam may be attributa-
ble to either Faraday rotation effects due to the linear antenna polar-
ization, or signal fading due to the coherent addition of signals
reflected from different components of the ISS structure.

Despite the successful detection of the ISS, it was recognized that
revised experiment parameters and a more sophisticated detection
strategy using coherent processing techniques similar to those used
by the DST HF LOS system would be required to allow detections
of smaller LEO objects. The detection strategy is described in the
following section.

A number of experimental campaigns have been conducted to collect
satellite data to assess experiment parameters using the BPST radar,
as listed in Tables 2 and 4. The experiment parameters were selected
primarily for maximizing SNR rather than maximizing range resolu-
tion. Campaign 1 (Parameter Set 2) used the west beam as
SGP4/NORAD TLE propagations suggested there would be more
transits in this beam on the day of this campaign. Subsequent cam-
paigns instead used the vertical beam. Further, after Campaign 1, it
was realized that the range resolution could be improved by replacing

the 5‐bit Barker code with 4 km resolution to a 13‐bit Barker code with 2 km resolution and an increased
receiver filter width without significantly compromising SNR. The range ambiguity results in most objects
being range aliased, and the radial velocity ambiguity can lead to velocity aliasing. These ambiguities are
not problematic for peak association with catalog objects as the object state vectors can be aliased appropri-
ately. Campaign 4 was conducted in parallel with the Australian Defence “SpaceFest” trial. Although the
BPST radar was not officially part of the SpaceFest trial, the Campaign 4 data collection was intended to pro-
vide collaboration opportunities between defense, academic, and industry partners.

To the best of our knowledge, the observations presented here represent the first explicit application of a
VHF wind profiler with characteristics comparable to the BPST radar for satellite observations. Such radars
typically employ spaced antenna (SA) or Doppler beam steering (DBS) techniques for estimating atmo-
spheric winds (Dolman et al., 2018). These techniques do not require absolute power calibration, and such
calibration has not been performed for the BPST radar. However, we note that similar radars have been cali-
brated, including the MST radar at Davis, Antarctica, which has been used to measure the RCS of PMSE
(Latteck et al., 2007).

4. Analysis
4.1. Object Acceleration

The orbital velocity of a typical LEO object is around 8 km s−1. A ground‐based radar observing a LEO object
will observe a significant increase in radial velocity (i.e., an acceleration) as the object transits the field of

Table 4
Data Collection Parameters Used for BPST Satellite Observations

Parameter set 1 2 3 4

Pulse repetition frequency (Hz) 441 500 500 500
Range ambiguity (km) 340.1 300 300 300
Radial velocity ambiguity (ms−1) ±80.9 ±91.7 ±91.7 ±91.7
Pulse type Mono‐pulse 5‐bit Barker 13‐bit Barker 13‐bit Barker
Pulse width (km) 4 4 2 2
Receiver filter width (kHz) 8 8 16 16
Minimum range (km) 10 24 30 30
Maximum range (km) 332 270 270 270
Range sampling resolution (km) 2 2 2 1
Azimuth, zenith (degrees) (270, 15) (0, 15) (270, 15) (0, 0) (0, 0)

Figure 2. Range‐time data illustrating observations of the ISS in theWest (left) and
North (right) beams of the BPST radar. The black line indicates the SGP4/NORAD
TLE propagated range‐time variation. The white gap indicates “dead” time
required to allow for data transfer between the data acquisition and analysis PC.
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view. Consider a received signal dwell x(r,t) obtained for range gate r
from sampling the transmission of Np pulses with inter‐pulse period
Tp, where t = nTp,n = 0,…,Np − 1. An acceleration a(t) will impose
a linear variation of the radial velocity as expressed by the complex
phasor

s tð Þ ¼ exp
2πja tð Þ t− NpTp

2

� �� �2

λ

0B@
1CA (1)

across the dwell, leading to broadening of the Doppler (or radial
velocity) spectrum. In order to improve the detectability of the object,
it is necessary to correct for the effects of acceleration. The fractional
Fourier transform (Almeida, 1994) provides one means of applying
this correction. However, a similar result can be achieved by
multiplying the received object echo x(t) by the conjugate of s(t)
(i.e., “de‐ramping”)

y tð Þ ¼ x r; tð Þs* tð Þ; (2)

where (*) represents the complex conjugate operator.

The de‐ramping process is applied to the BPST data using a preselected array of constant accelerations (typi-
cally 0–250 ms−2) hereafter referred to as “acceleration processing.” The benefits of acceleration processing
are illustrated in Figure 3, which shows the power spectra obtained using 512 samples (1.024 s duration)
with different acceleration values for observations of SL‐8‐R‐B (NORAD ID 23279) during Experiment 2.
The use of an acceleration of 144.8 ms−2 (red) yields a larger peak power (i.e., increased detectability) and
reduced spectral broadening compared to the use of zero acceleration (i.e., no acceleration processing).
Figure 3 is representative of the radial velocity spectra obtained on applying acceleration processing to the
BPST data in that (a) a single peak is obtained and (b) the spectral width obtained at the “optimal”
acceleration is comparable to the radial velocity resolution.

The use of acceleration processing significantly increases the detectability of all objects and is a key
contribution to the ability of the BPST radar to detect small objects with low SNRs. The estimation of object
acceleration is a by‐product of acceleration processing that can be alternatively estimated using the rate‐of‐
change of radial velocity estimates. We note that the acceleration processing acceleration estimates are
typically consistent with the estimates derived from the rate of change of radial velocity.

4.2. Detection Mode Processing

The BPST produces range‐time (RT) data‐set x(r,t) for each dwell. Acceleration and Doppler processing
(using a Hanning window) is then applied to the RT data to produce a three‐dimensional data cube of
range‐(radial) velocity‐(radial) acceleration (RVA) data (r,v,a) . The RVA data are processed using peak
detection (Colegrove et al., 2006), data whitening (Turley, 1997), and peak selection. Peak detection is
applied to locate the RVA cells whose log power (RVA‐LP) data

z r; v;að Þ ¼ 20log10∣y r; v;að Þ∣ (3)

exceed those of adjacent cells in each dimension. For each peak i, parabolic interpolation is then applied to
the RVA‐LP data over the adjacent cells in each dimension j in order to produce sub‐cell resolution peak
location estimates. This process yields the peak power p0ij (W), location p1ij, peak location uncertainty
(i.e., peak width p2ij, and interpolation gain p3ij (dB), where

p3ij ¼ p0ij−z r; v;að Þ: (4)

The peak power is given by the sum of the power of the peak cell and the interpolation gains in each
RVA dimension

Figure 3. Example of acceleration processing using BPST radar data recorded
during the passage of SL‐R‐B (NORAD ID 23279) around 2:52 Universal Time
on 2nd August 2017. Left: Power Spectra as a function of input acceleration. The
dotted line indicates the acceleration (144.8 ms−2) yielding the maximum peak
power. Right: Power spectra for accelerations of zero ms−2 (i.e., no acceleration
processing) and 144.8 ms−2, indicating peak power enhancement and Doppler
broadening reduction obtained using acceleration processing with the appropri-
ate input acceleration.
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Pi ¼ z r; v;að Þ þ p3i1 þ p3i2 þ p3i3: (5)

Data whitening is applied to the RVA data y(r,v,a) to reduce the effects of zero Hz clutter, narrowband radio‐
frequency interference, and under‐dense meteor echoes, producing whitened RVA data yw(r,v,a). This is
achieved using greatest‐of‐order statistics constant‐false alarm rate (CFAR) processing, which
renormalizes the “background” signal level to unity. The whitened RVA‐LP data are then calculated using

zw r; v;að Þ ¼ 20log10 yw r; v;að Þj j: (6)

Peak selection is applied by selecting all peaks with SNRs exceeding a specified threshold (12 dB), where the
SNR is the sum of the whitened RVA‐LP power of the peak cell and the interpolation gains in each
RVA dimension

Si ¼ zw r; v;að Þ þ p3i1 þ p3i2 þ p3i3: (7)

The peak locations and uncertainties in radar units (rij, vij,aij),j = 1,2,are obtained by multiplying the peak
locations in cell units (p1ij,p2ij,p3ij) by the cell resolutions.

An example of the peaks obtained for the vertical beam of the BPST radar during the transit of
Atlas‐Centaur‐R‐B (NORAD ID 3590) around 16:27 on 7March 2018 is shown in Figure 4. These peaks were
obtained using “overlap processing,” whereby a coherent processing interval length N is defined, with

Figure 4. Example of range (top), radial velocity (middle), and radial acceleration peaks (bottom) obtained for the BPST
radar around 16:27 universal time on 7 March 2018. The gray and purple line indicates the SGP4/SpaceTrack TLE pro-
pagated state values for Atlas‐Centaur‐R‐B (NORAD ID 3590) and Delta‐1‐Deb (NORAD ID 1529). The vertical dashed
lines in each plot indicate the first and last samples matching the propagated state values. The peaks distributed over all
Radial velocities and accelerations at 16:27:12 result from a meteor head echo.
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subsequent intervals shifted by M = N/O, where O is the overlap
factor. The peaks in Figure 4 were obtained using N = 256 samples
(0.512 s), with O = 2, such thatM= 128 samples (0.256 s). The results
show a clustering of high SNR peaks about the SGP4/SpaceTrack
TLE propagated (aliased) range, (aliased) radial velocity, and radial
accelerations between 16:27:30 and 16:27:44. Delta‐1‐Deb (NORAD
ID 1529) also transited during this period but there are no peaks
which match the propagated state vectors.

The peaks distributed over all radial velocities and accelerations
around 16:27:12 of Figure 4 are the result of a meteoroid head echo. Meteoroids enter the atmosphere at
speeds between 11 and 72 km s−1, which is up to an order of magnitude larger than LEO object speeds.
The distribution of meteoroid trajectories peaks close to the zenith, and the radial velocities observed by
ground based radars are therefore typically a large fraction of the absolute meteoroid velocity. In contrast,
LEO object trajectories are typically tangential to the Earth, and the radial velocities observed by ground‐
based radars are typically a small fraction of the absolute object velocities. As a result, radial velocity of
meteoroids (and hence head echoes) wraps significantly more quickly through Doppler space than LEO
objects, thereby producing excessive radial velocity broadening. Meteoroid head echoes are reasonably com-
mon in the BPST satellite observations, occurring on average roughly every 5 min: i.e., of the order of 280 per
day. Note that we have successfully applied the same techniques described in this paper for meteoroid head
echo detection using a faster peak update rate (i.e., larger overlap) and a preselected array of accelerations.

4.3. Peak Matching

In order to find the peaks matching the propagated state vectors, the metric

Mi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ri1−r tið Þ−ribð Þ2

r2w
þ vi1−v tið Þ−vibð Þ2

v2w
þ ai1−a tið Þð Þ2

a2w

s
(8)

is calculated for each peak i, where (ri1, vi1, ai1) are the peak locations in radar units, ti are the peak times, r(t),
v(t) and a(t),are the propagated object range, radial velocity, and radial acceleration at time t, rw,vw, and aw
are the range, radial velocity, and radial acceleration tolerance, and rib and vib are the range and radial
velocity offsets. Note that acceleration is not present in the propagated state vectors and is calculated using
the temporal rate of change of the radial velocity (i.e., a tið Þ ¼ dv=dt½ �t¼ti

).

Matching is performed as a two‐step process. The first step involves calculatingMi using the “loose” values in
Table 5. This step accounts for non‐exact matches between the peak and propagated ranges and radial
velocities. This occurs due to ionospheric group retardation, which produces a positive bias in the peak range
estimates (i.e., ri1 > r(ti)), and due to errors in the propagated state vectors. An intermediate step then
involves calculating the range and radial velocity offsets using the median of the difference between the

peaks and propagated values (i.e., gΔri1 and gΔvi1 , where Δri1 = ri1 − r(ti) and Δvi1 = vi1 − v(ti), and (~) is
the median operator). The final step involves recalculating Mi using the “tight” values in Table 5, which
incorporates any range and radial velocity offsets, with any peaks with Mi ≤ 1 registered as peak matches.

Examples of matched peaks determined using this procedure are shown as vertical dashed lines in Figure 4.

4.4. Catalog Maintenance Mode Processing

Detection mode necessitates significant processing as it requires data covering the entire RVA search space
to allow detection of objects with all possible (aliased) ranges, (aliased) radial velocities, and accelerations. In
order to reduce the processing time, a “catalog maintenance mode” (CMM) was developed. This mode
applies processing to a subset of ranges and accelerations about TLE propagations for each object, reducing
the computational overhead considerably. This allows the coherent processing interval lengthN and overlap
factor O to be increased, thus increasing object peak SNRs and radial velocity resolution.

The CMM implementation requires that the range subset “follows” the propagated object range r(t). This is
achieved by applying cubic‐spline interpolation to the RT data x(r,t) to yield the RT data x ′ (r,t) for ranges r(t)
+[−Nr−,…,Nr+]Δr,where Nr− and Nr+ are integers and Δr is the range resolution. This interpolation does

Table 5
Parameters Used for Peak Matching

Parameter Loose step Tight step

Object range (km), rw 3 1
Object radial velocity (ms−1), vw 36 1.8
Object acceleration (ms−2), aw 5 3
Range offset (km), rb 0 gΔri1
Radial velocity offset (ms−1), vb 0 gΔvi1
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not incur significant SNR loss as range is oversampled by a factor of two. Once x ′ (r,t) has been produced, the
analysis proceeds as described in section 4.2.

The analysis parameters used in catalog maintenance mode are shown in Table 5. The coherent processing
interval length N and overlap factor O were chosen to yield significant object coherent gain (i.e., improved
detection) while maintaining acceptable temporal resolution (0.512 s). The number of peaks required to
register match Nm was selected to allow discrimination between LEO objects and long‐lived meteor echoes,
such as overdense or nonspecular echoes. Recognizing the finite duration of each coherent processing
interval, we define the match duration td = ti2 − ti1+T, where ti1 and ti2 are the times of the first and last
matched peaks. A consequence of this choice of parameters is that the minimum detection duration is 8.7 s
(i.e., (Nm − 1)Ts+T), which may limit detection of low height objects.

An example of the application of catalog maintenance mode to the same data shown in Figure 4 is shown in
Figure 5. The increased coherent processing interval length (4.096 s) results in an SNR increase of 8 dB in
comparison to the values used for Figure 4 (0.512 s). This SNR increase is of the magnitude expected for
an eight‐times increase in the coherent processing interval length (i.e., 10 * log10(8) = 9 dB).

5. Results

The results presented in this section were obtained using catalog maintenance mode processing of the data
collected during Campaigns 1 to 4. The object propagation state vectors for Campaigns 2 to 3 were
determined using SpaceTrack TLEs. For Campaign 4, unless otherwise indicated, object state vectors were

Figure 5. Example of range (top), radial velocity (middle), and radial acceleration peaks (bottom) obtained using catalog
maintenance mode for the BPST radar around 16:27 universal time on 7 March 2018. The gray line indicates the
SGP4/SpaceTrack TLE propagated state values for Atlas‐Centaur‐R‐B (NORAD ID 3590). The vertical dashed lines in each
plot indicate the first and last samples matching the propagated state values.
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extracted from SpaceTrack special perturbations (SP) data. SP
numerically integrates the equations of motion including all neces-
sary perturbing accelerations. The SP accelerations available include
geopotential, atmospheric drag, lunar‐solar gravity, direct solar radia-
tion pressure, constant in‐track duration thrust, and solid Earth and
ocean tides (Bird, 2010). In contrast, SpaceTrack TLEs are computed
using Simplified General Perturbations, Version 4 (SGP4) theory.
SGP4 is reasonably accurate for long periods of time. However, it does
not have the inherent physical andmathematical modeling to be con-
sidered accurate enough for predicting conjunction (i.e., collision)
assessments. SP data are provided to Space Operation Cells, and
DST obtain these data through affiliation with the Australian Space
Operations Center (AUSSpOC). The SP data are available as daily
files containing the propagation state vectors for all unclassified
objects, and as a result, the daily file sizes are large (2 GB). DST down-
loads daily SP files for high‐interest campaigns, such as SpaceFest.

5.1. Detection Statistics

The detection statistics for days where a full 24 hr of data were collected are shown in Table 6, revealing the
daily detection count rates using catalog maintenance mode range from 150 to 200. The total number of
object detections obtained over all campaigns was 2,410, and the total number of unique objects detected
was 1,392.

The distributions of selected parameters for observation periods 2 to 4 are illustrated in Figure 6. The heights
are the mean of the propagation state heights at all matching samples times. The gaps at multiples of 300 km
occur because the BPST does not sample during pulse transmission and due to the 300 km range ambiguity
associated with the selected PRF (500 Hz). The smallest and largest heights detected are 345.7 km (SL‐4‐R‐B,
NORAD ID 41395) and 2,491.4 km (SL‐23‐DEB, 37347), respectively. The second to fourth largest heights
detected are associated with Globalstar satellites: 2,159.3 and 2,144.1 km (Globalstar‐M035, 25851) and
2,169.0 km (Globalstar‐M027, 25884). The histogram shows an exponential fall‐off with increasing height,

Figure 6. Object height (top left), inclinations (top right), detection duration (bottom right), and acceleration (bottom left) distributions obtained from observation
periods 2 to 4.

Table 6
Analysis Parameters Used for the Catalog Maintenance Mode Processing Results

Parameter Value

Samples per CPI, N 2,048
CPI size, T (s) 4.096
Overlap factor, O 8
Samples per step, Ns 256
Step size, Ts (s) 0.512
Radial velocity resolution (ms−1) 0.0014
Number of ranges, Nr (= Nr−+Nr++1) 5
Number of “preceding” ranges, Nr− 1
Number of “succeeding” ranges, Nr+ 3
Number of accelerations, Na 9
Minimum acceleration (ms−2) a(t) − 4
Maximum acceleration (ms−2) a(t) + 4
Peaks required for match, Nm 10
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with distinct peaks observed at 800, 1,000, and 1,400 km. The 800 km
peak is due to satellites with heights 792 ± 2 km, comprising mainly
Iridium (e.g., Iridium‐117, NORAD ID 42808: detected twice) and
Orbcomm‐FM (e.g., Orbcomm‐FM‐16, 25417: detected twice) satel-
lites. The 1,000 km peak is due to satellites with heights of 990 ± 40
km, comprising mainly Cosmos satellites (e.g., COSMOS‐887,
09637: detected three times) and SL‐8 rocket bodies (e.g., NORAD
ID 04800: detected twice). The 1,400 km peak is due to objects with
heights of 1,425 ± 5 km, comprising mainly Cosmos (e.g., Cosmos‐
1829, 17584) and Globalstar satellites (e.g., Globalstar‐M097, 39072:
detected five times).

The inclination values are obtained from the TLEs. The inclination
histogram indicates the majority of detected objects are in prograde
orbit (inclination <90°). The peak acceleration histogram reveals
values between 10 and 167 ms−2. The largest (smallest) accelerations
are observed for objects at smaller (larger) heights. The largest accel-
eration was observed for Breeze‐M‐DEB‐(TANK) (36133) at height
462.12 km. The match detection durations range from 9 to 44 s. The
former value is likely a consequence of the minimum detection dura-

tion of 8.7 s associated with the analysis parameters as described in section 4.2. The larger durations are
observed for objects with larger heights. As the beam area increases with height, higher objects consequently
take longer to transit the BPST beams. The largest duration observed is 44.5 s for Globalstar‐M069 (31573).

The detected object latitude/longitude distribution for observation periods 2 to 4 is illustrated in Figure 7,
revealing that the BPST radar is capable of detecting objects within a circle of radius approximately 0.5°
when operating using the vertical beam. However, it is important to note that the detection
latitude/longitude radius increases with object height, such that only the highest objects will occupy the full
0.5° circle radius.

5.2. Range and Radial Velocity Uncertainty

The distribution of range and radial velocity uncertainties, ri2 and vi2, for Campaign 4 as determined from
the peak interpolation procedures outlined in section 4.2 are shown in Figure 8. The range uncertainty
results from the experimental parameter selection, which is dictated by the capabilities of the radar (e.g.,
transmit power and maximum duty cycle) and the data transfer limitations. As discussed in section 3, the
radar operating parameters used for the observations presented in this paper were selected primarily for
maximizing SNR rather than maximizing range resolution. The radial velocity uncertainty results from
the selection of the number of samples,N, and the overlap factor O. There is an upper limit to value ofN that
can be used as N/PRF should not exceed the smallest object durations observed. Further, due to the match-
ing criteria used in this paper, using a small value of O will reduce the number of peaks for short duration
objects. As mentioned in section 4.3, the overlap factor is chosen to yield significantly improved detectability

Figure 7. Latitude and longitude distribution obtained from observation periods
2 to 4. The red plus sign indicates the BPST radar location.

Figure 8. Range (left) and radial velocity uncertainty (right) distributions obtained from observation period 4. The green dashed line indicates the median of the
distribution, as indicated in the plot titles.
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while maintaining acceptable temporal resolution. The median radial velocity uncertainty is approximately
twice the radial velocity resolution, emphasizing the observation noted in section 4 that acceleration
processing yields spectral widths comparable to the radial velocity resolution.

5.3. Range Biases

Radars operating in the medium frequency to lower VHF bands suffer group retardation, where the
measured range exceeds actual range (Davies, 1990). The group retardation r ′ (m) for a range r(m) can be
expressed as

r
0¼ c

2
∫
R

0
dr
Ur

−r; (9)

where c is the speed of light (ms−2) and U(r) is the group velocity (ms−1). In the absence of a magnetic field,
U(r) can be expressed in terms of the radar operation frequency f(Hz) and the plasma frequency fp(r) (Hz)

U rð Þ ¼ c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1−

f 2p rð Þ
f 2

s
: (10)

The plasma frequency is given by

f pr¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nre2

4πmϵ0

s
; (11)

where N(r) is the electron density (m−3), e is the electron charge (C),m is the electron mass (g), and ϵ0 is the
permittivity of free space (m−3 g−1 s4 A2).

To illustrate the object range biases, we use data from Campaign 4 where SP data are available. As this
campaign used a vertical beam, we hereafter refer to the range biases as height biases. Figure 9 shows the
average height bias (measured minus SP) as a function of height and hour. A minor geomagnetic storm
(disturbance storm time index = −38 nT) occurred on 10 March (WDC Kyoto, 2018), so this day is excluded
from the campaign average and plotted separately. The geomagnetic storm has increased the group retarda-
tion, suggesting enhanced F‐region electron density: i.e., a so‐called “positive” storm (Prölss, 2017). Figure 9
also shows the height bias obtained from (6) using N(r) from the International Reference Ionosphere (IRI)
2016 climatological model (Bilitza et al., 2017) at the latitude and longitude of the BPST radar for March
2018. The IRI height biases show quantitative agreement with the radar estimates, although the bias is
overestimated for the storm free days, indicating the IRI model electron densities are overestimated. IRI
model discrepancies such as these have been noted by several studies, including those using ionospheric
sounder data over the Australian region (Field, 2018). The radar estimates exhibit some discontinuities over
height and time that may be attributed to the 700 m range uncertainty illustrated in Figure 8. It is also worth
noting that the radial velocity biases (measured minus SP) exhibit no diurnal or geomagnetic variation,
indicating they are indicative of SP and radar radial velocity uncertainties.

5.4. Object RCSs

As noted in section 2, the BPST radar has not been calibrated, so we are unable to present any absolute RCS
estimates of the detected objects. Although SpaceTrack used to publish microwave radar object RCS values,
this is no longer the case: RCS values are currently listed as small, medium or large. Despite these
limitations, we have been able to extract some useful RCS‐related information from the BPST results.

For reception on the BPST radar main array, the power returned from a target with a 55 MHz RCS σ is given
by

P ¼ PtG2 θ;φð Þλ2σ
4πð Þ3r4 ; (12)

where r is the target range (m), Pt is the transmit power (W), G(θ,φ) is the one‐way (i.e., transmit or receive)
antenna pattern (Wm−2), and λ is the radar wavelength (m). This equation indicates that the target power is
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proportional to σ/r4. Although there are no known published estimates of object RCS values in the lower‐
VHF band, we have used the microwave radar RCS values of McCant (2017) to approximate the
corresponding values for 55 MHz. This approximation assumes (1) the detected objects can be represented
by a sphere, (2) the minimum detectable sphere diameter d for the BPST radar is 0.1 m2. Referring to
Figure 1, the RCS for microwave frequencies (>300 MHz, corresponding to the green to violet curves in
Figure 1) is predominantly in the optical region for d > 0.1 m2, allowing use of the physical optics

Figure 9. Height differences (estimated minus SP propagated) as a function of diurnal universal time for Campaign 4
excluding 10 March (top), 10 March (middle), and for the International Reference Ionosphere model for March 2018.
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approximation (black dashed curve in Figure 1) to convert microwave
RCS values into an equivalent sphere diameter de, which can then be con-
verted to the corresponding spherical RCS at 55 MHz (orange curve in
Figure 1).

The 55MHz RCSs for the object i, σi, is used to define the “pseudo power”

Psi ¼ G2 θ;φð Þσi
r4i

: (13)

Figure 10 shows the mean pseudo power Psi plotted as a function of the

mean peak powerPi for each detected object. The slope of the least squares
fit line is close to unity, indicating that the approximation used to
calculate the 55 MHz RCS values from the microwave radar RCS values
is reasonable. There is an RMS uncertainty of ±5.5 dB around the best
fit line, which may be due to Faraday rotation effects, and the limited
observation duration for each object. The latter effect will increase the

uncertainty of BPST RCS estimates compared to tracking radars due to the smaller range of object aspect
angles observed. Nevertheless, the least square line provides an ability to use RCS information to predict
which object transits are likely to be detected by the BPST radar. The 25 smallest RCS detections made by
the BPST radar are debris, with the three smallest being SL‐16‐Deb (22382, RCS −15.4 dB), Thor‐Altair‐
Deb (02177, −14.0) and Delta‐1‐Deb‐(YO) (00399, −13.5). The smallest satellite RCS detections are the
Cyclone Global Navigation Satellite System (CYGNSS) satellites (Ruf et al., 2018), with RCS values ranging
from of −7.2 to 6.6 dB. The BPST radar has detected seven of the eight CYGNSS satellites in orbit.

To further confirm the utility of the microwave radar RCS values, we define the “range and RCS corrected
power,”which removes the contribution of RCS and range from the radar peak power estimates, but retains
the antenna pattern contribution.

Pci ¼ Pi r4i
σi

: (14)

Figure 11 shows the normalized mean range and RCS corrected peak
power as a function of zenith angle. This reveals the microwave radar
RCS values are of sufficient use to confirm the correct pointing direction
of the vertical beam, and confirm the theoretical antenna pattern beam
width is reasonably correct.

6. Discussion

In order to establish the utility of the BPST radar for LEO object observa-
tions, we compare the capabilities and results obtained with other radars.
In terms of smaller systems that operate outside the SSN, we compare the
radar with the ESA bistatic radar breadboard (Saillant & Flécheux, 2017),
the CAMRa S‐band radar (Eastment et al., 2011), and the DST HF LOS
radar. As of May 2017, the ESA bistatic radar breadboard had been regu-
larly operating for more than a year and a half, and around 700 objects
had been detected at ranges up to 1,000 km. The CAMRa radar is a cued
sensor which makes count rate comparisons difficult. However, we note
that 257 detections were made during the 12‐day joint UK‐Australian
satellite tracking, data‐fusion and cueing experiment (Eastment et al.,
2014). In terms of detectability, Table 2 of Eastment et al. (2011) indicates
an object with RCS 2 m2 would be detected with an SNR of −2 dB at a
range of 2,000 km. For comparison, the Globalstar‐M035 (25851) satellite
with RCS 2.27 m2 orbiting at 2,158.2 km was detected by the BPST radar
with a mean (maximum) SNR of 14.8 (18.9) dB. In making these

Figure 10. Range and RCS corrected power and a function of the mean
(uncalibrated) peak power of the BPST satellite detections. The detections
are coded by NORAD ID. The dashed black line indicates the results of a
least squares fit, and the dotted lines indicate the fitted line ±10 dB. The
slope and intercept of the least squares fit line are indicated in the title.

Figure 11. Mean normalized RCS and range corrected power as a function
of East‐West and North‐South zenith angle. The white square indicates the
zenith, while the black dashed circle of diameter 4.6° indicates the theore-
tical BPST radar half‐power width.
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comparisons, we cannot vouch for the accuracy of the Globalstar‐M035 (25851) RCS estimate of 2.27 m2, and
also acknowledge that the DST HF LOS radar ISS RCS estimates discussed in section 1 suggest there may be
some RCS enhancement for larger LEO objects in the HF and lower‐VHF bands. Nevertheless, these
comparisons suggest the BPST radar is more sensitive than the ESA bistatic radar breadboard and the
CAMRa S‐band radar. Additionally, the BPST radar provides range, radial velocity, and acceleration
measurements, whilst the ESA bistatic radar breadboard provides only radial velocity measurements and
the CAMRa radar only provides range measurements—although we note Doppler and acceleration can be
inferred from the rate of change of range and radial velocity respectively. The main limitation of the BPST
radar with respect to the ESA bistatic radar breadboard is the inability to follow the trajectory of an
object, while the main limitations with respect to CAMRa are the reduced range resolution (CAMRa) and
inability to follow the trajectory of an object.

There is little information available on the count rate and detectability for the DST HF LOS radar, so com-
parisons between this system and the BPST radar are made on a qualitative basis. The BPST provides two
technical advantages over the DSTHF LOS radar: (1) It is a deployed, robust, unmanned operational system;
(2) the 55 MHz operating frequency results in less ionospheric group retardation than the DST radar, which
operates around 30MHz and suffers range biases of up to 15 km. In contrast, the BPST radar has six technical
disadvantages compared to the DST radar: (1) the use of the main array on reception prohibits beamforming
and interferometric capabilities, thereby limiting orbit determination capability to objects that transit more
than one beam; (2) the BPST system can only observe in one beam direction at a time, while the interfero-
metric capabilities allow the DST system to detect and track multiple objects at once; (3) the narrow beam
results in objects being visible for tens of seconds, compared to minutes for the DST radar; (4) the
monostatic/pulsed nature of the system prohibits observation of objects with “low” (ambiguous) ranges
(typically ranges <3 × transmit pulse length) where (range ambiguous) objects may be present; (5) the
DST radar allows continuous operation, while the BPST radar requires 5 s “dead” time every 1–2 min to
allow for data transfer to the data acquisition PC; (6) The DST radar allows multifrequency and
multipolarization observations. Despite the limitations of the BPST radar for LEO object observations
(noting that it was not designed for this application), it is a significantly less expensive option, retailing for
US$1.5 million.

An illustration of the utility of the BPST radar for catalog maintenance is shown in Figure 12. This shows
histograms of the radial velocity differences (estimated minus propagated) for all peaks from Campaign 4
using SpaceTrack SGP (i.e., TLEs) and SP data. The mean (i.e., bias) and standard deviation obtained using
the SP estimates are substantially smaller than the SGP estimates, confirming the statements of the increased
accuracy of the SP estimates in section 5. It also apparent that there are outliers in the SP estimates, as
observed at the histogram extrema. As the values at the edges of the distribution are substantially larger than
the median radial velocity uncertainty (0.32 ms−1), we attribute these values to SP state vectors errors. These
errors may be associated with assumptions implicit in the SP propagations, errors in the radar measurements
contributing to the SP propagations, or due to objects that have maneuvered since the radar measurements
contributing to the SP propagations. These results suggest civilian radars such as the BPST can play a role in
indicating which objects have erroneous SP state vectors.

Figure 12. Histogram of radial velocity differences (estimated minus propagated) for Campaign 4 obtained using SpaceTrack TLEs (left) and SP data (right). The
histogram values at the abscissa axis minima (maxima) include values below (above) the abscissa minima (maxima).
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A further illustration of the utility of the BPST radar for catalog maintenance are provided by observations
made of the re‐entering Chinese satellite Tiangong‐1 (37820) in late 2017 and early 2018. Ten such transits
were observed between 30 November 2017 and March 8 2018. Figure 13 illustrates the radar and TLE pro-
pagated range and radial velocity for the transit on 23 January. This reveals that the TLE propagations are
approximately 0.025 s ahead of the radar measurements. Furthermore, the TLE range propagation exceeds
the radar estimated range by approximately 0.5 km. This is an unusual occurrence since the radar range esti-
mates usually exceed the TLE propagations by 0.5 (night) to 1.5 km (day) due to the effects of ionospheric
group retardation. These results indicate that the TLE used to generate the propagations shown in
Figure 13 is incorrect, most probably due to the rapid decay of the satellite orbit. The measurements were
made at night (local time 02:30), where a group retardation of approximately 0.5 km may be expected, indi-
cating the TLE range error is approximately 1 km. Interestingly, the TLE used to generate the propagations
has a timestamp of 15:23, which is only 37 min before the transit. These results indicate an in‐track error in
the TLE, most probably associated with errors in the drag modeling utilized. It is also worth noting that the
BPST radar observed one Tiangong‐1 transit during Campaign 4 (8 March, 23:46 UT) where SP data were
also available. We have not included plots of this transit for brevity, and since the transit was through the
edge of the BPST vertical beam (the maximum zenith angle of 9°) and had a lower SNR and shorter transit
time than the transit shown in Figure 13. For the 8 March transit, the SP propagations led the observations
by 0.75 s, and although the SP ranges appeared to be correct, the SP radial velocities exceeded the observa-
tions by 200 ms−1.

We believe the BPST measurements for the two above‐mentioned transits (and potentially the eight other
transits) could have provided useful information for refining the Tiangong‐1 SP and SGP4 orbit propaga-
tions. This emphasizes the benefits of geographic diversity made available by the BPST radar. We note
that the southernmost SSN sensor is located at Exmouth (22°S) in Western Australia, leaving a large

Figure 13. Range (top) and radial velocity (bottom) obtained for the BPST radar 10:26 Universal Time on 23 January 2018.
The gray line indicates the SGP4/SpaceTrack TLE propagated state values for Tiangong‐1 (37820).
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SSN coverage gap that could be partially filled by the BPST radar
(34.62°S) or similar non‐traditional SSA sensors.

It is also worth noting that the BPST detects many objects that are not
in the SpaceTrack catalog. This was also noted for MAARSY satellite
observations (Renkwitz et al., 2013).

The campaign results presented in this paper were achieved using a
single beam (15° West beam for Campaign 1, vertical beam for
Campaigns 2 to 4) of the five beam directions available using the
BPST radar. For catalog maintenance mode, the count rates could
be increased substantially by selecting the appropriate beam direc-
tion for any objects that transit any of the five beams. The BPST
radar now includes an interim capability to achieve this by allowing
the specification of an appropriate beam to use at a specified time.

This capability (hereafter beam scheduling, or BS) was used to schedule dwells to observe Tiangong‐1
transits (such as that shown in Figure 12) but has not been tested during a Campaign. In order to determine
the number of objects that the BPST radar could potentially detect using BS, we note that the radar can only
observe using one beam at a time. As a result, the radar can only detect a single object in the case where
multiple objects transit different beams simultaneously. Furthermore, some objects may be detected in
multiple beams (such as the ISS example shown in Figure 1). This suggests the number of objects poten-
tially detectable using BS is not simply a multiplicative factor of five times the daily count rates shown in
Table 7. Simple modeling indicates a more realistic multiplicative factor is between 3.5 and 4, suggesting
potential daily count rates of between 500 and 800 objects per day. It is worth noting that the BPST radar
offers limited main‐array capability outside its core objective of allowing Doppler beam steering (DBS)
analysis for wind profiling (Dolman et al., 2018). It should also be noted that an earlier generation
ATRAD system was more suited to the observations described in this paper; the wind profiler previously
installed at Mt Gambier, Australia (Reid et al., 2005), employed a similar antenna array but allowed 13
beam directions (zenith, and 7°, 14°, and 21° off‐zenith at azimuths 27°, 117°, 207°, and 297°), and also pro-
vided interferometric capability using the main array. This type of system would potentially achieve daily
count rates well in excess of 1,000 objects per day if BS was implemented.

The results also suggest the object measurements may be able to provide useful ionospheric measurements,
as object height bias measurements can be easily converted into total electron content (TEC) measurements.
This was the main motivation behind increasing the range resolution for Campaigns 3 and 4. Alas, Figures 6
and 7 suggest a further increase in range resolution is required to accurately measure TEC. A motivating
factor for pursuing BPST TEC measurements is that GNSS TEC measurements are derived from slant
measurements and therefore require correction to the equivalent vertical measurements. This obliquity cor-
rection assumes that the electron density profile at each position along the propagation path between the
GNSS satellite and the ground‐based receiver is identical to that at the receiver location. This is seldom
the case due to large scale electron density gradients (Jakowski et al., 2008). Vertical beam BPST TEC
measurements do not require obliquity correction and may provide increased accuracy TEC measurements.
Further, the diversity of object heights may also allow electron density profiles to be measured, particularly
for the top‐side of the ionospheric F layer.

We conclude this section by addressing the use of climatological electron density models to correct
object range biases (Frazer et al., 2014). This assumes the climatological model is fit for purpose over
the geographic region to which it will be applied. Figure 7 suggests the most widely used climatological
ionospheric model, IRI, overestimates the electron density during March at the location of the BPST
radar. Further, Figure 7 suggests the use of climatological models will be problematic during periods
of adverse solar weather effects such as solar flares, coronal mass ejections, and geomagnetic storms.
This suggests data‐driven real‐time models such as the Jindalee Operational Radar Network (JORN)
real‐time ionospheric model (RTIM) (Barnes et al., 2002), or the IRI‐based Ionospheric Real‐Time
Assimilative Model (IRTAM) (Reinisch et al., 2014), would provide the best means for correcting object
range biases. Conversely, object range bias estimates could also be used as inputs to data‐driven real‐
time models.

Table 7
Number of Objects Detected in Catalog Maintenance Mode for Days in Where a
Full 24 hr of Data Were Collected

Date Number of objects matched

28/9/2017 164
29/9/2017 171
8/3/2018 177
9/3/2018 183
10/3/2018 177
11/3/2018 204
12/3/2018 186
13/3/2018 196
14/3/2018 183
15/3/2018 153
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7. Conclusions

This paper has presented preliminary results investigating the use of a low‐cost VHFwind profiling radar for
observing objects in LEO. The results revealed that 2,410 objects were detected over 15 days, with 1,392
unique objects detected. The daily detection count rates ranged from 150 to 200, and the maximum detection
height observed was 2,491 km. The radars utility for object catalog maintenance is demonstrated by its
ability to determine propagation state vector errors, and through observations of the Chinese space station
Tiangong‐1 in the last months of its return to Earth. The results suggest the measurements may be able to
provide useful ionospheric parameter measurements, such as total electron content (TEC) measurements.
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Abstract. This paper assesses the ability of a recently in-
stalled 55 MHz multistatic meteor radar to measure gravity-
wave-driven momentum fluxes around the mesopause and
applies it in a case study of measuring gravity wave forcing
on the diurnal tide during a period following the autumnal
equinox of 2018. The radar considered is in the vicinity of
Adelaide, South Australia (34.9◦ S, 138.6◦ E), and consists
of a monostatic radar and bistatic receiver separated by ap-
proximately 55 km.

The assessment shows that the inclusion of the bistatic
receiver reduces the relative uncertainty of the momentum
flux estimate from about 75 % to 65 % (for a flux magnitude
of ∼ 20 m2 s−2, 1 d’s worth of integration, and for a grav-
ity wave field synthesized from a realistic spectral model).
This increase in precision appears to be entirely attributable
to the increased number of meteor detections associated with
the combined monostatic and bistatic receivers rather than
changes in the meteors’ spatial distribution.

The case study reveals large modulations in the diur-
nal tidal amplitudes, with a maximum tidal amplitude of
∼ 50 m s−1 and an associated maximum zonal wind veloc-
ity of around 140 m s−1. While the observed gravity wave
forcing exhibits a complex relationship with the tidal winds
during this period, the components of the forcing are seen
to be approximately out of phase with the tidal winds above
88 km. No clear phase relationship has been observed below
88 km.

1 Introduction

It has been known for over three decades that the momentum
deposition arising from the dissipation of atmospheric grav-
ity waves (herein GW forcing) has a major influence on the
background wind and thermal structure of the mesosphere–
lower-thermosphere/ionosphere (MLT/I; ∼ 80–100 km alti-
tude) (Fritts, 1984). The small scales of the GWs relative to
typical grid spacing in global climate models (GCMs) have
led to a need to incorporate accurate parameterizations of
the GW forcing within the GCMs (Kim et al., 2003; Ern
et al., 2011). To support this need, there have been dozens of
ground-based, satellite, and in situ studies of the associated
GW momentum fluxes in the MLT/I (see e.g. Fritts et al.,
2012a, and Nicolls et al., 2012, and references therein). Even
so, many of the effects of GWs in the MLT/I are still ac-
knowledged to be poorly understood, which continues to mo-
tivate major observational campaigns (e.g. Fritts et al., 2016).

In recent years, monostatic meteor radars have been the
most widely deployed of those ground-based instruments
(e.g. Hocking, 2005; Antonita et al., 2008; Clemesha and
Batista, 2008; Beldon and Mitchell, 2009, 2010; Clemesha
et al., 2009; Fritts et al., 2010a, b, 2012a, b; Vincent et al.,
2010; Placke et al., 2011a, b, 2014, 2015; Andrioli et al.,
2013a, b, 2015; Liu et al., 2013; de Wit et al., 2014b, a, 2016;
Matsumoto et al., 2016; Riggin et al., 2016; Jia et al., 2018).
This is largely due to the low cost and ease of installing and
continuously running meteor radars relative to other instru-
ments capable of making the same measurements, such as
partial reflection radars (e.g. Vincent and Reid, 1983), coher-
ent radars (e.g. Reid et al., 2018b), incoherent scatter radars
(e.g. Nicolls et al., 2012), and Doppler lidars (e.g. Agner and
Liu, 2015).
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Like all other ground-based radar observations of momen-
tum fluxes (see e.g. the discussions in Fritts et al., 2012a;
Spargo et al., 2017; Reid et al., 2018b), there are concerns
around the accuracy and precision of the estimates derived
from meteor radar. As shown by Vincent et al. (2010), the
measurement uncertainties are dependent on both the me-
teor detection rates and the complexity of the GW spectrum.
Their results showed that even at the altitude of the peak
of the meteor distribution, integration times of the order of
a month or longer may be needed to definitively estimate
the sign of the flux, for typical flux magnitudes. Fritts et al.
(2012a) and Andrioli et al. (2013a), who also incorporated
real-time and spatial meteor distributions and a wider vari-
ety of GW fields in their simulation, reach similar qualitative
conclusions, although Fritts et al. (2012a) in particular ar-
gue that their measurement uncertainties for a composite day
of data comprising measurements spanning 1 month may be
much smaller than those reported in Vincent et al. (2010),
due to the use of a larger total number of meteors and an as-
sumption that the wave field in the MLT/I is often dominated
by large-amplitude monochromatic waves.

Given the demonstrated sensitivities of momentum flux es-
timation uncertainties, it is important that all users of meteor
radars appreciate the uncertainties specific to their radar con-
figuration (the count rates and count distribution, the radar
location, the time of year, and the likely GW field) prior to
interpretation of their measurements. This study considers
such a simulation of momentum flux measurement uncer-
tainties from a 55 MHz meteor radar in a mid-latitude South-
ern Hemisphere (SH) site in Australia and bears those uncer-
tainties in mind in the interpretation of a case study of GW
forcing on the diurnal tide. The aspects of this study that are
unique can be summarized as follows:

– we consider a multistatic meteor radar configuration
consisting of a monostatic radar and a bistatic receiver
separated by ∼ 55 km;

– we propagate realistic levels of receiver noise and mean
phase bias to the angle-of-arrival (AOA) and radial ve-
locity estimates that are used in the subsequent momen-
tum flux estimation;

– a realistic GW spectral model is used to synthesize the
wind field from which the momentum fluxes arise.

Section 2 briefly overviews the radar configuration, the
count rates obtained, and the phase calibration offsets ap-
plied. Section 3 gives a detailed description of the simulation
that estimates the momentum flux measurement uncertainties
and its results. Section 4 presents a case study of momentum
fluxes estimated using the radar during the austral winter and
attempts to validate them by looking at the interaction be-
tween the measured fluxes and the tidal winds. Discussion
and conclusions follow.

Table 1. Experiment parameters used for the BP meteor radar trans-
mitter, for all data presented in this paper.

Parameter Value

Frequency 55 MHz
Pulse width 7.2 km
Pulse code 4 bit complementary
Pulse shape Gaussian
Pulse repetition frequency (PRF) 440 Hz
Range sampling 68.4–309.6 km
Range sampling interval 1.8 km
Peak power 40 kW
Polarization Circular

2 Instrumentation

The multistatic meteor radar considered in this study consists
of a stratosphere–troposphere (ST)/meteor radar located at
the Buckland Park (BP) field site (34.6◦ S, 138.5◦ E) (briefly
described by Reid et al., 2018a) and a remote receiving sys-
tem located near the township of Mylor, South Australia
(35.1◦ S, 138.8◦ E) (about 55 km to the south-east of BP).

In meteor mode on the BP system, a single crossed, folded
dipole is used for transmission and a five-element interfer-
ometer arranged in a configuration identical to that of Jones
et al. (1998) is used for reception. Three-element Yagi anten-
nas are used for the interferometer’s receive antennas. A peak
power of 40 kW is used on transmission. Other experimental
parameters used are summarized in Table 1, and a detailed
description of the radar hardware is given in Dolman et al.
(2018).

The remote receiver system consists of a six-receive-
channel digital transceiver identical to the transceiver sys-
tem of the BP ST/meteor radar. In the current configuration,
only five of those receive channels are used. The same five
receiver antenna arrangement is used at the remote site. To
permit accurate range and Doppler estimates at the remote
site, the system timing, frequency, and clocks at both sites are
synchronized with GPS-disciplined oscillators (GPSDOs).

The techniques used to estimate various data products
from the received meteor echoes, including radial velocity,
meteor position, signal-to-noise ratio (SNR), and decay time,
follow those outlined in Holdsworth et al. (2004a).

The dataset considered spans 17 March to 9 September
2018, with few interruptions (the number of meteors de-
tected per day on both receivers for this interval are shown
in Fig. 1).

2.1 Receiver channel phase calibration

Compensating for any systematic receiver channel phase off-
sets plays an important role in ensuring the accuracy of the
position and height estimates of the detected meteors. To cal-
ibrate the phases of the receive channels for both of the me-
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Figure 1. (a) The meteor detection rates for the BP and Mylor receivers over the 2018 campaign, (b) the associated distribution of meteors
in altitude (right), (c) histogram of the effective radar frequency at the Mylor bistatic receiver (i.e. f cos(β/2), where f is the operating
frequency and β is the forward scatter angle), and (d) the horizontal distribution of meteors for the BP and (e) Mylor receivers (the transmitter
location in each case is denoted by a white cross).

teor receiver interferometers used in this study, we have fol-
lowed the approach suggested in Holdsworth et al. (2004b).

The Holdsworth et al. (2004b) approach determines the
offsets to apply to the phase differences between the centre
and each of the other receive antenna channels that maximize
the number of meteors within a range of heights that the me-
teors are expected to occur in (see Chau and Clahsen, 2019,
for a generalized approach to this). For the BP system, we
have used minimum and maximum permissible heights of 70
and 110 km, respectively, and 70 and 120 km for the Mylor
system. A slightly larger height interval has been used for
the Mylor system to allow for the effect of the distribution of
Bragg wavelengths (see Fig. 1c) on the meteor height distri-
bution width (see, e.g. Thomas et al., 1986, and Stober and
Chau, 2015, Sect. 3 for a description of this effect).

The phase offsets applied to the Mylor system and the vari-
ability of the offsets for the BP system (for which a fixed
calibration was used) are shown in Fig. 2. We note a stable
calibration for BP but a few sudden shifts in the Mylor case;
this has subsequently been determined to be due to a slight
rotation of the antenna elements by local wildlife. We do not
expect isolated shifts like this to have an adverse impact on
the analysis performed in this paper, although to somewhat
compensate for it we have performed a daily recalibration of
the receiver channels (using the calibration results for each
day) before subsequent processing of the data.

Figure 2. Phase offsets applied to Mylor meteor radar antennas
as a function of time (a), and the phase offsets indicated by the
Holdsworth et al. (2004b) calibration procedure on BP meteor radar
data (b).
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3 Simulation of wind covariance estimation

3.1 Simulation overview

The aim in developing this simulation has been to quantify
the uncertainties in the 〈u′w′〉 and 〈v′w′〉 covariance com-
ponents derived from meteor echoes received in an arbitrary
network of meteor radar transmitters and receivers, as well
as to be able to characterize the dependence of those uncer-
tainties on the network shape and the spectrum of the GWs
constituting the input wind field. The basic workflow of the
simulation (all components of which are elaborated upon in
subsequent subsections) may be summarized as follows:

1. Produce a sample of meteors in space and time for
each site under consideration, by sampling from realis-
tic spatio-temporal meteor detections corresponding to
each site.

2. Specify a wind field based on the superposition of
monochromatic gravity waves derived from a realistic
GW spectrum and compute the wind velocities at each
of the simulated meteors.

3. Compute the radial wind velocity measured at the re-
ceiver associated with each meteor detection.

4. For each meteor–site combination, synthesize in-phase
and quadrature (IP and Q) time series for each receiver
at the site, based on the radial velocity and AOA of the
meteor.

5. Add a realistically sized phase bias and noise floor to
each receiver channel.

6. Estimate the radial velocity and AOA of the meteor
from the simulated time series.

7. Estimate the wave field covariances using the meteors
retrieved from different combinations of sites.

8. Return to step (1) and repeat for the number of realiza-
tions required to produce covariance error distributions
(in the next step) of the desired statistical significance
and resolution.

9. Compare the estimated covariances with those com-
puted directly from the 3-D wind velocities at the mete-
ors and those calculated at 2 min resolution at the origin
of the coordinate system.

3.2 Meteor position specification

To incorporate the dependence of the 〈u′w′〉 and 〈v′w′〉 un-
certainties on the temporal and spatial characteristics of the
meteor distribution, we have based the distributions used
in the model on real measurements. For both the BP and
Mylor sites, we constructed a composite day of 2-D his-
tograms of the meteor position distributions at 5 km spatial

and hourly time resolution, using measurements from April
to July 2018. These 2-D histograms were taken to represent
probability distributions for the meteor positions.

The sampling from these probability distributions at the
beginning of each realization was done according the follow-
ing process:

1. Prescribe a number of meteor detections for the day of
measurements and altitude in question (e.g. 1340 d−1 at
90 km for the BP radar case).

2. Use rejection sampling to distribute those meteors
across the day, according to the relative number of me-
teors in each hour in the input probability distribution.

3. Distribute the meteors prescribed in each hour of mea-
surements according to the spatial probability distribu-
tion for that hour, again using rejection sampling.

4. Return to step (1) and repeat for the number of days pre-
scribed in this realization (for results presented in this
paper, 1 or 10).

The horizontal position coordinates assigned to each me-
teor in the probability distribution (and subsequently the
model) are based on the distances from the receiver site
in Transverse Mercator coordinates, calculated using the
method of Bowring (1989). The altitudes assigned to the
meteors are derived from a uniform probability distribution,
with a centre value of 90 km and a full width of 2 km (such
that the simulation emulates the idea of analysing meteors
from a single height bin).

3.3 Meteor detection rate specification

To clarify the effect of a variable number of meteor radial-
velocity–AOA pairs on the covariance error distribution, a
variety of meteor detection rates have been simulated. We
have endeavoured to make the detection rates used resemble
the number of meteors detected across a range of heights by
the combined BP–Mylor radar link (we note again though
that the simulation itself is performed around a single alti-
tude). The detection rates we have used for different heights,
listed in Table 2, correspond to those averaged over April
2018 for the two receive sites, in 2 km wide bins.

3.4 Wind field specification

The wind field in the simulation is comprised of tidal com-
ponents and a superposition of monochromatic GWs whose
amplitudes have a vertical wavenumber and frequency de-
pendence. Diurnal and semidiurnal tidal components are as-
sumed, with amplitudes of 25 and 10 m s−1 respectively.
Random phases from a uniform distribution spanning the in-
terval [0,2π) are added to the phase of the zonal compo-
nent of the tides at the beginning of each realization, and
the meridional component is set to be in quadrature with the
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Table 2. Meteor detection rates used for the simulations in this pa-
per. The rates shown are per day, in 2 km wide bins centred at the
altitude specified.

Altitude (km) BP Mylor

76 140 20
80 510 130
82 780 180
84 1080 380
86 1360 540
88 1480 640
90 1340 690
92 1010 640
96 300 350

zonal component. The 3-D wind velocity associated with the
GWs at a given time t and Cartesian position vector r can be
written as

v =

nm∑

i=1

nω∑

j=1
A
(
mi, ωj

)
v′
ij sin

(
κ i · r −ωj t +φij

)
, (1)

where m is the vertical wavenumber, ω is the wave’s angular
frequency, nm and nω are the number of vertical wavenum-
bers and angular frequencies respectively in the spectral grid,
A is the joint vertical-wavenumber–angular-frequency spec-
tral amplitude, v′

= [u′,v′,w′] is the vector of wind compo-
nent fluctuation sizes, κ = [k, l,m] is the 3-D wave vector,
and φ represents a (random for each unique [mi, ωj ] pair)
phase offset.

As per Sect. 3.2, the coordinate system used to specify hor-
izontal position with respect to a reference location (i.e. that
embodied by the r vector) is based on the Transverse Mer-
cator distances evaluated using the Bowring (1989) method
(which follow the Earth’s surface and take into account its
ellipsoidal shape). This is used in preference to line-of-sight
distances, the use of which would result in stretching of the
horizontal scales of the waves at large distances from the co-
ordinate system origin. Furthermore, the calculated wind ve-
locities are assumed to be in the local east–north–up (ENU)
coordinates at the associated meteor positions.

To ensure that the correlations between the horizontal
and vertical winds take on physically reasonable values, we
have allowed the component fluctuation amplitudes to be re-
lated by the linear GW polarization relationw′ = vhkh

m
, where

vh =
√
u′2+ v′2 and kh =

√
k2+ l2. The horizontal compo-

nents are determined by the wave propagation azimuth ϕ,
through the relations [k, l] = kh[sinϕ, cosϕ] and [u′,v′] =
vh[sin ϕ, cos ϕ].

In order to give the wind field a level of spatially corre-
lated randomness akin to what is seen in mesospheric wind
fields when no predominant wave scales are present, we have
opted to letA(m, ω) take on values from a gravity wave spec-
tral model. The vertical wavenumber spectrum we have used

(Gardner et al., 1993, Eq. 7, and following their nomencla-
ture) is given by

Fu(m)= 2παN2





m−3
∗

(
m
m∗

)s
m≤m∗

m−3 m∗ ≤m≤mb

m−3
b

(
mb
m

)5/3
mb ≤m

, (2)

where m is the vertical wavenumber of the wave, and fol-
lowing Gardner et al. (1993), Fig. 1, we let α = 0.62, N =

2π
3×102 s−1, m∗ = 2π

1.5×104 m−1, mb = 2π
5×102 m−1, and s = 2.

The frequency spectrum we have used (Gardner et al., 1993,
Eq. 24) is given by

B(ω)=
p− 1
f

(
f

ω

)p
, (3)

where ω is the angular frequency of the wave, and follow-
ing Gardner et al. (1993), Fig. 2, we let f = 2π

7.2×104 s−1

and p = 2. We then simply assume that the joint vertical-
wavenumber–angular-frequency spectrum is given by the
product of these two spectra, i.e.

A(m, ω)= Fu(m)B(ω) . (4)

The 2-D spectrum we used for results presented in this pa-
per consisted of 80 different vertical wavelengths and wave
periods, spanning the ranges 0.5–20 km and 5–240 min (uni-
formly sampled in vertical wavenumber and frequency), re-
spectively. These limits largely encompass the waves re-
sponsible for the majority of the momentum deposition in
the mesosphere–lower-thermosphere (MLT) region (see e.g.
Fritts and Alexander, 2003), whose momentum fluxes are of
principal interest in this study.

The wave propagation azimuths were sampled from a uni-
form random distribution spanning [0, 180◦] in bearing, with
the intention being to emulate a wave field whose westward-
propagating waves have been removed from the spectrum
through selective filtering. This led to true values for the es-
timates of 〈u′w′〉 that were on average positive and values of
〈v′w′〉 that were on average zero. Testing a wider variety of
wave field configurations was considered beyond the scope
of the paper.

The absolute values taken by A(m, ω) were normalized in
a way that resulted in mean values of 〈u′w′〉 in the vicinity of
20 m2 s−2, which is a typical value for this parameter in the
MLT region (see e.g. the discussion in Fritts et al., 2012a).
An example distribution of true covariances evaluated in the
simulation is shown in Fig. 5b.

3.5 Projection of the wind velocity onto the Bragg
vector

A diagram summarizing the bistatic reception geometry is
shown in Fig. 3. Following the development of Protat and
Zawadzki (1999), the so-called “radial velocity” measured
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Figure 3. Bistatic meteor reception geometry. Using similar termi-
nology to that in Protat and Zawadzki (1999), t is a vector from
the meteor to the transmitter, b is a vector from the meteor to the
bistatic receiver, and e is a unit vector that is perpendicular to the
meteor trail axis (and therefore, assuming specular reflection from
the trail, is a bisector of t and b). β is the so-called “forward scatter”
angle.

by a bistatic receiver corresponds to the projection of the 3-
D wind velocity onto e (which is in the same direction as the
Bragg vector in e.g. Stober and Chau, 2015), in turn projected
onto b. Mathematically, this velocity is expressed as

vrm = cos(β/2) · vecef · e , (5)

which is the velocity that is used to produce a phase pro-
gression in the simulated receiver time series, discussed in
Sect. 3.6. It should be noted that t , b, and e are expressed in
Earth-centred, Earth-fixed (ECEF) coordinates and that the
wind velocities v computed in the simulation are in the lo-
cal ENU coordinates of each meteor. The “ecef” subscript on
v is to denote v’s rotation to the ECEF coordinate system;
we have followed a slightly modified version of the approach
discussed in detail by Stober et al. (2018) to do this (see Ap-
pendix A). We note that we apply the same procedure for
both bistatic and monostatic receivers (though of course in
the monostatic case t = b).

3.6 Receiver time series generation and parameter
re-estimation

To ensure that realistic radial velocity and position estimation
errors are propagated to the covariance estimation, we have
opted to generate synthetic receiver time series based on the
observables discussed in the previous sections and to then
attempt to re-estimate the observables from the time series.
The complex time series for the j th receiver is written as

Vj (t)= e
i(2πA·d−4πvrmt/λ+8j ) e−t/τ + nj (t) , (6)

where A= [sin θ sin φ, sin θ cos φ, cos θ ] (where θ and φ
are the zenith and azimuth angles of the meteor, respectively,
as measured from the receiver), d is a three-element vector of
Cartesian displacements to the receiver antenna in question,
λ is the radar wavelength,8j is a phase calibration offset for
the j th receiver, τ is the e−1 decay time of the meteor, and
nj (t) is a background noise function.

The background noise function consists of values derived
from a Gaussian distribution, with a root-mean-square (rms)

Figure 4. Probability distributions of SNR and decay time used in
producing the receiver time series discussed in Sect. 3.6.

value derived from a probability distribution of meteor echo
SNRs from the monostatic 55 MHz meteor radar at BP. The
values used for τ are also derived from a probability distri-
bution from this radar’s data. In both cases, the data used
to generate the probability distributions spanned 1–30 April
2018 and altitudes 70–110 km. Plots of these distributions are
shown in Fig. 4.

The phase calibration offsets8j , which are set for each re-
ceiver at the beginning of each simulation realization, are in-
tended to embody the consequences of incorrectly estimating
the true phase calibration offsets between the receiver chan-
nels. Based on the phase calibration offset time series shown
in Fig. 2, we have chosen to apply to each receiver Gaussian-
distributed phase offsets with an rms value of 2◦.

Radial velocities and meteor positions are estimated from
the noise and phase-offset time series following the proce-
dures outlined in Holdsworth et al. (2004a) (Sect. 3.11 and
3.12, respectively), with the exception that the radial veloc-
ity is corrected for the forward scatter angle in the case of
bistatic reception. Using the definitions in Fig. 3 and follow-
ing the approaches outlined in Stober et al. (2018) to compute
the t and b (and e = t+b

|t+b|
) vectors, the forward scatter angle

may be estimated using

β = cos−1
(
−t · b

|t ||b|

)
, (7)

and then Eq. (5) may be rearranged for vecef · e to get the
radial velocity.

It should be noted that in rare (∼ 1 detection in every 3000)
cases, we found it became impossible to estimate the AOA of
the meteor unambiguously when the phase biases and noise
were incorporated into the receiver time series (i.e. the error
code 3 discussed in Holdsworth et al., 2004a, was encoun-
tered). In these cases, the echo in question was simply dis-
carded from the subsequent calculation of mean winds and
covariances.

3.7 Mean horizontal wind and tidal component
estimation

The way we have estimated mean horizontal winds in this
simulation is similar to that typically applied to meteor
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radars in the literature (e.g. Hocking and Thayaparan, 1997;
Holdsworth et al., 2004a). Our approach has been to use sin-
gular value decomposition (SVD) to solve the following in-
verse equation in the least-squares sense for v:

vr = Av , (8)

where vr is a nmet× 1 vector of radial velocities (nmet being
the number of meteors in the time bin under consideration), v
is a 2×1 vector of wind velocities, and A is a nmet×2 matrix
whose rows take the same form as that described in Eq. (6)
(without the vertical component). However, it is important
to note in this case that the θ and φ defined in A represent
the orientation of the e (or Bragg) vector (see Fig. 3) in the
ENU coordinate system at the location of the meteor. The
velocities in vr of course also represent the projection of the
wind vector on the e vector; i.e. vrm/cos (β/2), where vrm is
the radial velocity measured at the receiver.

In order to remove outliers from the input radial veloc-
ity distribution, we follow the iterative scheme proposed by
Hocking and Thayaparan (1997) (and subsequently used by
e.g. Holdsworth et al., 2004a). This involves performing an
initial fit for the wind velocities, removing the radial veloc-
ities whose value differs from the horizontally projected ra-
dial wind by more than 25 m s−1 and repeating the procedure
until no outliers are found or until less than six meteors re-
main.

3.8 Removal of background wind and tides

To remove the previously estimated mean winds and tides
from the time series, we have calculated a low-pass-filtered
version of the hourly averaged horizontal wind time series
using an inverse wavelet transform with a Morlet wavelet ba-
sis, linearly interpolated a wind estimate at the time of each
meteor, and subtracted the radial projection of the wind from
the radial velocity time series. This is in principle similar to
the approach of Fritts et al. (2010a), who applied an S trans-
form (in preference to a least-squares sinusoidal fit) in order
to more completely remove transient spectral features around
the tidal periods from the time series. The application of the
inverse wavelet transform is described in Appendix B.

To ensure that the filtered time series pertain to tidal-like
(or longer) wind oscillations (and not short-period GWs), we
select a minimum scale size in the reconstruction of 6 h and a
total number of scales of 250. The reconstructed time series
is then interpolated to the times of each of the meteors in
question, and the radial component of this wind at each of
the meteor positions is subtracted from the measured radial
velocity.

3.9 Covariance estimation

Following the removal of the mean and tidal components of
the horizontal wind from the radial velocities, covariances
that pertain predominantly to gravity-wave-driven wind per-

turbations are estimated. The approach we apply is based on
those presented by Thorsen et al. (1997) and Hocking (2005);
much like in the wind estimation, it involves using SVD to
least-squares solve the following inverse equation:

v′2
r = A′v′ , (9)

where v′2
r is a nmet× 1 vector containing the squares of the

perturbation component of the radial velocities,

v′
=

[
〈u′

2
〉, 〈v′

2
〉, 〈w′

2
〉, 〈u′v′〉, 〈u′w′〉, 〈v′w′〉

]T

is the vector of covariance components, and A′ is a nmet× 6
matrix whose rows read
[
sin2θsin2φ,sin2θcos2φ,cos2θ,sin2θ sin2φ,

sin2θ sinφ,sin2θ cosφ
]
.

It is noted that, as per the wind estimation case, the θ and φ
terms represent the orientation of the e vector in ENU coor-
dinates at the location of each meteor and that the velocities
in v′2

r are based on the wind velocities’ projection onto e.
A two-step radial velocity outlier rejection procedure

is utilized to remove meteors with dubious square radial-
velocity–AOA pairs from the input distribution in an attempt
to reduce the bias in the resulting covariance estimates. The
first step is to discard all radial-velocity–AOA pairs that have
a projected horizontal velocity of ≥ 200 m s−1 (by virtue of
which we argue that measured horizontal velocities above
this threshold are nonphysical). The second step iteratively
discards the pairs that satisfy the following criterion:

|v′
2
ri − v

′2
rpi | ≥

[
median

(√
|v′2

r − v
′2
rp|

)

+5× 1.4826×MAD
(√
|v′2

r − v
′2
rp|

)]2
, (10)

where v′2rpi = A
′

i∗v
′ is the ith projected square radial veloc-

ity, MAD indicates the median absolute deviation operator,
and 1.4826 is the factor to convert a MAD to a standard de-
viation, assuming the input has a Gaussian distribution. In
practice, we have found that the 5-standard-deviations cri-
terion removes outliers that are large enough to substantially
bias the resulting covariance estimates, without iteratively re-
moving an excessive number of samples that are good. The
intention of using the median and MAD statistics (as opposed
to mean and standard deviation) has been to reduce the bias
outlying points inflict on the measured standard deviation of
the distribution of |v′2ri − v

′2
rpi |.

The performance of the second outlier rejection criterion
on simulated data is briefly summarized in Sect. 3.11.3.

3.10 Truth value of the simulated covariances

To evaluate the truth value of the simulated covariances – i.e.
that used to estimate the accuracy and precision of the covari-
ances derived through inversion of Eq. (9) – we have opted to
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compute the covariances at the origin of the coordinate sys-
tem (in the meteor region directly above the receiver at BP)
at 2 min time resolution. We found this estimate to agree ex-
tremely closely with that computed at the positions and times
of the meteors incorporated in the simulation, which in turn
represents the most accurate and precise estimate one could
hope to obtain when inverting Eq. (9).

In the case of using wave fields generated from the previ-
ously discussed gravity wave spectral model, we found that
the covariances estimated by inverting Eq. (9) are more cor-
related with those calculated using the above two methods
than those computed by summing the covariances associated
with each wave in the spectrum. Therefore, while the latter
method gives the covariances that would be measured over an
infinitely large sampling area/time (in a sense the expectation
value of the covariances), we have refrained from using it as
a truth value with a view to not overestimating the size of the
simulated technique’s measurement errors.

3.11 Simulation results

3.11.1 Spectrum of gravity waves

This section considers the covariance bias distributions as-
sociated with a wind field generated using the GW spectral
model discussed in Sect. 3.4. Three different time integration
cases (that are later employed in this paper on real data) are
tested: 1 d (which could be considered fairly high time reso-
lution sampling of day-to-day variations), 10 d (which sacri-
fices time resolution for measurement precision), and a 20 d
composite (which intends to gather enough meteors in each
time-of-day bin for a precise covariance estimate but in doing
so ignores day-to-day variations entirely).

1 d integration

The biases for 15 000 realizations of 1 d integrated covari-
ance estimations are shown in Fig. 5. It is clear that the
〈u′w′〉 term is systematically underestimated, with larger bi-
ases present at lower count rates. The width of the bias dis-
tribution is also larger at lower count rates. For a simulated
mean 〈u′w′〉 value of ∼ 21 m2 s−2, the distribution widths
imply a 1σ measurement uncertainty of ∼ 65 % at the peak
of the height distribution, and ∼ 145 % at the edges of the
distribution, for a multistatic configuration. The same uncer-
tainties are ∼ 72 % and 168 %, respectively, for a monostatic
configuration.

The width of the bias distributions for 〈v′w′〉 are also es-
sentially identical to those for 〈u′w′〉. The relative uncertain-
ties in the measurements of this term are meaningless, as the
wave propagation directions have been chosen in a way that
the mean truth value of 〈v′w′〉 is zero. What the results do
illustrate, however, is that there is no bias in the case of es-
timating a covariance with a zero mean and that there is no
change in the measurement uncertainty of the two compo-

nents arising from the temporal and spatial distribution of
the meteors.

It should be noted that 〈u′w′〉 is systematically underesti-
mated for both configurations and for all count rate sets in-
vestigated, especially at lower count rates (the absolute error
ranges from about 20 % to 50 %). Subsequent investigation
has confirmed that this occurs when an attempt is made to
remove the tidal effects incorporated in the simulated wind
field (i.e. the tides are largely removed, but so is some of
the variance due to the GWs). The larger biases at low count
rates arise from the inability to define the tidal amplitudes
and phases correctly in the presence of wind estimates with
larger uncertainties and/or missing wind estimates for partic-
ular time bins. Overall, we consider the bias an unavoidable
consequence of ensuring that tidal effects are not included in
the measured covariances. Further discussion of this point is
taken up in Sect. 5.2.

It also appears that there is no clear dependence of covari-
ance uncertainty on the use of a monostatic or multistatic
configuration, for a fixed detection rate. This is evidenced
by the uncertainties at 84 km for the multistatic configura-
tion (1460 detections) being 14.4 and 14.5 m2 s−2 for 〈u′w′〉
and 〈v′w′〉 respectively, as well as the corresponding uncer-
tainties at 88 km for the monostatic configuration (1480 de-
tections) being 15.2 and 14.6 m2 s−2. In other words, since
these uncertainties are essentially the same, we surmise that
combining the detections from the monostatic and bistatic
receivers only offers a lower measurement uncertainty at a
given height because of the higher number of meteor detec-
tions and not because of the altered Bragg vector distribution
associated with having two receiver sites.

10 d integration

Figure 6 shows the bias distribution for 1500 realizations of
10 d integrated covariance estimates. It is clear that the rela-
tive uncertainties in both 〈u′w′〉 and 〈v′w′〉 are considerably
smaller than for 1 d’s integration, ranging from∼ 50 % at the
peak of the distribution to ∼ 60 % at the edges. Interestingly,
it appears as though the uncertainty is asymptoting to a mini-
mum value, implying that the use of integration times longer
than 10 d will lead to diminishing gains in measurement pre-
cision. For this reason, we have not opted to use integration
times longer than this in the analysis of the BP–Mylor data
in this paper.

As per the 1 d integration case, 〈u′w′〉 has been systemati-
cally underestimated, increasingly so at low meteor detection
rates. There is also no clear advantage or disadvantage asso-
ciated with using the bistatic receiver, meteor detection rates
aside.

20 d composite

Figure 8 shows expected values of the covariance bias’ mean
and standard deviation for 300 realizations of a composite
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Figure 5. Simulated wind covariance bias distributions for 1 d of integration (a, b) and the simulated covariance distributions (c, d). As
discussed in Sect. 3.10, biases are calculated with respect to a reference value computed at 2 min resolution at the coordinate system origin.
The lower row shows the distribution for the reference covariance in a dotted black line and the true covariances in coloured lines. The
different line colours in each plot represent different simulated heights, which are a subset of those shown in Table 2 (red represents 76 km,
yellow 80 km, green 84 km, black 88 km, blue 92 km, and violet 96 km). Thick lines show the distribution for the multistatic case (i.e.
by combining data from BP and Mylor), and thinner lines show the monostatic case (i.e. just BP data). The mean and standard deviation
evaluated from the samples’ MAD are shown in the left and right columns respectively of the arrays of numbers in each plot figure.

Figure 6. As per Fig. 5 but for 10 d of integration.

day spanning an interval of 20 d, with 3 h time bins, as a
function of height from 82 to 92 km. The highest standard
deviations for both 〈u′w′〉 and 〈v′w′〉 occur in the 06:00–9:00
and 09:00–12:00 UT bins, and the lowest occur in the 18:00–
21:00 UT bin. The mean value for 〈u′w′〉, which is again
∼ 21 m2 s−2, implies a relative uncertainty at the peak of
the height distribution of about 70 % in the 18:00–21:00 UT

bin and about 85 % in the 06:00–09:00 UT bin. It should be
noted that the uncertainty is as high as∼ 100 % in the 06:00–
9:00 UT bin at 82 km.

Once again, a systematic underestimation of 〈u′w′〉 is
present, which as discussed in Sect. 3.11.1 is an artefact of
attempting to remove tidal effects.
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3.11.2 Monochromatic gravity wave

The previous section considered a wind field containing a
multitude of waves whose spatial/temporal scales spanned
a large part of the spectrum atmospheric gravity waves are
expected to occupy. This section briefly addresses the other
limiting case, which is that of a wind field consisting of a
single monochromatic wave.

In all simulation realizations for this case, we have set
the single monochromatic wave’s propagation direction to
45◦T, so as to make the true 〈u′w′〉 and 〈v′w′〉 covariances
equal. A horizontal wavelength and phase speed has been
randomly selected for each realization, from a uniform dis-
tribution with bounds [10, 60] km and [10, 40] m s−1, respec-
tively. A 1 d integration is used for the covariance estimate.

The bias distributions for 15 000 realizations are shown in
Fig. 7. As per the spectral wave field case, the distribution
widths are largest at the edges of the height distribution and
narrowest at the peak. However, the widths are far smaller
than in the spectral wave field case. Across all wavelengths
and phase speeds, the simulated mean true covariance was
∼ 38 m2 s−2, which translates to uncertainties of about 8 %
and 44 % at the peak and lower edge of the height distribution
respectively for the multistatic configuration. For the monos-
tatic configuration, the same uncertainties are about 10 % and
52 %, respectively.

Similarly to the spectral wave field case, both covariance
terms are systematically underestimated (ranging from about
2 % to 26 % for 〈u′w′〉 in the multistatic configuration at the
peak and lower edge of the height distribution, respectively).
Interestingly, 〈v′w′〉 is underestimated to a slightly lesser de-
gree than 〈u′w′〉. Once again, there is also no clear advantage
or disadvantage of using the bistatic receiver (meteor detec-
tion rates aside).

3.11.3 Outlier rejection criteria performance

This section shows the effect of the application of the outlier
rejection criterion of Eq. (10), in the absence of tidal effects
and attempted removal of them.

To emulate a radial velocity time series partially corrupted
with outliers in this section, Gaussian-distributed noise with
a standard deviation of 50 m s−1 has been added to a ran-
domly selected 5 % of the radial velocity estimates in a given
realization. We note that radial velocity errors of this size
are rare in practice; they have been used to test the rejection
criterion’s robustness and to allow us to highlight potential
downsides of not having the criterion in place.

Figure 9 shows the covariance bias distributions for the
same spectral gravity field as applied in Sect. 3.11.1 and for
1 d of integration, for four cases: rejection not applied with
no outliers present, rejection applied with no outliers present,
rejection not applied with outliers present, and rejection ap-
plied with outliers present. The mean true values for 〈u′w′〉

and 〈v′w′〉 are the same as in Sect. 3.11.1, i.e. ∼ 21 and
0 m2 s−2, respectively.

The application of the criterion is clearly beneficial in the
presence of outliers, resulting in a reduction in relative un-
certainty of the 〈u′w′〉 estimate from about 214 % to 74 %.
Interestingly, the application of the criterion in the presence
of no outliers also results in a slight reduction in relative un-
certainty (from about 86 % to 73 %), although it does result
in 〈u′w′〉 being underestimated (by about 20 %). This point
is revisited in Sect. 5.3.

Despite the fact that it appears to introduce a small mea-
surement bias, we still apply the criterion in the subsequent
analysis of BP–Mylor data, so that we can be assured that
anomalous radial velocities do not contribute to the covari-
ance measurement errors.

4 Momentum flux retrievals

This section uses the methodology described in the previous
section to estimate covariances from the BP–Mylor meteor
radar link from 17 March 2018 through to 9 September 2018.
The aim of this analysis was originally to verify that the esti-
mated covariances and flow acceleration derived from them
were physically reasonable; however, in observing an appar-
ent tidal modulation of the covariances, we realized that the
results themselves may be of more general interest.

4.1 Covariances during the austral winter

Plots of the mean horizontal winds and the 〈u′w′〉 and 〈v′w′〉
covariance terms from 17 March through to 9 September
2018 are shown in Fig. 10. Both quantities have been sam-
pled using 2 km, non-oversampled altitude bins. We chose to
evaluate the covariance terms using 10 d long windows, with
a time shift of 2 d between the centres of adjacent windows,
in an attempt to resolve the planetary-wave-induced modu-
lation of the covariances. A low-pass wavelet filter with a
cut-off of 2 d and a 10 d moving average has been applied to
the hourly horizontal winds to evaluate the winds shown; the
filtering was performed to avoid the aliasing of GW activity
and tides into the wind’s variability, as well as the moving av-
erage in order to more closely match the temporal sampling
of the two parameters. Therefore, the winds shown should
provide a good measure of the background mean winds re-
sponsible for selective filtering of the gravity wave spectrum.

As is expected for this time of year at a mid-latitude SH
site (see e.g. Vincent and Ball, 1981), the eastward winds
around 80 km generally increase with time from the autum-
nal equinox to the winter solstice (∼ days 80 and 170 respec-
tively) and decrease toward the vernal equinox (∼ day 265).
A wavelet analysis (not shown here) reveals that much of
the shorter term zonal wind variability evident in the fig-
ure is transient and encompasses a spectrum of periods be-
tween about 10 and 60 d. The meridional wind, conversely,
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Figure 7. As per Fig. 5 but for single monochromatic GWs.

Figure 8. Means and standard deviations of the simulated 〈u′w′〉 (a, b) and 〈v′w′〉 (c, d) bias distributions for a 20 d composite, as a function
of height, for the BP–Mylor link.

has a mean much closer to zero. Much of its variability is
confined to periods around 10, 20, 25, and 40–50 d below
90 km, with variability in the 50–100 d period becoming in-
creasingly dominant above 90 km.

The level of (anti)correlation between the covariance
terms and the winds is highly variable. The 〈u′w′〉 term ap-
pears to be anticorrelated with the zonal wind between 80
and 84 km around the winter solstice, as does 〈v′w′〉 with
the meridional wind above 88 km across a similar time in-
terval. While pronounced levels of anticorrelation between
these quantities in the mesospheric region arising from the
selective filtering mechanism are typical (see e.g. the recent
summary provided by Jia et al., 2018) – particularly in the
zonal component – departures from these predictions are also
not uncommon. As Jia et al. (2018) explains, it is difficult to
conceive a mechanism for departures from this theory in the
zonal component (given the dominance of eastward winds in
the lower mesosphere during winter), aside from consider-

ing that the GWs may have propagated through a region with
weak eastward mesospheric winds.

The feature we focus the remainder of this discussion
on concerns the coincident enhancement in the 〈u′w′〉 and
〈v′w′〉 terms in the interval spanning days 100 to 120, around
90–94 km. Peak values of ∼ 50 and 100 m2 s−2 for 〈u′w′〉
and 〈v′w′〉 respectively are obtained during this interval. In-
terestingly, they coincide with a brief enhancement in the
zonal winds at the same height and the peak of the northward
phase of an oscillation in the meridional winds with periods
spanning 50–100 d.

Figure 11 shows an inset of Fig. 10, spanning April 2018
(which the aforementioned covariance enhancement is cen-
tred on). In an attempt to increase the temporal resolution,
the covariances in this figure have been evaluated with 1 d
windows, with a time shift of 6 h between adjacent windows.
Tidal components have also been removed from the winds as
per Fig. 10 (i.e. in order to not alias tidal/GW activity into
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Figure 9. Covariance bias distributions for different combinations of outlier contamination and outlier rejection. Black is no rejection or
outliers, red is rejection with no outliers, blue is outliers without rejection, and green is outliers with rejection.

Figure 10. Mean horizontal winds (a, b) and the 〈u′w′〉 and 〈v′w′〉 covariance components (c, d) measured using the BP–Mylor link between
17 March and 9 September 2018. As discussed in Sect. 4.1, the winds shown correspond to a 10 d moving average of the hourly averaged
winds with tidal components removed, and the covariances have been evaluated over 10 d windows, with a time shift of 2 d between the
centres of adjacent windows.

the winds), and for a closer match to the time sampling of
the covariances, no moving average has been applied.

This figure shows evidence of a pronounced periodicity
around 10 d in the zonal wind, which attains its highest am-
plitude at approximately day 110 around 85 km. At this time
and in the same altitude region, the mean meridional winds
abruptly (over a period of a few days) switch from northward
to southward. All of this variability is likely attributable to a
superposition of planetary waves. Albeit noisy (owing to the
relatively short integration time), the 〈u′w′〉 covariance term
shows an enhancement between days 105 and 110, and at-
tains especially high positive values (exceeding 100 m2 s−2)
at around 90 km altitude. Interestingly, the 〈v′w′〉 enhance-
ment lags that of 〈u′w′〉 by several days, with a peak again in
excess of 100 m2 s−2 around day 110.

We have also noted that this interval is associated with
an abrupt enhancement of the amplitudes of the diurnal and
semidiurnal tides. Figure 12 shows the amplitude of the hori-
zontal wind time series reconstructed from a inverse wavelet
transform (see Eq. B1), for scales between 0.4 and 0.6 d for
the semidiurnal tide and between 0.8 and 1.2 d for the diur-
nal tide. The diurnal tide in the zonal wind is seen to reach
an amplitude of ∼ 50 m s−1 during day 107 at a height of
around 92 km and of 35–40 m s−1 in the meridional compo-
nent around 88 km during day 109. It should be noted that
the hourly averaged zonal wind velocity (not shown here)
reached a maximum of about 140 m s−1 at 92 km during this
period. The semidiurnal tide, whose amplitude is known to
rarely exceed 10 m s−1 at Adelaide’s location (e.g. Vincent
et al., 1998), also reached an amplitude of 35–40 m s−1 dur-
ing day 104 in both the zonal and meridional components, at
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Figure 11. As per Fig. 10 but for April 2018. Also, in this case no moving average has been applied on the winds post-tide removal, and the
covariances have been evaluated over windows of length 1 d, with a time shift of 6 h between the centres of adjacent windows.

a height of around 94 km. The figure additionally shows that
the phase of the diurnal tide is modulated, with the timescale
of those modulations appearing to follow the phases of the
planetary wave activity in Fig. 11 – although there are no
noteworthy phase changes at the times of the sudden ampli-
tude enhancements. The semidiurnal tidal phase is persistent,
and also has a well-defined vertical progression, during the
few days in which its amplitude is large but clearly has little
meaningful structure at other times.

The large tidal amplitudes during this period lead us to ex-
pect the propagation directions of the GWs removed from
the wave spectrum by the winds to exhibit a diurnal vari-
ation. A complicating factor is that these waves may also
amplify, dampen, or shift the phase of the tide, depending
on the waves retained in the spectrum at the wave breaking
height; the large variability in the tidal amplitudes during this
period indicates that this may have indeed occurred. To pro-
vide some clarity on the extent to which the GWs have been
modulated by the tide and vice versa, in the next section we
examine a composite day of the tidal winds, covariances, and
the implied flow accelerations over a 20 d interval spanning
the interval in which the diurnal tide has a reasonably consis-
tent phase and an enhanced amplitude.

4.2 Observed GW–tidal interaction

Figure 13 shows a composite day of the horizontal winds, co-
variances, and flow accelerations implied by the covariances,
over 5–25 April 2018 (i.e. days 95–115). The composite day
consists of time windows of width 3 h, with a time shift of

30 min between the centres of adjacent windows. The height
binning again consists of 2 km width bins with centres sepa-
rated by 1 km.

The flow accelerations (e.g. in the case of the zonal direc-
tion) have been evaluated using the expression (e.g. Fritts,
1984):

〈Fx〉 = −
1
ρ(z)

∂

∂z

(
ρ(z)〈u′w′〉

)
, (11)

where ρ(z) represents the neutral density as a function of
height z. The density climatology we have used has been de-
rived from the Sounding of the Atmosphere using Broadband
Emission Radiometry (SABER) satellite instrument (see Ap-
pendix C for details). Similarly to Liu et al. (2013), we also
apply a low-pass filter with a cut-off wavelength of 10 km to
the vertical profile of the covariance prior to evaluating its
density-weighted derivative, in order to remove small-scale
fluctuations from it that are clearly not associated with tidal
modulation.

As expected from the amplitudes in Fig. 12, both hori-
zontal wind components show a predominantly diurnal vari-
ation, with the meridional component lagging the zonal’s by
approximately 6 h across the observed height region. The
time of the zonal wind maximum occurs around 00:00 UT
at 92 km and 08:00–09:00 UT at 82 km.

In contrast, the 〈u′w′〉 covariance term shows a predom-
inantly semidiurnal variation with little vertical phase pro-
gression, maximizing at around 00:00 and 12:00 UT and
minimizing around 05:00 and 20:00 UT. The 〈v′w′〉 term is
more variable with altitude, exhibiting a semidiurnal varia-
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Figure 12. Amplitude of the diurnal (a, b) and semidiurnal (c, d) tides, and phase of the diurnal (e, f) and semidiurnal (g, h) tides as measured
by the BP–Mylor meteor radar during April 2018.

tion between 82 and 84 km and a largely diurnal variation
above this. The semidiurnal variation between 82 and 84 km
is associated with positive covariances for the entire day ex-
cept between about 18:00 and 24:00 UT, and the diurnal vari-
ation above is associated with negative covariances between
about 08:00 and 15:00 UT and positive otherwise.

Between about 88 and 92 km, the zonal flow acceleration
shows a pronounced minimum between 04:00 and 06:00 UT,
a maximum around 13:00 UT at about 88 km, and a weaker
minimum around 19:00 UT. The maximum occurs at a simi-
lar time to the corresponding zonal wind minimum, whereas
the first minimum lags the zonal wind maximum by about
5 h, and the second minimum precedes it by about 5 h.

Conversely, there is little flow acceleration structure below
87 km, other than a broad maximum at about 85 km around
01:00 UT. These observations are difficult to reconcile for
three reasons: (1) the wave forcing is consistent with a rapid
deceleration of the zonal wind from 04:00 to 06:00 UT at
around 90 km, but there appears to be no positive forcing
around 20:00 UT to accelerate the wind; (2) the strong pos-
itive forcing which does occur around 13:00 UT appears to
result in little wind variability; and (3) the positive forcing
around 85 km between 23:00 and 04:00 UT is associated with
an acceleration of the zonal wind, but this acceleration is
much smaller than that around 90 km.
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Figure 13. A composite day of the horizontal winds (a, b), covariances (c, d), and flow accelerations implied by the covariances (e, f),
spanning 5–25 April 2018.

From 88 to 92 km, the meridional flow acceleration shows
a small maximum around 04:00 UT, a minimum at about
10:00 UT, and a large maximum around 20:00 UT. As per
the zonal case, this leads to a peculiar relationship with the
meridional wind; the forcing’s large maximum occurs at a
similar time to the wind minimum, the minimum corresponds
roughly with a rapid wind deceleration, and the smaller max-
imum corresponds with a rapid wind acceleration. As for the
zonal component, there is little meridional flow acceleration
structure below around 86 km.

5 Discussion

5.1 Uncertainties in 〈u′w′〉 and 〈v′w′〉 estimates

In the simulations section of this paper, we have tried to con-
clusively define estimates for the absolute and relative uncer-
tainties of the 〈u′w′〉 and 〈v′w′〉 covariance terms as mea-
sured by the multistatic BP–Mylor meteor radar, for typical
time and height sampling cases. We subsequently replicated
these sampling schemes on the case study data. Even with
this replication, we have noticed that there are three main

caveats in applying the uncertainties directly to the observa-
tions:

1. As shown by Kudeki and Franke (1998), the covariance
estimation uncertainty is proportional to the geometric
mean of the horizontal and vertical variances, in the case
of sampling the wind field using a perfect anemometer.
Assuming this holds for a meteor-radar-like detection
distribution, this means that the absolute uncertainties
of 〈u′w′〉 and 〈v′w′〉 reported in this paper should be
similar for a given wave field, regardless of the value
of
∣∣〈u′w′〉

∣∣/
∣∣〈v′w′〉

∣∣. Therefore, the likelihood of cor-
rectly estimating the sign of one of the components in
the presence of an anisotropic wave field may not be the
same as for the other component.

2. As evidenced by the differences in the distribution
widths of Figs. 5 and 7 for given detection rates, the rel-
ative uncertainties of a non-zero covariance term appear
to be dependent on the total frequency/scale span of all
the associated waves. In our example, the relative uncer-
tainty in the covariance for a spectral GW field is around
8 times that for a single monochromatic GW. This find-
ing, which is qualitatively consistent with the conclu-
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sion reached by Vincent et al. (2010) (for high meteor
detection rates) and Fritts et al. (2012a), makes it impos-
sible to accurately define the covariance measurement
uncertainty for this radar without a priori knowledge of
the GW field and its variation with time.

3. The spectral components of the wave field may vary
during the integration period. This is particularly prob-
lematic for the 10 d window; for example, during a
period of intense but short-lived monochromatic wave
events followed by more complex wave activity, in-
creasing the integration time may actually increase the
uncertainty in the covariance estimate of the monochro-
matic wave activity – not only because of the likely
change in the mean covariance, but also because of the
noise added to the radial velocity time series by the
more complex activity.

Despite these caveats, we can broadly conclude that the
10-day integrated covariances (Fig. 10), except where the ab-
solute values are smaller than about 10–15 m2 s−2, are likely
to be of the correct sign. The correlation length of the features
in both the time and height domains also indicates that the
noise component in the signal is considerably smaller than
the sum of all the modes of geophysical variability. Addi-
tionally, at this time integration there is likely to be little dif-
ference in the uncertainty at the peak and edges of the height
region analysed.

The 1 d integrated covariances (Fig. 11), in contrast, are
far more affected by measurement noise. There is still some
degree of temporal-height correlation, especially in the re-
gion of consistently high values of 〈u′w′〉 between days 105
and 110 above about 86 km, but very little below 84 km. The
excursions below 84 km are of the same order as the simula-
tions predict for 1 d of integration in a spectral wave field, so
it may be that the noise component at these heights is con-
siderably larger than the signal.

The 20 d composite covariances (Fig. 8), while clearly af-
fected by measurement noise, do not show fluctuations from
bin to bin of the same size as the uncertainties predicted in
the corresponding simulation. This gives weight to the co-
variance structures observed and also suggests that the wave
field being observed over the 20 d period was not as complex
as the simulation’s or particularly variable.

Unfortunately, it is impossible to know (using the me-
teor observations alone) if the discrepancies between the 1
and 10 d integration (for example, the absolute values of
the covariances during the enhancement between days 105
and 110) are a result of statistical noise in the 1 d estimate
or a precise estimate of a strong, transient monochromatic
wave event using the 1 d integration. The observation of
waves in the MLT airglow may aid in the interpretation of
how monochromatic the background wave field is; in the fu-
ture, we intend to complement these meteor radar case stud-
ies with images of the sodium and hydroxyl airglow taken
nearby the BP site. This, in conjunction with the random re-

sampling method employed by Liu et al. (2013), may lead to
more refined uncertainty estimates.

In the 10 d integrated results, the small difference in mea-
surement error at the peak and lower edge of the height dis-
tribution (around 20 %, for an order of magnitude increase in
detections) places an important question on the usefulness
of further increasing the integration times/detection rates.
On this point, Fritts et al. (2012a) argued that the covari-
ance measurement error should decrease with the square root
of the number of detections and, by extrapolating from the
250 % error for a 1 h integration presented in Vincent et al.
(2010), concluded that their relative error for a 1-month com-
posite should have been as low as 10 %. Our simulations sug-
gest that an increase in precision of this magnitude cannot
occur. Moreover, using a similar detection rate and a 3 h bin
in our 20 d composite of a spectral model-derived wave field
shown in Fig. 8, we obtain a minimum relative error of about
70 %. In saying this, we note of course that a relative error of
10 % is possible for a considerably less complex wave field.

5.2 Effects of tides on covariance estimates

All of our simulations have shown that a systematic under-
estimation of non-zero covariances arises when an attempt
is made to remove tidal effects. This clearly becomes more
of a problem in the presence of large-amplitude GWs with
ground-based periods close to those of the tides. A number of
questions about the process of tidal removal could be raised:

1. What is the importance of incorporating the momentum
fluxes of gravity waves with ground-based periods close
to the tides in climate models?

2. If those longer-period waves are unimportant, what is an
appropriate frequency cut-off for covariance measure-
ments?

3. If those waves are important, what is the optimal way to
remove the tides?

With regard to 3, it may be that a wavelet/S transform has
insufficient frequency resolution to define solely tidal fea-
tures; a long-windowed harmonic fitting (as used by e.g. An-
drioli et al., 2013a) may be more appropriate if there is a
specific interest in GW features close to or between the tidal
periods. Of course, this method assumes no variability in the
tidal amplitudes, tidal periods, or in the GW spectrum. The
best way forward may be to simply apply both of the methods
independently and contrast their effects.

5.3 Radial velocity outlier removal

In Sect. 3.11.3 we showed that the radial velocity outlier
rejection scheme of Eq. (10) substantially increases the co-
variance measurement precision in the presence of outliers.
However, we note that the criterion used (especially the 5-
standard-deviations aspect) has not been rigorously tested;
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we merely selected it on the basis of it removing points in
the distribution of |v′2r i − v

′2
rp i | (real and simulated) that we

had noticed were spuriously affecting the covariance esti-
mates. A more rigorous scheme would adaptively modify the
thresholding based on observed characteristics of the wind
field rather than simply the residual of the fit.

A complication arises from the fact that the criterion re-
sults in a more precise (albeit less accurate) covariance esti-
mate in the absence of outliers. This also illustrates an im-
portant point about the sensitivity of the Eq. (9) inversion to
the input: it is as though the data that contribute to the accu-
racy of the measurement actually increase the measurement’s
uncertainty, if they are associated with large radial velocity
perturbations.

5.4 Weighting of meteors in the wind/covariance
estimation fits

A subject we have not addressed in this paper is the applica-
tion of weights to the meteors in the inversion of Eqs. (8)/(9)
to minimize the errors in the resulting winds/covariance es-
timates. In particular (as discussed by Hocking, 2018), at
the midpoint between the transmitter and receiver sites the
e vector (see Fig. 3) is vertical, meaning that the measured
radial velocity corresponds to the true wind velocity pro-
jected onto the vertical. Large errors in the inverted horizon-
tal winds/covariances may result in the presence of radial ve-
locity errors here and at nearby locations where e is close to
vertical. We decided to ignore the issue on the basis of there
being a small number of meteors with sufficiently oblique
entrance angles to be detected in this region; at Mylor, we
found about 0.3 % of all detected meteors to have effective
zenith angles (that is, the zenithal orientation of the e vector)
of less than 20◦. Nevertheless, there is still a need to quantify
the usefulness a weighting scheme may have in minimizing
errors arising from these meteors.

5.5 Observed GW–tidal interaction

Our aim in analysing the GW-induced flow accelerations
in Sect. 4.2 has been to verify that the estimated momen-
tum fluxes were physically reasonable and devoid of tide-
induced biases, as well as to contribute to the well-known gap
in knowledge of GW effects on tides. Our analysis, which
was centred on a 20 d interval containing an abrupt enhance-
ment in tidal amplitudes, has yielded inconclusive results on
whether the GW momentum deposition has on the whole en-
hanced, dampened, or changed the phase of the tidal motions.
Nevertheless, the expected uncertainties in the flow acceler-
ations based on the bias mean and standard deviations in the
Fig. 8 covariances, shown in Fig. 14, indicate that the sig-
nal components between 84 and 90 km shown in Fig. 13 will
have well exceeded the noise levels.

The results are complex, illustrating tidal enhancement at
some times of day, dampening at others, and that there are

also times in which a forcing is present but no apparent ef-
fect on the tide is clear. A broad observation is that the forc-
ing components have a more pronounced diurnal variability
between about 86 and 92 km, with the result that the forc-
ing dampens the tide at the tide’s minimum (i.e. westward
and southward phase) and shifts its phase at its maximum.
Of course, our interpretation is complicated by the fact that
we have no knowledge of what the tidal features may have
looked like without any GW forcing.

It is widely accepted in modelling studies that GW forc-
ing plays a role in the observed seasonal variation of the mi-
grating diurnal tide (DW1) amplitudes (i.e. equinoctial max-
ima and solstitial minima) and that whether amplification
or dampening of the amplitude occurs depends on the GW
source spectrum (e.g. Ortland and Alexander, 2006; Yiğit
and Medvedev, 2017). However, there is still ongoing de-
bate about whether or not the forcing is responsible for all
of DW1’s observed amplitude and phase variability. For ex-
ample, both Mayr et al. (1998) and Watanabe and Miyahara
(2009) have concluded that the forcing is in phase with DW1
during the equinoxes and out of phase during the solstices,
leading to DW1’s amplification at the equinoxes and damp-
ening at the solstices. Yiğit and Medvedev (2017) reached the
same conclusion for the September equinox but stated that
Watanabe and Miyahara (2009) may have significantly un-
derestimated the magnitude of the forcing. In contrast, for the
March equinox Lu et al. (2012) has argued that the tidal vari-
ability is caused by a superposition of GW forcing and advec-
tion terms that varies with altitude and latitude and that GW
forcing exclusively dampens tidal amplitudes in the MLT/I.
Moreover, Lu et al. (2012) has reported considerably larger
GW forcing magnitudes than in a related modelling study by
McLandress (2002).

The small number of recent observational studies that have
sought to quantify the effect of GW forcing on the DW1 am-
plitude and phase have also yielded contradictory results. For
example, using TIMED satellite data Lieberman et al. (2010)
showed that while the zonal and meridional GW forcing
maximizes at the equinoxes and minimizes at the solstices,
the zonal forcing is in quadrature with the zonal tidal wind,
and the meridional forcing is out of phase with the meridional
tidal wind, leading to a zonal tide with advanced phase and a
dampened meridional tide. They noted that the zonal advec-
tion due to variability in the meridional DW1 amplitude also,
like the GW forcing, maximized at the equinoxes and min-
imized at the solstices but were not able to reconcile if this
variability was a cause or an effect of the seasonal DW1 vari-
ation. Also using TIMED data, Xu et al. (2009) concluded
that the GW-induced dampening of tidal amplitudes is largest
during equinoxes and therefore that dampening cannot cause
the observed seasonal variation in tidal amplitudes. In con-
trast, using measurements from a ground-based meteor radar
in Hawaii (20.7◦ N, 156.3◦W), Liu et al. (2013) noted that
GW forcing tends to slightly dampen the DW1 amplitude
below 90 km but enhance it above 90 km. Using a similar
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Figure 14. Simulated errors in flow acceleration estimates, using the bias mean and standard deviations in the Fig. 8 covariances.

approach on lidar data from Starfire Optical Range (35.0◦ N,
106.5◦W), Agner and Liu (2015) also noted that GW forcing
can amplify or dampen the DW1 amplitudes, depending on
the altitude.

Tides may also interact with GWs through the diurnal vari-
ations in atmospheric stability they induce (i.e. making con-
ditions more favourable for GW breaking and hence GW
forcing at particular times of day). For example, Fritts et al.
(1988) showed from observations at Scott Base, Antarctica,
that the highest levels of turbulence due to convective insta-
bility occurred at the times that the vertical component of
the tidal wind induced the most negative value of dT/dz (the
vertical temperature gradient). Using temperature perturba-
tions from the GSWM-98 model for the BP site, Holdsworth
et al. (2001) also showed that maximum negative values of
dT/dz were in phase with the maximum values of the turbu-
lent velocity measured by the BP MF around the autumnal
equinox. Using GSWM-00 output, we have noted that the
maximum negative dT/dz (of ∼−1 K km−1) should occur
between 01:00 to 03:00 UT across the 85–92 km region at the
BP site during the period of our composite day analysis; cu-
riously, we observe large positive values of 〈Fx〉 at this time
just below this region and an abrupt shift in the sign of 〈Fx〉
above it. As Holdsworth et al. (2001) notes, while a dT/dz of
this size is too small to result in static instability, it still cor-
responds with a large level of GW forcing and the maximum
eastward phase of the diurnal tide, which we have observed
to be particularly large during this interval.

6 Conclusions

This study has defined limits on the expected uncertainties
in estimates of the 〈u′w′〉 and 〈v′w′〉 covariance terms made
using a multistatic meteor radar and has presented an exam-
ple case study of using the radar to measure the GW forcing
on the diurnal tide that arises from the height variation of the
measured covariances. We have concluded that the extra de-

tections offered by the bistatic receiver appreciably improve
the precision of the covariance measurements, although little
of that improvement can be attributed to the increased Bragg
vector diversity associated with having two viewing perspec-
tives. The winds observed in the case study revealed sub-
stantial variations in the amplitude of the diurnal tide, but we
were unable to conclusively show if GW forcing caused this
variation. Nevertheless, our simulations have indicated that
the bulk of the variability in the covariance and GW forcing
we have seen far exceeds the expected measurement uncer-
tainties and therefore that GW forcing has not been the only
contributor to the tidal variability. We note that studies con-
cerning GW forcing on tides are few and that there is a clear
need for further studies at other locations. Furthermore, there
is a need for a definition of the part of the GW spectrum that
is most likely to contribute to forcing on the tides; this will
inform what periodicities in the time series should be filtered
out prior to making a covariance estimate.

Our simulations showed that 10 d integrated covariance es-
timates could broadly be considered reliable for our 55 MHz
multistatic radar configuration; shorter integration times may
of course be possible for lower-frequency radars with higher
meteor detection rates. However, we did note that the uncer-
tainty appears to asymptote towards a minimum value after
about 10 d of integration; this value is clearly governed by
the wave field characteristics. We also suggest that the accu-
racy and precision of the covariance estimates may be able to
be improved slightly by using a more rigorous radial velocity
outlier rejection scheme than applied here.

Code and data availability. The simulation code developed in this
study is available on request from Andrew J. Spargo, as are the data
from the BP and Mylor meteor radars.
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Appendix A: Procedure used for converting between
coordinate systems

To embody the ellipticity of the Earth’s surface in the estima-
tion of meteor altitudes, Bragg vector orientations, and wind
field components (for both bistatic and monostatic receiver
cases), we followed the coordinate system conversion algo-
rithms outlined by Stober et al. (2018). However, we note
that we applied a correction to their reported expression of
the radius of curvature of the Earth N(φ), viz.

N(φ)= a√

1− e2 sin2φ


 ,

where a is the semi-major axis of the Earth, and e2 is the first
numerical eccentricity of the Earth ellipsoid.

Furthermore, in the interests of reducing computational
overhead we applied the Olson (1996) method for convert-
ing ECEF coordinates to geodetic coordinates rather than the
Heikkinnen (1982) method used by Stober et al. (2018).

Appendix B: Extraction of tidal features through the
use of a wavelet transform

The time series reconstructed from the wavelet transform can
be expressed as (Torrence and Compo, 1998, Eq. 11)

xn =
δj δt1/2

Cδψ0(0)

J∑

j=0

<
(
Wn(sj )

)

s
1/2
j

, (B1)

where δj describes the wavelet scale separation, δt represents
the time separation between adjacent points, J is the number
of wavelet scales, Cδ is a reconstruction factor (0.776 for the
Morlet wavelet), ψ0(0) is an energy scaling factor (π−1/4

for the Morlet wavelet), sj represents the wavelet scales,
and Wn(sj ) contains the complex wavelet transform coeffi-
cients at scale sj . In reconstructing the hourly averaged wind
time series (regardless of the time series length), we have
taken δj = 0.02, in contrast to Torrence and Compo (1998)
(Sect. 2f), who chose δj = 0.125 in their example with the
Morlet wavelet; we have done this to reduce the spacing
between adjacent wavelet scales and hence improve the ac-
curacy of the reconstruction. Also, in contrast to Torrence
and Compo (1998) (Sect. 2g), we have not applied any zero
padding in the application of the wavelet transform. This was
done given our finding that the magnitude of artefacts at the
ends of the wind time series appeared to be larger with zero
padding applied.

Appendix C: SABER-derived density climatology
creation

To create a climatology of the diurnal variability in den-
sity from SABER instrument data that was representative
of conditions around Adelaide during the autumnal equinox,
we acquired densities from individual limb scans with tan-
gent point latitudes spanning 28–42◦S, longitudes 108–
168◦E, days 1 March to 31 May inclusive, and years 2008–
2018 inclusive. Measurements falling into given time-of-day
(hourly) and height (0.5 km) bins were averaged.

A spatial sampling region and measurement time-of-year
span of this size was necessary to fill all time-of-day bins
with measurements. An average over 11 years of data was
performed to reduce the level of aliasing arising from GW-
induced perturbations occurring in individual scans.

The climatology produced using this method had features
that were qualitatively consistent with the same time averag-
ing on NRLMSISE-00 model output from Adelaide’s loca-
tion. However, we did note that given density surfaces from
SABER were, on average, 2 km lower than NRLMSISE-00’s
predictions between about 80 and 95 km. Nevertheless, the
use of the SABER-derived density climatology in the pro-
duction of Fig. 13 yielded almost identical flow accelerations
to the use of the NRLMSISE-00 output.
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Abstract 

We revisit previously unpublished analysis of observations of the dynamics of the mesopause region over the Nor-
wegian Island of Andøya (69°N, 16°E) made during a 1-week period in summer 1987 during the Middle Atmosphere 
Cooperation-Summer in Northern Europe (MAC-SINE) campaign using the mobile SOUSY VHF (53.5 MHz) Doppler 
radar operating in a six-beam mode. We do this in the light of: (1) more recent developments in the measurement of 
the components of the density-normalized Reynolds stress tensor using meteor radars, and with medium-frequency 
partial reflection radars using the hybrid Doppler interferometric technique, and (2) satellite measurements of the 
absolute upward flux of horizontal momentum. We consider of the density-normalized total upward flux of horizontal 
momentum 

(
u′w′ + v′w′

)
 for the 83–90 km height interval. Values of the component of the density-normalized flux 

for the 6 min to 12.8 h period range, after the tidal components have been removed, and the effects of the aspect 
sensitivity on the radar beam look directions have been accounted for vary between 5 m2 s−2 below 86 km and 
13 m2 s−2 above 86 km. The major contribution is from the 6 to 12.8 h period range. The results of the analysis have 
implications for meteor radar estimates of momentum flux and also for Doppler radar measurements of the same 
term in the presence of aspect-sensitive scattering.
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Introduction
The challenge of the measurement of the upward flux of 
horizontal momentum in the mesosphere lower thermo-
sphere (MLT) region has been explored since the work of 
Vincent and Reid (1983), hereinafter VR83, which pre-
sented a method for doing this using multi-beam Dop-
pler radars, using only the assumption that the statistics 
of the wave field are horizontally isotropic. The meas-
urement of this parameter is considered vital for better 
understanding the dynamics of the MLT (see, e.g. Fritts 
and Alexander 2003; Alexander et al. 2010). Progress has 
been made in using satellite measurements to estimate 
the absolute momentum flux of quasi-monochromatic 
gravity wave events (see, e.g. Hertzog et  al. 2012; Ern 
et al. 2016). However, unlike these methods, the method 
applied by VR83 provides a measure of the net momen-
tum flux and does not require identification of individual 

gravity waves or assumptions beyond that of the statis-
tical similarity of the wave field measured in the radar 
beams. This is important, as Reid et al. (1987) estimated 
that in a cross-spectral analysis of several radar data sets 
to determine gravity wave horizontal scales, only 25% of 
calculated cross-spectral phases had a significant coher-
ence-squared [(COH)2] statistic. This can be interpreted 
as quasi-monochromatic (QM) waves being evident only 
about 25% of the time, a rate consistent with the fre-
quency of occurrence of QM waves in OI and OH air-
glow observations (see, e.g. Reid and Woithe 2005).

Meek et al. (1985) also analysed almost a year of radar 
observations made near Saskatoon, Canada, for grav-
ity wave horizontal scales and found a similar statistic. 
Walterscheid et  al. (1999) analysed OH airglow imager 
data and found a higher frequency of occurrence of QM 
waves, varying from 41% of the observational time in 
winter, to 62% in summer. Reid et  al. (1987), Reid and 
Woithe’s (2005) and Walterscheid et  al.’s (1999) obser-
vations are all for data from Adelaide, Australia. Based 
on these observational studies, we could argue that QM 

Open Access

*Correspondence:  ireid@atrad.com.au 
1 ATRAD Pty Ltd, 20 Phillips St., Thebarton 5031, Australia
Full list of author information is available at the end of the article

APPENDIX E. PUBLICATION: EARTH, PLANETS AND SPACE, 70:129, 2018 216



Page 2 of 15Reid et al. Earth, Planets and Space  (2018) 70:129 

waves are present between 25 and 60% of the time. An 
additional complication in this context is whether the 
QM waves detected in airglow observations are freely 
propagating or ducted waves. The radar observations ref-
erenced above were able to identify features consistent 
with propagating gravity waves over a range of heights, 
whereas single-colour airglow observations are single 
height measurements, and so restricted in interpretation. 
This is an important topic, but its further discussion is 
beyond the scope of the present work.

Naturally, the effects of instrumental filtering need to 
be considered when discussing the representativeness 
of observations, and VR83, Reid et  al. (1987), Reid and 
Woithe (2005) and Meek et  al. (1985) all explicitly do 
this for their observations of gravity wave scales. More 
generally, Gardner and Taylor (1998) consider the obser-
vational limitations of gravity wave observations using 
lidar, radar and airglow observations. More recently, 
Bossert et  al. (2018) have considered the measurement 
of momentum flux using a Na density lidar and included 
the chemistry of the Na response to the mountain waves. 
We note that the VR83 approach is not valid in the case 
of stationary waves. In terms of radar and Doppler lidar 
measurements of momentum flux, the approach of VR83 
does not indicate a scale or temporal dependence in the 
governing equations, beyond the assumption that the 
statistics of the motions are horizontally homogeneous, 
and this was investigated by Reid (1984, 1987) using sim-
ple analytical arguments. Perhaps the best way to further 
investigate this is through the use of simulations, and we 
consider some aspects of this approach below.

VR83 used the large medium-frequency (MF) Buck-
land Park (BP) partial reflection (PR) radar [see Reid 
(2015) for a detailed discussion of this radar class], 
which provided good spatial and temporal coverage in 
the 60–95 km (day) and 80–95 km (night) height region. 
Powerful mesosphere–stratosphere–troposphere (MST) 
radars operating in the lower very high-frequency (VHF) 
band (typically near 50 MHz) can apply the technique but 
are limited by the temporal and spatial intermittency of 
the radar returns in the mesosphere lower thermosphere 
(MLT) region. Generally, in the MLT region outside of 
the polar mesosphere in summer, they are limited to day-
time observations between 60 and 80  km. These radars 
are also relatively expensive and rare, and so alternate 
methods of measuring the momentum flux using smaller 
radars and optical techniques have been explored. These 
include an investigation of the ability of small interfero-
metric MF PR radars to measure the flux by Thorsen 
et al. (1997), and an extension of Thorsen’s approach for 
application to ‘all-sky’ meteor radars (see, e.g. Holds-
worth et  al. 2004) by Hocking (2005). Except for recent 
work by Spargo et  al. (2017), the former technique has 

not been actively pursued. The approach described by 
Hocking has attracted much investigation, but no defini-
tive experimental validation against an accepted meas-
urement of momentum flux (see, e.g. Placke et al. 2015). 
For the various parts of the arguments for and against 
using the meteor technique for measuring momentum 
flux, see for example, the discussions in Vincent et  al. 
(2010), Fritts et al. (2012), Riggin et al. (2016), and Spargo 
et al. (2017).

The strong radar returns from the summer polar 
mesopause region do provide a means of measuring the 
momentum flux in the MLT using more powerful VHF 
ST class radars (those with a power aperture product 
greater than around 107 W m2), at least in the 82–92 km 
height region, with relatively good spatial and temporal 
coverage (see, e.g. Reid et al. 1988; Rüster and Reid 1990; 
Love and Murphy 2016). Given the relative sparsity of 
such measurements, the analysis and discussion of previ-
ously unpublished momentum flux results is useful.

Observations
Observations were obtained as part of the international 
Middle Atmosphere Cooperation/Summer in Northern 
Europe (MAC/SINE) campaign (Thrane 1990) conducted 
in summer 1987 using the mobile SOUSY VHF Doppler 
Radar located at Bleik (69°17′N, 16°01′E) on the Norwe-
gian Island of Andøya. The radar operated for a period 
of 32  days with various range resolutions, pulse codes 
and experiments, and useful mesospheric velocities were 
typically obtained within the height range of about 80 
to 90  km. Other results from the MAC/SINE campaign 
using data from the same radar and relevant to the pre-
sent work have been published by Reid et  al. (1988), 
Rüster and Reid (1990), Rüster (1992), Lübken et  al. 
(1990), and Yi (2001). The observational period for the 
results analysed in this paper is 22–30 June 1987. Previ-
ously, Reid et al. (1989) looked at momentum flux meas-
urements for the period of a few hours during 16–17 July 
and Rüster and Reid (1990) looked at measurements for 
the 23–25 June a period that covered that of the “Chaff” 
rocket salvo of the campaign (see, e.g. Wu et al. 2001).

Equipment
The basic radar facility has been described by 
Czechowsky et  al. (1984). Briefly, the radar operated 
at a frequency of 53.5  MHz, corresponding to a wave-
length of 5.6  m. The peak pulse power used within the 
observational period was 100 kW, and the duty cycle 4%, 
resulting in an average power of 4  kW. Using an 8-bit 
complementary code, the pulses were phase coded, with 
one element being 2  µs long, corresponding to a range 
resolution of 300 m. Ranges between 60.0 and 100.2 km 
were sampled. The antenna consisted of a phased array 
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of 576 four-element Yagi antennas, covering an effective 
area of 8880  m2, with a gain of 35.5  dB, and a one-way 
3  dB beam width of 3°. After Czechowsky et  al.’s (1984) 
description of the radar, the number of beams was 
increased from four to six. In the configuration applied 
for the work described here, all six independent beams 
were utilized. Using electronically controlled phase shift-
ers, the antenna beam was directed sequentially towards 
the six beam directions. Beams were directed vertically 
(V), and at 5.6° off-zenith towards the north (N) and west 
(W), and at 4.0° off-zenith towards the north-east (NE), 
north-west (NW) and south-west (SW). The beam con-
figuration is illustrated schematically in Fig. 1. At a height 
of 86 km, the distance from the zenith to the centres of 
the 4.0° off-zenith beams is about 6 km, and for the 5.6° 
off-zenith beams, 8.4 km. The beam diameters are about 
4 km at this height. The mobile SOUSY radar was relo-
cated to Svalbard to become the SOUSY Svalbard Radar 
(SSR) in the late 1990s and is described by Czechowsky 
et al. (1998), and by Hall (2009).

Theory
Reynolds stress terms
The general case of the application of narrow beam Dop-
pler radars to measure the density-normalized Reyn-
olds stress tensor and mean winds in the MLT has been 
described by Reid (1987), and the theory for the beam 
arrangement used here has been described by Reid et al. 

(1988). In the present case, apart from the mean square 
vertical velocity w′2 , the individual terms of the Reyn-
olds stress tensor are not available separately and come 
as combinations of terms. Briefly, the mean square radial 
velocities measured in the NE ( V ′2

NE ) and SW ( V ′2
SW ) 

directed antennas can be used to determine the arith-
metic sum of the upward fluxes of zonal ( u′w′ ) and 
meridional ( v′w′ ) momentum, that is, the upward flux of 
horizontal momentum as

where u′ , v′ and w′ are the zonal, meridional and vertical 
perturbation velocities, respectively, the subscripts on 
the variances of the radial velocities indicate the beam 
directions, and θE1 is the effective beam direction for the 
NE and SW beams. (We discuss the calculation of the 
effective beam direction below.) This expression may be 
compared with the mean absolute flux (MF) typically 
measured by satellite and balloon measurements (e.g. 
Hertzog et al. 2012) as

The isotropy of the horizontal velocity field can also be 
calculated directly from the mean square radial velocities 
measured in the N ( V ′2

N  ) and W ( V ′2
W ) beams as

where θE2 is the effective beam direction for the N and W 
beams. The isotropy is one of the Stokes parameters, and 
Eckermann (1996) provides a detailed description of the 
use of these parameters in the analysis of wave fields. We 
note that spectral rotary decomposition and the applica-
tion of the Stokes parameters is usually most useful for 
longer (inertial) wave periods.

The mean square horizontal velocities cannot be 
obtained separately without further information, as they 
are given by (using the meridional component as an 
example)

and where a similar expression applies for the zonal com-
ponent. Note that this is the expression that applies for 
the usual beam arrangement (a vertical beam and an off-
vertical beam in the east–west and north–south plane) 
for most Doppler radars, and Eq.  (4) is usually applied 

(1)u′w′ + v′w′ =

(

V ′2
NE − V ′2

SW

)

/
√

2 sin 2θE1

(2)MF =

(

(

u′w′
)2

+
(

v′w′
)2
)1/2

(3)

v′2 − u′2 =

(

V ′2
N − V ′2

W

)

sin2 θE2
− 2

(

u′w′ + v′w′
)

cot θE2

(4)v′2 + 2v′w′ cot θE2 =

(

V ′2
N − V ′2

V

)

sin2 θE2Fig. 1  Beam arrangement of the mobile SOUSY VHF radar showing 
the 3-dB beam widths. Beams are directed vertically, and at 4° 
off-zenith towards the north-east, north-west and south-west, and 
at 5.6° off-zenith towards the north and west. At a height of 86 km, 
the distance from the zenith to centres of the 4.0° off-zenith beams 
is about 6 km, and for the 5.6° off-zenith beams, 8.4 km. The beam 
diameters are about 4 km at this height
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to calculate the mean square horizontal velocity. Also 
note that the inability to separate the individual terms in 
our experiment comes about because the beam point-
ing angles all lie in one half-azimuth. A similar situation 
occurs with the azimuthal distribution of meteor radar 
detections as the Earth rotates into the meteor streams 
during the day. We will return to the importance of this 
below.

Another point to note when considering Eqs.  (1), (3) 
and (4) is that they apply equally to the mean square 
spectral widths, σ ′2 and so can be used to investigate 
scales smaller than the radar pulse volume (Reid 2004), 
although this appears to have been little exploited.

Rather than using individual combinations of beams as 
we have just described, it is possible to include all of the 
radial velocities in a least-squares inversion to determine 
the mean wind components and the various covariance 
terms of the Reynolds stress tensor. Spargo et al. (2017) 
did this, following the approaches of Thorsen et al. (1997) 
and Hocking (2005), to determine the six components 
of the density-normalized Reynolds stress tensor, to the 
BPMF radar operating in a five-beam (E, W, N, S and 
V) Doppler mode. In principle, this technique can be 
applied to the six-beam arrangement used here to deter-
mine the various Reynolds stress terms. This is in some 
ways a test of the attempts to measure them from meteor 
radar radial velocity data, particularly given the asym-
metrical distribution of meteor returns around the zenith 
throughout the day.

The inversion is performed on the following system of 
equations (constituting n radial velocity measurements):

where V ′2
R  represents an n-element vector of squared 

radial velocity perturbations. A is an n× 6 element 
matrix with rows [sin2 θ sin2 φ, sin2 θ cos2 φ, cos2 θ ,

sin2 θ sin 2φ, sin 2θ sin φ, sin 2θ cosφ] , and 
v =

[

u′2, v′2,w′2,u′v′,u′w′, v′w′

]

.

We applied the least-squares inversion to calculate the 
individual variances and covariances corresponding to 
the Reynolds stress tensor terms from our data (follow-
ing the removal of tidal and longer period components as 
described below) and found the results to be physically 
unreasonable except for w′2 , and extremely sensitive to 
outliers in the radial velocity vector. This is not unex-
pected given the governing equations described above 
and given that we have a direct measure of w′2 . In addi-
tion, the sensitivity to changes in the radial velocity vec-
tor is expected to arise and occurs when solving inverse 
problems where the so-called coefficient matrix (here 
containing the direction cosines) has a high condition 

(5)V ′2
R = Av

number [see, e.g. Shenghui et al. (2014)]. In our case, the 
high condition number is predominantly brought about 
by the small direction cosines associated with those 
covariance terms which involve a horizontal component. 
The condition number of our problem is also further 
increased by the fact that the beam locations have little 
spatial separation, as we have allowed them to vary solely 
as a function of the estimated aspect sensitivity.

Our interpretation is that in solving the inverse prob-
lem for this beam geometry, large correlated errors will 
predominantly accumulate in those components that 
include horizontal terms. As a consequence, we have lit-
tle confidence in the solutions the inversion algorithm 
produces for individual components involving a horizon-
tal term (i.e. u′u′ , v′v′ , u′v′ , u′w′ and v′w′ ). This warrants 
further discussion though, and the governing equa-
tions do not preclude the solutions for 

(
u′w′ + v′w′

)
 and 

(v′2 − u′2) , and when applied for these terms, the inver-
sion yields similar results to the application of Eqs.  (1) 
and (3) and confers advantages in terms of robustness 
and correcting for the effects of aspect sensitivity. We will 
return to this in the “Momentum flux” section, and in the  
“Simulation” section, where we show results from a simu-
lation comparing the measurement biases inherent to the 
least-squares inversion and radial velocity variance differ-
encing techniques.

Effective beam direction
The need to calculate an effective Doppler beam direc-
tion comes about because of the high aspect sensitivity 
of backscatter often returned from the atmosphere along 
with the relatively wide Doppler beams used with atmos-
pheric radars (see, e.g. Reid 1990). The most commonly 
applied approach to account for this for fixed beam Dop-
pler radars is described by Hocking et al. (1986), but also 
see similar work by Whitehead et al. (1983). Its applica-
tion to the mobile SOUSY and Harz SOUSY radar data 
has previously been described by Reid et  al. (1988), 
Czechowsky et al. (1988) and Reid et al. (1989). Its appli-
cation to a subsection of the present data set has been 
described by Rüster and Reid (1990). Briefly, the ratio of 
powers measured in a vertical beam, P(0) , and a beam 
directed at an apparent off-vertical angle, θA , P(θA) , can 
be used to determine the effective beam angle as

where θ0 is the is the 1/e radar beam half-width, and θs 
is the 1/e half-width of the angular polar diagram of the 
scatterers and is called the aspect sensitivity parameter. 
It is given by

(6)θE = arcsin



sin θA

�

1+
sin2 θo

sin2 θs

�

−1



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The spectral half-width due to beam broadening, f1/2 , 
can also be calculated using the values of θs as (Hocking 
et al. 1986)

Reid (2004) argued that beam broadening and shear 
broadening effects could be ignored when the beams 
were symmetric, for example, with beams at the same 
off-zenith angle in either the east–west or north–south 
plane, because they would be affected in the same way, 
and the terms due to these effects would subtract out. If 
this argument is correct, then Eq.  (1) can be applied to 
spectral widths without using the correction indicated by 
Eq. (8).

Analysis
SNR, radial velocities and spectra widths
Radar returns were coherently integrated for 0.107 s, and 
for each beam position 64 such complex samples were 
obtained in each of the 135 range intervals. Data were 
thus obtained for 6.8-s in each of the beam directions. 
A new data sequence was started every 10  s, the addi-
tional time being required to switch the beam direction, 
and to write data to tape. The 6.8-s data sequences were 
Fourier transformed off-line to obtain the corresponding 
Doppler spectra. The first three moments of the spec-
tra were calculated to obtain the power, mean Doppler 
shift and spectral width. Spectra were required to have 
signal-to-noise ratios exceeding 3  dB to be accepted 
and were checked for aliasing. The latter occurred when 
radial velocities exceeded 13.1  ms−1 and were removed 
by accounting for the spatial and temporal variation of 
the signals at each range gate and beam position. These 
results were averaged to produce 3-min records in each 
height step, and in each beam.

The mean power profiles for the six beams and the 
acceptance rates for the 3-min records are shown in 
Fig. 2. The acceptance rates follow the form of the power 
profiles and take maximum values of about 70% for the 
vertical and northward beams, and values of 40% near 
ranges of 83 and 90 km, respectively. The westward beam 
has the lowest powers and acceptance rates of all of the 
beams. When we consider the momentum flux, and its 
divergence with height, the strong height dependence 
of these rates must be kept in mind. The limited height 

(7)θs = arcsin

√

sin2 θA

ln [P(0)/P(θe)]
− sin2 θ0

(8)

f1/2 = arcsin





�

sin−2 θs

ln 2
+ sin−2 θ0

�1/2




2v

�
θs

range over which radial velocities are available for analy-
sis highlights the limitations of using this class of radar to 
measure the fluxes. Meteor radars are similarly limited, 
with a similar form for the acceptance rate with height, 
suggesting some inherent advantages in using MF partial 
reflections radars, although these bring their own limi-
tations (see Reid 2015). We discuss the θs and θE results 
below.

The signal-to-noise ratios (SNRs), radial velocities and 
spectral widths for the 3-min averaged data are typical 
for this type of observation in that they are character-
ized by substantial temporal and spatial variability. There 
are periodic ‘gaps’ in the returns, and the SNRs show the 
influence of the semidiurnal tide in the modulation of 
the strength of the returned signals. This has previously 
been discussed by Czechowsky et al. (1989) in relation to 
the PMSE, who noted that strong bursts in backscattered 
power tended to occur in the late afternoon and early 
morning hours, coinciding with the time of maximum 
westward velocity of the semidiurnal tide. Czechowsky 
and Rüster (1997) noted and discussed the tendency 
for the spectral width to maximize above about 86  km, 
and this is evident in the present data set. They con-
cluded that this was the result of the presence of cells of 
enhanced turbulence generated by a Kelvin–Helmholtz 
(KH) mechanism. This would lead to reduced aspect sen-
sitivity in the upper parts of the PMSE, consistent with 
the results shown in Fig. 2. We note that clear signatures 
of KH instabilities were observed in wintertime using this 
radar by Reid et  al. (1987), and more recently in PMSE 
over Andøya by Stober et al. (2018).

Mean scattering angle and beam pointing angles
The mean power profiles can be used to calculate the 
mean scattering angle θs and the mean effective angle θE 
for each of the beams for the entire period of observation, 
and these results are also shown in Fig. 2. To calculate θs 
and θE the power profiles for the off-zenith beams were 
interpolated back to their nominal height (that is, assum-
ing θE = θA ). If θs could not be calculated using Eq.  (6), 
θE was set to θA . These mean scattering angle results are 
similar to others found in the PMSE using the same tech-
nique (see, e.g. Reid 1990), but we note the considerable 
variability of θs calculated from the different off-zenith 
beams, and that θs is higher at the base of the layer. If 
we consider the ground diffraction pattern correspond-
ing to a particular height, which is the Fourier trans-
form of the angular polar diagram of the backscattered 
power for that height, we note at that at least at medium 
frequencies, it is often anisotropic. This means that the 
backscatter angular polar diagram is itself anisotropic, 
and different off-zenith beam directions will have differ-
ent values of θE . Ground diffraction pattern anisotropy is 
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discussed in more detail in Murphy and Vincent (1993) 
and Reid (2015). It has significant implications in apply-
ing Eq. (1), as it assumes that a single value of θE is avail-
able and can be applied.

A mean over the entire week-long data set may not 
produce the most representative value of beam direc-
tion on shorter time scales, and to highlight this, Fig.  3 
shows the 21-min values of θs for the westward beam. A 
clear statement on the variation with time and height is 
not evident, except that there is considerable variability. 
There is perhaps a tendency for θs to be larger nearer the 
top of the layer. Figure 4 shows the mean effective angle 
corresponding to Fig. 3. While there is considerable vari-
ability, the effective beam direction is often the apparent 
beam angle. This is a consequence of the narrow beams 
and relatively small off-zenith angles used for the non-
vertical beams with this radar.

To further investigate the nature of the scattering 
angle, Fig. 5 shows examples of its distribution for three 
heights: 83.1  km (yellow); 85.8  km (red); and 88.8  km 
(blue) for the entire observational period for 21-min 
averages of power. The median values are 6.8°, 7.4° and 

8.7°, respectively. These results represent the mean of 
21-min averages. The number of values determined for 
each of these heights is 197, 348, 302 from a possible 502 
(39%, 69% and 60%, respectively). For the remainder of 
the 21-min averages during the observational period, no 
value of θs could be determined. These results are similar 
in form to those reported for a 51.5-MHz radar at Res-
olute Bay (75°N, 95°W) for 1  month of hourly averaged 
observations by Swarnalingam et al. (2011).

This highlights some issues around the application of 
Eq. (6). It is best suited to small values of θs and becomes 
increasingly insensitive as it increases. There is also a 
question around the most suitable time interval over 
which to calculate it. Reid et al. (1988) used a mean value 
calculated over a period of a few hours, and Rüster and 
Reid (1990) used a mean calculated over a period of 
2 days, matching the periods over which they calculated 
momentum flux. To obtain a statistically valid measure 
of momentum flux, long averaging intervals of the mean 
square radial velocities are required (see, e.g. Vincent 
et al. 2010). During this period θs and hence θE will vary, 
but the application of Eq.  (1) requires a single value of 

Fig. 2  Mean SNR for each of the beams for the entire observational period (top left), the radial velocity acceptance rates for each range for the six 
beams using a 3-dB acceptance criterion (top right), the scattering angle θs calculated from each of the off-zenith beams and the mean of these (in 
olive, centre) (bottom left), and the mean effective beam angle θE for each of the beams (bottom right). The 3-dB acceptance criterion has also been 
applied to calculate θs and θE . The beams are colour coded as: vertical, red; north-west, blue; north, green; north-east, orange; south-west, brown; 
and west, purple
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θE for the averaging interval, so we have two competing 
requirements. This problem is avoided by applying the 
least-squares inversion approach because it allows for a 
fit to the known radial velocities, each of which is associ-
ated with an effective beam angle. This does require some 
care (e.g. Andrioli et al. 2013) and is not as simple mathe-
matically as the application of Eq. (1), but in the presence 
of aspect sensitivity and relative wide Doppler beams, it 
may be the preferred approach.

Another question arises whether the off-zenith power 
exceeds that in the vertical direction, and whether this 

means that there is a patchy layer present, a tilted layer 
present, or that the scattering is quasi-isotropic? If we 
accept the Gaussian fall-off in power used to derive 
Eqs.  (6) and (7), then an off-vertical power in excess of 
the vertical power should be treated as indicating iso-
tropic scatter. The effective beam direction should then 
be set to the apparent beam direction. Whatever the 
underlying mechanism, the need to correct for the effec-
tive beam direction on some occasions remains. In the 
present work, the effect is not severe because the beam-
widths are quite small, as are the off-zenith angles. With 

Fig. 3  Scattering angle calculated from 21-min records for the westward beam

Fig. 4  Effective beam angle calculated from 21-min records for the westward beam
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wider beam Doppler radars, this effect could be quite 
large.

In this work, we have calculated θs and hence θE for 
each 3-minute record for each beam where possible and 
substituted the apparent beam direction when not. We 
then averaged the θE values to obtain one value for each 
off-zenith angle, and used these in Eqs.  (1), (3) and (4). 
We averaged the values of θE obtained from beams with 
the same off-zenith angles θA to obtain one θE1 and one 
θE2 for use in Eqs.  (1) and (3). We also calculated the 
mean value of θE1 and θE2 for the entire observing period 
(Fig.  2) and used this in the same equations. We would 
expect the correct values of the Reynolds Stress terms 
to lie between these two values. We also applied the 
least-squares inversion approach, which fits to the radial 
velocities and their effective beam directions. We there-
fore have three estimates for the Reynolds stress terms 
described by Eqs. (1), (3) and (4).

Alternate approaches to measuring θs using a multi-
receiver radars have been described by Murphy and 
Vincent (1993), Holdsworth and Reid (2004) and more 
recently by Sommer et  al. (2016). Murphy and Vincent 

(1993) and Holdsworth and Reid (2004) used multi-
receiver techniques to look at mid-latitude MF partial 
reflections and is so not entirely applicable here. Sommer 
et al. also used a multi-receiver approach, but looked at 
the PMSE at VHF over Andøya, and so is directly relevant 
to the present work. They used both Eq.  (6) and multi-
receiver approaches and found larger values of θs than 
other studies and so argued that their results generally 
indicated isotropic scattering, with periods of localized 
anisotropic scattering process leading to higher aspect 
sensitivity. This interpretation is not inconsistent with 
our results when we note that 61, 31 and 40% of records 
indicate isotropic scatter (or a failure to calculate θs at 
least) at heights of 83.1, 85.8 and 88.8 km, respectively.

Mean winds and tides
The tidal components during this observational period 
have previously been discussed by Lübken et  al. (1990), 
Manson et  al. (1992) and Rüster (1992, 1994) for the 
entire MAC/SINE campaign, and further details on the 
results of the analysis of the mean and tidal winds may 
be found therein. However, these components need to 

Fig. 5  Examples of the distribution of scattering angles for three heights: 83.1 km, yellow; 85.8 km, red; and 88.8 km, blue. The median values are 
6.8°, 7.4° and 8.7°, respectively. These results represent the mean of 21-min averages. The number of values determined for each of these heights is 
197, 348 and 302 from a possible 502 (39%, 69% and 60%, respectively)
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be removed from the radial velocity time series, and so 
we describe the approach used to calculate and remove 
them and note a few details. To calculate the mean and 
tidal winds, we follow the approach used by Spargo et al. 
(2017) for the BPMF Doppler radar (Reid et  al. 1995; 
Holdsworth and Reid 2004) operating in Hybrid Dop-
pler Interferometer (HDI) mode, and which is similar 
to that applied by Andrioli et al. (2013) to meteor radar 
radial velocities. Briefly, the radial velocities were parti-
tioned into non-oversampled windows of width 1 h, and 
the three wind components (u, v,w) were estimated using 
a standard least-squares formulation (e.g. Vandepeer 
and Reid 1995). The major periods present were deter-
mined using a Lomb periodogram, and these periods 
were removed from each radial velocity by subtracting 
from them a time-dependent radial projection of a least-
squares fit y to the wind time series, of the form:

where T  is an n-element array of the significant periods, 
and Φ is an n-element array of phases providing the time 
at which the ith component maximizes. The fits were 
made over windows of length 48  h. These time series 
were then used in any further analysis requiring the 
radial velocities. This is more computationally invasive 
approach than that of VR83.

(9)y =

n−1
∑

i=0

cos
2π

T
(t −Φi)

Figure  6 shows the Lomb periodogram for the zonal 
and meridional wind components. Inspection of this fig-
ure indicates pronounced periodicities at 8, 12 and 24 h, 
and also near 28, 32 and 36 h. Rüster (1994) has discussed 
the nonlinear interaction of the various wind compo-
nents during periods overlapping that of this data set 
and identified waves in the 32–38-h period range result-
ing from nonlinear wave–wave interactions of the third 
order. In addition, he found the most frequently observed 
periods present were those corresponding to interactions 
between the dominating diurnal and semidiurnal tides 
and planetary waves with periods of 2–3  days. In addi-
tion to second-order processes, higher-order interactions 
were also observed in the velocity fluctuations and in the 
echo power, suggesting corresponding temperature vari-
ations. We have removed the 8, 12 and 24 h tidal compo-
nents, as well as the 18, 32 and 36 h periodicities evident 
in the Lomb periodograms using Eq.  (9). The harmonic 
fitting limits the height coverage of the data, as it fails 
with limited data, and useable data are limited to heights 
between 82 and 91.6 km.

Figure 7 shows the mean zonal, meridional and vertical 
winds with the tidal components removed for the entire 
period of observation. The zonal wind field has a west-
ward flow with a peak magnitude of about 30 ms−1. The 
meridional wind is equatorward above 85 km and around 
zero below. The mean vertical wind is downwards below 
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Fig. 6  Lomb periodograms of the zonal (left) and meridional (right) winds for the entire observational period. Pronounced periodicities are evident 
at 8, 12, and 24 h, and also between 32 and 36 h
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84 km and upwards above, but given the uncertainties, is 
effectively zero.  

Momentum flux
For the application of the VR83 approach, after removal 
of the tidal and other periodicities, the 3-min time series 
of radial velocities and spectral widths were filtered for 
periods less than 1 h, for periods between 1 and 6 h, and 
for 6 h to the inertial period (12.8 h). We only show the 
results for 6 min to 12.8 h here. To filter the time series, 
a spline was applied, and the splined values used to fill 
in missing data points. A fifth-order Butterworth filter 
with appropriate cut-offs was then applied to this modi-
fied time series. Variances were then calculated for the 
filtered time series, using only values corresponding to 
those times when real data were obtained. All the time 
series were treated in the same way. Equations  (1), (3) 
and (4) are then applied to the filtered time series. The 
effective beam directions were calculated using the pow-
ers measured in each of the off-zenith beams relative to 
that measured in the vertical beam as described above. 
The momentum fluxes derived for scales larger than the 
radar pulse volume calculated using radial velocities we 
call ‘superscale’, and for scales smaller than the pulse vol-
ume calculated using spectral widths, we call ‘subscale’. 
We calculate the superscale flux using both the VR83 and 
least-squares inversion approaches. We begin with the 
subscale results shown in Fig. 8.

Subscale momentum flux
For the subscales, momentum flux values for periods less 
than 12.8  h are generally between ±1.0m2 s−2 except 
at the lowest two heights where they are +2− 3m2s−2 , 
and we conclude that the momentum flux for subscales 

for periods less than 12.8  h is essentially zero. We have 
not attempted to calculate the subscale momentum flux 
using the inversion technique. This result is in contrast 
to that of Reid (2004) who did find significant fluxes. In 
his case, the radar pulse volume was very much larger, 
approximately 4 × 13.5  km at 86  km altitude, compared 
to 0.3 × 8 km here. To obtain the total arithmetic sum of 
the momentum flux (u′w′ + v′w′) for all scales for periods 
between 6  min and 12.8  h, the superscale and subscale 
momentum fluxes should be added. The small values of 
the subscale results mean that the total flux is essentially 
the same as that for the superscale flux in this case, which 
we now consider.

Superscale momentum flux
Figure  9 summarizes the mean square radial velocities, 
the arithmetic sum of the momentum fluxes (u′w′ + v′w′) 
and (v′2 − u′2) for scales larger than the pulse volume for 
periods less than 12.8 h, the inertial period. We note that 
the mean square radial velocities do show some noise, 
which propagates into the momentum flux and isotropy 
results. In this plot, we have shown the flux calculated 
using the apparent beam direction in green, and the flux 
calculated using the mean effective beam direction calcu-
lated for all of the 3  min observations in coral. Inspec-
tion of this plot indicates a 10–15% difference. Corrected 
flux values in coral are about 5m2 s−2 below 86  km, 
and increase rapidly between 86.5 and 87 km to around 
13m2 s−2 , before settling back to around 7.5 m2 s−2 above 
about 88.5  km. The form of these plots suggests that 
more at the top, and less so at the bottom of the height 
range, values may not be representative of the average 
for the whole observational period. Figure 10 shows the 
results from the inversion approach. The form is very 
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Fig. 7  Mean wind components for the entire observational period. Error bars indicate the one sigma standard deviation
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similar to that of Fig. 9, and the values similar. The error 
bars indicate the one sigma standard deviations. The pro-
file is perhaps less noisy than that for the VR83 approach, 
but clearly, the same values are being measured. For 
both approaches, the isotropy is negative, with values 
of between − 50 m2 s−2 at the lowest heights, and about 
− 200 m2 s−2 above.

Simulations
We noted in “Reynolds stress terms” section that the 
general inversion of the radial velocities to determine 
the individual terms of the Reynolds stress tensor failed 
to deliver physically realistic results. To provide further 
insight into this, we simulated the present beam arrange-
ment in the presence of a gravity wave field following the 
approach of Spargo et al. (2017).

Briefly, the simulation incorporated a superposi-
tion of 37 gravity waves with periods in the range of 
10–180 min, with randomly selected initial phases and 
propagation directions in the Eastern sector. This dis-
tribution of wave directions led to negative values of 
u′w′ , and near-zero values of v′w′ . Diurnal and semi-
diurnal tides were also included in the wave field and 
were removed using the same approach as discussed 
in  the   “Mean winds and tides” section. Each covari-
ance estimation was performed over a 48-h segment of 
simulated data. A total of 10000 realisations were per-
formed, so as to be able to qualitatively illustrate the 
bias distribution. To simulate realistic changes in beam 
position, we assumed an aspect sensitivity in the model 
randomly varying between 5° and 15° in a temporally 

correlated random manner, with a spectrum corre-
sponding to that of the power-law temporal spectrum 
model in Eq. (24) of Gardner et al. (1993). Gaussian dis-
tributed errors were added to the “measured” zonal and 
meridional zenith angles of the beam positions, with 
standard deviations of 0.25°.

The results are shown in Fig. 11. Agreement between 
the VR83 approach and the least-squares inversion for 
both two and six beams is very good for the determina-
tion of the arithmetic sum of the fluxes. The isotropies 
are also in excellent agreement. We note that attempt-
ing to solve for the individual flux terms led to non-
physical values. As we noted above, we interpret this as 
an indication that large, correlated errors had accumu-
lated in the u′w′ and v′w′ components.

In summary, based on simple modelling, the inversion 
technique appears to be equivalent to the VR83 tech-
nique used for the analysis in this paper to determine the 
arithmetic sum horizontal momentum flux. We propose 
to further investigate ways to reduce the inverse prob-
lem’s condition number, and its sensitivity to outliers. We 
note in this context that to deal with fitting radial veloci-
ties to multisite FPI observations, Harding et  al. (2015) 
successfully regularized the inversion problem in such a 
way as to produce “smooth” variations in the solved com-
ponents. It is not clear how well the approach will lend 
itself to non-ideal observing geometries in the covariance 
estimation situation, but it nonetheless appears prom-
ising, in particular for application to meteor radar esti-
mates of wind covariance.

Fig. 8  Subscale mean square radial velocities (left), momentum fluxes (centre) and isotropies (right) for periods less than 12.8 h. The colours for the 
radial velocities are V, red, NW blue, N green, NE orange, SW brown, and W purple. Note that the isotropy scale is different from that in Fig. 9. Values 
of the subscale flux vary about zero with height, and are essential zero, as are those for the isotropy
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Summary and conclusion
For the total momentum flux for superscales and periods 
between 6  min and 12.8  h, values are typically between 
5 and 13  m2  s−2. The contribution from the 6 to 12.8  h 
period range dominates the other period bands. These 
results are consistent with those of Placke et  al. (2015) 
who used the Saura MF radar, located close to the for-
mer position of the mobile SOUSY radar, and the VR83 
approach, to measure momentum flux and who provide 
the mean for June 2011. Their values for u′w′ and v′w′ are 
both positive over the height region of our observations 
and take values of around 3m2 s−2 , so they are generally 
consistent but smaller than our results when applying the 
same technique. They also measured the fluxes using a 
nearby meteor radar. The results agree somewhat over a 
restricted range in summer. However, these authors did 
not correct for aspect sensitivity, nor did they remove the 
tidal components from their data, so there is some uncer-
tainty around their results.

For the subscales, values are between ±1.0m2 s−2 and 
essentially zero. Simulations show that the estimates 
of the individual wind covariance terms from a least-
squares inversion are erroneously correlated, but that the 
arithmetic sum of the horizontal fluxes, a term allowed 
by the beam geometry, is in excellent agreement with 
the VR83 technique (which is typically used to estimate 
momentum fluxes from this type of radar). We propose 
to further investigate ways to reduce the instability in the 
least-squares inversion approach.

Our results suggest that the validity of the least-squares 
inversion for meteor radar radial velocities to determine 

momentum fluxes will depend on the azimuthal sym-
metry of the meteor distribution. We have seen that 
with our beam arrangement, which is similar to a typical 
meteor distribution for a particular time of day, the Reyn-
olds stress terms cannot be individually retrieved. Fur-
thermore, unlike the arrangement in the present work, 
the meteor distribution rotates throughout the day. For 
meteor radars with relatively low counts where the asym-
metry is typically significant, it would not be clear which 
combinations of terms are correct at particular times of 
the day, and the average over the day would be suspect. 
Simulation results presented by Spargo et  al. (2017), do 
show acceptable recovery of the Reynolds stress terms 
when using actual meteor locations derived from the 
Buckland Park meteor radar, but actual experimental ver-
ification of meteor radar measurements of momentum 
flux is still incomplete.

Inspection of the height coverage plot for the present 
results clearly indicates the limited height range over 
which representative results can be calculated (50% at 
84 and 90  km, albeit at a very good range resolution of 
300 m). This was a powerful radar, with an antenna area 
of 8880 m2, a peak power (for this work) of 100 kW, and 
a duty cycle of 4% (3.55 × 107 W m2). Together with the 
ongoing uncertainty around the measurement of the 
Reynolds Stress tensor using meteor radars, this suggests 
that Doppler capable MF/HF partial reflection radars 
(e.g. Saura MF, Juliusruh MF and the Buckland Park 
MF), might be the reference instruments for this meas-
urement, with height coverage from 60 to 94  km with 
1–2 km height resolution. The limited height resolution 

Fig. 9  Superscale mean square radial velocities (left), momentum fluxes (centre) and isotropies (right) for periods less than 12.8 h. Note that the 
isotropy scale is different from that in Fig. 8. The NE beam is somewhat noisy, and this contributes to the noise in the momentum flux. Note that 
the isotropy requires mean square radial velocities from four beams (NE, SW, N and W) to calculate, and it is particularly noisy. The colours for the 
momentum flux and isotropy indicate values uncorrected (green) and corrected (coral) for aspect sensitivity
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Fig. 10  Superscale momentum flux obtained using the least-squares inversion approach. Values are very similar to those shown in Fig. 9, but are 
somewhat less noisy
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Fig. 11  Bias in measurements of the arithmetic sum of the density-normalized momentum flux and isotropy using the VR83 technique (blue), and 
a two (red) and six (black) beam least-squares inversion calculated using a simulated gravity wave field. The left-hand panel shows the values of 
u′w′ + v′w′ for both the inversion-estimated case and that from the covariance calculated from the model’s Cartesian winds at a fixed point (i.e. an 
estimate of the “true” wind covariance in the model)
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may actually be an advantage, producing a natural ana-
logue summing of the data into 2  km bins. A reduced 
height resolution, perhaps 600 m, on the MST may have 
also been an advantage.

We recommend the use of the inversion technique for 
multi-beam Doppler radars in the presence of aspect-
sensitive scatter because of its variable nature, and the 
relatively broad beams of most real-world radars. In the 
application of the VR83 technique, Doppler Na lidars 
may have a real practical advantage in good seeing con-
ditions because of their narrow beam widths, and strong 
returns from the 80 to 100 km height region.
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This paper presents an analysis of the momentum fluxes derived using multi-beam

data from the Buckland Park MF radar. In addition, it characterizes the performance of

the momentum flux estimation technique for a variety of different radar configurations

that were associated with the data collection. This work is based on the thesis of Spargo

[2016], although a number of revisions were made to that work during the author’s PhD

candidature (the literature review, discussion and the content of Sect. 4.3) prior to

publishing it in this paper.
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Abstract. Mesospheric gravity wave (GW) momentum flux
estimates using data from multibeam Buckland Park MF
radar (34.6◦ S, 138.5◦ E) experiments (conducted from July
1997 to June 1998) are presented. On transmission, five
Doppler beams were symmetrically steered about the zenith
(one zenith beam and four off-zenith beams in the cardinal
directions). The received beams were analysed with hybrid
Doppler interferometry (HDI) (Holdsworth and Reid, 1998),
principally to determine the radial velocities of the effective
scattering centres illuminated by the radar. The methodol-
ogy of Thorsen et al. (1997), later re-introduced by Hock-
ing (2005) and since extensively applied to meteor radar re-
turns, was used to estimate components of Reynolds stress
due to propagating GWs and/or turbulence in the radar res-
olution volume. Physically reasonable momentum flux es-
timates are derived from the Reynolds stress components,
which are also verified using a simple radar model incorpo-
rating GW-induced wind perturbations. On the basis of these
results, we recommend the intercomparison of momentum
flux estimates between co-located meteor radars and vertical-
beam interferometric MF radars. It is envisaged that such in-
tercomparisons will assist with the clarification of recent con-
cerns (e.g. Vincent et al., 2010) of the accuracy of the meteor
radar technique.

Keywords. Meteorology and atmospheric dynamics (waves
and tides; instruments and techniques) – radio science (re-
mote sensing)

1 Introduction

There has recently been particular interest in the use of
specular returns from all-sky interferometric meteor radar
to measure the gravity wave (GW)-driven vertical fluxes
of horizontal momentum (herein momentum fluxes) in the
mesosphere–lower thermosphere/ionosphere (MLT/I; ∼ 80–
100 km altitude) (e.g. Antonita et al., 2008; Clemesha and
Batista, 2008; Beldon and Mitchell, 2009, 2010; Clemesha
et al., 2009; Fritts et al., 2010a, b, 2012a, b; Vincent et al.,
2010; Placke et al., 2011a, b, 2014, 2015; Andrioli et al.,
2013a, b, 2015; Liu et al., 2013; de Wit et al., 2014b, a, 2016;
Matsumoto et al., 2016; Riggin et al., 2016). This has largely
arisen from a need to obtain improved spatial coverage in
the parameterization of GWs and their associated momentum
transport in climate models of the whole atmosphere (e.g.
Kim et al., 2003; Ern et al., 2011), and the suggestion (Hock-
ing, 2005) that such measurements can be made accurately in
the MLT/I (with integration times of the order of 2 months)
using relatively low-cost commercial meteor radar systems.
Nevertheless, there are concerns over the accuracy and pre-
cision of the momentum flux estimates from this technique
(e.g. Vincent et al., 2010). In this paper, a previously estab-
lished technique which makes use of partial reflections from
the mesosphere at medium frequency (MF) is re-visited and
contrasted with the meteor technique. Our aim in doing this
has been to determine if interferometric MF radars, in par-
ticular those which have a small antenna aperture and only
transmit a vertical beam, are viable candidates for verifying
momentum flux estimates from meteor radars.

Direct measurements of momentum fluxes in the MLT/I
were pioneered by Vincent and Reid (1983), in a study that
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utilized partial reflection returns from the Buckland Park
MF radar (34.6◦ S, 138.5◦ E). Their experiment consisted of
transmitting a broad, vertically directed beam, and applying
Doppler beam steering (DBS) (Woodman and Guillen, 1974)
to narrower, fixed receive beams, offset from the zenith in
the cardinal (initially east and west) directions (herein re-
ferred to as a “complementary” beam arrangement). The mo-
mentum fluxes were then estimated from the difference in
the beams’ mean square radial velocities. Similar approaches
have since been applied to the same system (e.g. Fritts and
Vincent, 1987; Reid and Vincent, 1987; Murphy and Vin-
cent, 1993, 1998) and to other high-frequency (HF) and very
high-frequency (VHF) radars at various sites (e.g. Fukao
et al., 1988; Reid et al., 1988; Fritts and Yuan, 1989; Fritts
et al., 1990, 1992; Sato, 1990, 1993, 1994; Tsuda et al.,
1990; Wang and Fritts, 1990, 1991; Hitchman et al., 1992;
Nakamura et al., 1993; Murayama et al., 1994; Placke et al.,
2014, 2015; Riggin et al., 2016). It was obvious in some
of these studies, especially those involving radars with rel-
atively broad (& 3◦) transmit and receive beams, that the
aspect sensitivity (or Bragg anisotropy; Muschinski et al.,
2005) of the partially reflecting scatterers illuminated by the
transmit beam needed to be measured and/or accounted for,
or else the apparent receive beam zenith angles would over-
estimate the true values (see, e.g., Reid and Vincent (1987);
Murphy and Vincent (1993) for two such approaches).

Thorsen et al. (1997) introduced an extension of the Vin-
cent and Reid (1983) approach for radars with an interfero-
metric capability, which accounted for the “brightness dis-
tribution” (the normalized angular and Doppler-frequency
power spectral density; see, e.g., Woodman, 1997) in the
radar receive beam(s). The authors applied this approach to
a broad, vertically transmitted MF radar beam and relied on
geophysical variability in the brightness distribution to ob-
tain a sufficient number of radial velocity–pointing direction
pairs to solve for the mean winds and wind covariances. An
important assumption they made was that the “true” mea-
sured fluctuations in the weighted angle of arrival exceeded
those due to statistical estimation errors. Despite the appar-
ent validity of this assumption for the radar utilized, and
the retrieval of momentum fluxes that appeared to be physi-
cally reasonable, no such studies incorporating interferomet-
ric radar techniques at MF have since been published.

Hocking (2005) later demonstrated the application of the
Thorsen et al. (1997) technique to returns from specular me-
teor echoes, for estimation of momentum fluxes. There have
been a number of concerns raised over the accuracy and pre-
cision of the estimates that have since been reported. Those
concerns of relevance to this paper, which are related only to
the wind field and scatterer location characteristics (and are
valid for both the meteor and partial reflection approaches),
may be summarized as follows:

1. The assumption of statistical stationarity of the wind
and wave field over the volume spanned by the scatter-

ers. As discussed by Reid (1987), this assumption is in-
dependent of the beam configuration (or brightness dis-
tribution) used to sample the wind field. Additionally, if
the beam configuration is anything other than comple-
mentary, the momentum flux estimates will only con-
verge to the true value for horizontal wave scales much
larger than the beam separation.

This is clearly more problematic for meteor observa-
tions, where angle-of-arrival (i.e. the “effective receive
beams” of the radar) distributions peak at large off-
zenith angles (typically 40–50◦) and are often asym-
metric in azimuth for integration times less than a few
hours. An example of an approach to alleviate the for-
mer effect can be found in the design of the SAAMER
and DrAAMER systems (Fritts et al., 2010b, 2012b),
in which a larger transmitting aperture was used to in-
crease the signal-to-noise (SNR) of returns (and hence
number of detections) at small zenith angles. While re-
ducing the total number of detections, such an approach
also has the advantage of increasing the relative con-
tribution of the perturbation component of the vertical
wind to the radial velocity, as well as reducing errors in
meteor height estimates.

2. The required integration time for statistical significance
of the estimates. Kudeki and Franke (1998) showed that,
for a perfect dual-beam “anemometer”, at least 16 days
of integration is required to reliably estimate a momen-
tum flux in the stratosphere, if one assumes that the flux
represents a fraction of around 1 % of the mean hori-
zontal and vertical variance. Accounting for the effects
of measurement noise and finite spatial correlation of
the wind fluctuations (as would be relevant in the case
of using a radar sampling multiple, separated volumes),
Thorsen et al. (2000) came to a similar conclusion. Also,
in their modelling assessment of the meteor technique,
Vincent et al. (2010) argued that integration times of
over 1 month are necessary for accurate momentum flux
estimation, in approximate agreement with the findings
of Kudeki and Franke (1998) and Thorsen et al. (2000)
for the dual-beam technique.

A contrary argument was put forward by Fritts et al.
(2012a). They independently assessed the meteor tech-
nique, and argued that the large-amplitude monochro-
matic gravity waves often observed in the MLT/I region
would result in stronger correlations between compo-
nent velocity fluctuations (i.e. larger ratios of momen-
tum flux to mean variance) than Kudeki and Franke
(1998) assumed, and that the required integration time
would be reduced from 16 days by around a factor of
20.

Additionally, Riggin et al. (2016) suggested that the
use of longer integration times may reduce the mea-
sured correlation between vertical and horizontal mo-
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tions, and hence lead to systematic underestimation of
momentum fluxes.

3. The contamination of momentum flux estimates by tem-
poral wind shear (leading to overestimation of the true
fluxes). Some authors (e.g. Fritts et al., 2010b, 2012a,
b) have opted to remove the temporal shear imposed by
tides and planetary waves by fitting these components
to the Cartesian winds, and then subtracting their radial
projection from the radial velocities prior to momentum
flux estimation. Andrioli et al. (2013a, b, 2015) also
attempted to remove the same shears by fitting them,
directly evaluating the contribution of the fitted com-
ponents to the momentum fluxes, and then subtracting
these from those estimated previously.

This paper presents the application of hybrid Doppler in-
terferometry (HDI) (Holdsworth and Reid, 1998) and the
Thorsen et al. (1997) estimator to momentum flux determi-
nation from the large-aperture Buckland Park MF radar. In
HDI, Doppler beams are created and steered in hardware, and
multiple-receiver interferometry is used on reception to form
the actual receive beams. Therefore, the paper represents the
first application of the Thorsen et al. (1997) estimator to an
MF radar with beam steering applied on transmission, as well
as on reception. The use of off-zenith transmission in HDI
allows for greater beam directivity and hence SNR in the re-
ceived off-zenith beams (for a given receiver array geome-
try). Additionally, the HDI analysis yields a radial velocity
estimate at an effective beam position (EBP) corresponding
to the peak of a fitted Gaussian brightness distribution. This
means that the aspect sensitivity in the partially reflecting
scattering surfaces is directly accounted for in the velocity
estimation.

Section 2 describes the experiment configuration utilized
on the Buckland Park MF in this study, and the array charac-
teristics at the time (transmit/receive polar diagrams and data
acceptance rate). Section 3 evaluates the ability of the radar
to determine momentum fluxes by simulating the radar’s
sampling of a model GW-perturbed wind field with a pre-
determined spatiotemporal distribution of EBPs based on
real data. Section 4 presents momentum flux estimates from
experiments conducted between July 1997 and June 1998 us-
ing the Buckland Park MF radar. Discussion and conclusions
follow.

2 HDI implementation on the Buckland
Park MF radar

The Buckland Park MF radar, located about 36 km NNW
of Adelaide, South Australia, operates at a frequency of
1.98 MHz. It consists of 89 crossed half-wave dipole anten-
nas, each aligned∼ 4◦ west of north, arranged on a rectangu-
lar grid with a circular outline of diameter ∼ 1 km. The basic

antenna spacing is 3λ
5 (∼ 91.4 m) (where λ is the radar wave-

length). A detailed description of the hardware, configurable
experiments and analyses can be found in Reid et al. (1995)
and Holdsworth and Reid (2004).

The HDI experiments presented here were conducted
across four multi-day campaigns during July, September, and
October 1997 and June 1998 (see Fig. 4 for an indication
of data availability during these periods). The radar utilized
20 channels for transmission and 16 channels for reception.
For both transmit and receive modes, each channel was con-
nected to three antennas on the array. The channels were
phased to sequentially form transmit and receive beams in
five directions: one vertical, and four at small off-zenith an-
gles in the cardinal directions. As shown in Fig. 1 (the an-
tenna configuration for June 1998), 60 antennas on the north–
south-oriented array were used for transmission, and a total
of 48 antennas on either orientation for reception. The an-
tenna configuration was varied slightly during and between
experiments, as necessitated by antenna outages.

Modelled far-field transmit and receive polar diagrams for
the Fig. 1 configuration are shown in Fig. 2. In both cases, the
signal phase has been progressed by about 48◦ per column of
the array (increasing to the right), so as to steer the beam
approximately 13◦ west of the zenith. As in the real experi-
ment, the three antennas constituting each group have been
driven with an equivalent phase, which has been evaluated
for the centroid of each group. The main lobe of the transmit
beam is approximately circular with a half-power half-width
(HPHW) of about 5.7◦. There appears to be some influence
of side/grating lobes in the opposite sector of the sky, though
given their power relative to the main lobe and their large
zenith angles, it is not expected that they will result in am-
biguous radial velocities. The receive polar diagram (which
is used for beam synthesis in HDI) is slightly wider, with a
half-width of around 10◦. There are side/grating lobe influ-
ences in the opposite sector of the sky, though again these are
not expected to be of major concern.

The sampled range gates encompassed the height range
50–102 km (daytime) and 74–102 km (overnight), in 2 km
bins. The transmit pulse’s half-power half-width (HPHW)
was 2 km. The pulse repetition frequency was fixed at 100 Hz
for daytime observations, and 20 Hz for night time, with
20 and 4 software coherent integrations applied, respec-
tively. The time series recorded for each beam contained 560
points (i.e. a record length of 112 s), and the beam direction
was changed every 2 min. The beam sequence was [vertical,
north, east, south, west], with an off-zenith angle of 12◦ used
for 1997 experiments, and 13◦ for 1998.

HDI was applied to analyse each 112 s raw data record.
Briefly, this involved the synthesis of beams in software (us-
ing the post-statistics steering method; Kudeki and Wood-
man, 1990) across an 11× 11 grid of positions centred on
the nominal transmitted beam position, bounded by the e−1

width of the receive beam in the cardinal directions. The EBP
was set to the position of the peak of a 2-D Gaussian fit-
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Figure 1. Antenna configuration used in the June 1998 HDI experiments. Each thin vertical line denotes an approximately north–south-
oriented antenna. For ease of viewing, antenna elements have not been drawn to scale. Each bold triangle indicates a group of antennas that
were connected to a given transmit or receive channel: “TR” denotes both transmit and receive, and “T” transmit only.

Table 1. Error codes for the HDI analysis.

Code Error

1 Low dynamic range, or interference rejection
2 SNR<−6 dB
3 Off-zenith beams: projected horizontal velocity> 200 ms−1

4 Power maximum too close to edge of synthesized beam directions to estimate EBP
5 Azimuth angle of EBP not within 45◦ of transmitted beam azimuth
6 Zenith angle of EBP< 0◦

7 Zenith angle of EBP> transmitted beam zenith
8 Insufficient good power estimates with synthesized beam angle to estimate EBP

ted to the distribution of signal power across this grid. The
beam was then resteered to the EBP, and power, SNR, ra-
dial velocity, and spectral width estimates were subsequently
estimated using standard Doppler analysis (Woodman and
Guillen, 1974).

An example of the EBPs determined with HDI is shown
in Fig. 3. Substantial fluctuations in the EBP relative to the
transmitted beam directions are clear, as is an effect of atmo-
spheric aspect sensitivity in the lower range gates. Further
discussion of these points is taken up in Sect. 5.

The scenarios under which the analysis failed on any given
data record are summarized in Table 1. Acceptance rates (and
hence data availability) based on these error codes for the
four conducted experiments are shown in Fig. 4. It is clear
that acceptance rates of greater than 75 % were obtained dur-
ing the day across all range gates between 76 and about
90 km. At night more than 75 % of data were rejected be-
low about 80 km; the accepted data in this region have still
been included in the analysis presented here, and so it is ac-
knowledged that the reported momentum flux estimates may
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Figure 2. Modelled transmit (left) and receive (right) polar diagrams for the antenna configurations in Fig. 1, and used for the HDI ex-
periments. Phasing has been applied to steer the beam away from the zenith; see text for details. The models were produced in EZNEC
v. 5.0.63.

Figure 3. Normalized 2-D histograms of the EBPs estimated by HDI at selected range gates for the June 1998 experiment. The thin black
circles approximately denote the half-power half-width contours of the transmitted beams (5.7◦ in all cases shown).

be biased towards the daytime values (as an aside, note that
this is a result of diurnal changes in ionospheric reflectivity
(and hence received signal SNR), rather than an artefact of
the HDI analysis). The October 1997 and June 1998 results
are also still analysed as a single experiment, despite the clear
radar outages.

3 Simulation of momentum flux estimation

A simple computer model has been created to obtain a qual-
itative assessment of the accuracy and precision of the mo-
mentum flux estimates from the five-beam Doppler, vertical
beam HDI, and meteor radar techniques. The model propa-
gates monochromatic gravity and tidal waves over the field
of view of a “radar”, which samples radial wind velocities at
positions and times corresponding to real records of the re-

spective radar techniques. The approach used has parallels to
those used in the following previous works:

1. Fritts et al. (2010a), who evaluated the abilities of a new
meteor radar on Tierra del Fuego (53.8◦ S, 67.8◦W)
to measure gravity wave momentum fluxes. The wind
fields simulated included mean winds, diurnal and
semidiurnal tides, and propagating gravity waves with
variable phase angles and time-varying amplitudes, and
the scattering locations used were based on observed
meteor distributions.

2. Fritts et al. (2012a), who employed the same tests as
Fritts et al. (2010a) on a new meteor radar on King
George Island (62.1◦ S, 58.7◦W), and three more con-
ventional meteor radars.
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Figure 4. Acceptance rate profiles for the four HDI experiments.

3. Andrioli et al. (2013a), who employed tests similar to
those in Fritts et al. (2010a) (tides with finite verti-
cal wavelengths and 2-day Rossby waves were also in-
cluded) on a meteor radar in Cachoeira Paulista (23◦ S,
14◦W).

4. Nicolls et al. (2012), who applied an approach similar to
that used in Fritts et al. (2010a) to narrow-beam fixed-
look phased array radars.

5. Vincent et al. (2010), who used a Monte Carlo-based
simulation of monochromatic gravity waves with ran-
dom phases, propagation directions and amplitudes to
assess the ability of a meteor radar to measure mean
winds and momentum fluxes.

6. Murphy (1992), who used a time-varying wind field to
simulate the effects of pointing angle variations on mo-
mentum flux extraction with an MF Doppler radar.

3.1 Simulation description

The model is based around the following workflow (where
necessary, the individual steps are described in more detail
in subsequent subsections):

1. Specify a wind field analytically.

2. Acquire an ensemble of scattering positions and times
(and add Gaussian-distributed uncertainties to a copy of
the positions).

3. Evaluate radial projections of the wind velocity at the
“correct” positions/times (measurement noise is effec-
tively added to the radial velocities due to uncertainty
in the scattering position).

4. Evaluate the momentum flux components by inverting
the fluctuating radial velocity components at the noise-
influenced positions/times.

5. Evaluate the momentum flux components by comput-
ing the covariances of the wind field at a fixed position
directly above the simulated radar.

6. Loop back to 1, and repeat for a different realization
of the wind field/different uncertainties in the scattering
positions.

7. Investigate the mean and standard deviation of the dif-
ferences between the results of 4 and 5 (herein referred
to in the text and in Figs. 6–9 as “biases”).

3.1.1 Wind field specification

The wind field in the model is comprised of a fixed “mean
flow” background velocity (with speed v0, bearing ϕ0, and no
height variation or vertical component), and a superposition
of linear waves (which can resemble gravity, Rossby, or tidal
waves). It is parameterized in space and time as the velocity
vector:

v = v0+

n−1∑

i=0
v′i sin(κi · r −ωi t) , (1)
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Scattering positions

Figure 5. A 48 h sample of scattering position data used in the
model (black: 5BD; red: VBD; blue: meteor.) See text for details.

where v0 = [v0 sinϕ0,v0 cosϕ0,0] is the fixed background
velocity, n is the number of included waves, v′i =

[Ui,Vi,Wi], κi = [ki, li,mi] and ωi are the vectors of com-
ponent wave amplitudes, wave vectors, and angular frequen-
cies respectively for the ith wave, r = [x,y,z] is the Carte-
sian position vector, and t is the time since some arbitrary
zero.

Prior to a simulation, the background wind vector, the
number of waves to include, and the horizontal perturbation
amplitude vh, propagation direction ϕ, ground-based phase
speed cp, and ground-based period T for each wave are spec-
ified. The remaining parameters in (Eq. 1) are computed us-
ing known dispersion and polarization relations (see, e.g.,
Fritts and Alexander, 2003). The radial component of the
wind field is then evaluated at a set of EBPs and times corre-
sponding to those recorded in real samples of Buckland Park
MF Doppler/VHF meteor radar measurements (see Fig. 5).
For simplicity, the wave parameters are evaluated at a fixed
height. A “flat-Earth” coordinate system is also assumed,
so that rj =

[
z tanθj sinφj , z tanθj cosφj , z

]
, where j repre-

sents the position index, and θ and φ correspond to the zenith
and azimuth angles of the scattering locations, respectively.

3.1.2 Spatiotemporal sampling configurations

The basis of all the scattering positions used in the model
is shown in Fig. 5. The scattering positions for the five-
beam Doppler (herein 5BD) technique were obtained from
the June 1998 experiment discussed in Sect. 2, from the range
gate centred on 88 km. The temporal order of the points was
preserved, in hope to best account for the effects on the beam
position of structures in electron density propagating over the
radar’s field of view.

Only data with zero error code (see Table 1) were se-
lected, and so some of the points in the resulting time se-
ries were missing. To avoid further complicating the results
of this simulation with the effects of missing data, an at-
tempt has been made to fill in these gaps and hence make
the off-vertical beam dataset “continuous” (i.e. to have the
four beams present in each 10 min steering cycle). To do this,
the nominal azimuth for each of the off-vertical beams was
firstly subtracted from the azimuth of the EBP recorded for
each beam. These “wrapped positions” were then assigned to
the four off-vertical beams in temporal order, and were “un-
wrapped” by re-adding the nominal azimuth of the beam the
position had been assigned to. The vertical beam positions
were simply assigned to subsequent 2 min records in tempo-
ral order, again removing the effect of temporal gaps.

A configuration utilizing solely vertical beam data from
the 5BD experiment (herein V5BD) was also considered in
the model. This resembles an analysis that could be applied
on systems with no (practical or otherwise) capability for
beam steering on transmission. Vertical transmission in that
experimental case was only applied for 2 min per 10 min
steering cycle, and so a 10 min analysis interval has been
used to represent it here.

A slight variation on the V5BD was also included, which
was based on data from experiments consisting of a solely
vertical transmitted beam (herein VBD). The HDI-derived
EBPs in this case were obtained from experiments run be-
tween 20 June 1997 and 15 July 1997, again from the range
gate centred on 88 km and from a beam with a half-power
half-width of 5.7◦. It should be noted that this technique only
differs from the V5BD in that in uses a sampling interval of 2
(rather than 10) min, and also obviously employs a different
sample of EBPs from a vertical beam.

A fourth simulated technique based on MF radar Doppler
returns was intended to emulate that used in older (and the
only yet reported in the literature) MF Doppler experiments
for momentum flux estimation, which did not incorporate
direct estimates of the EBP (instead they were calculated
based on aspect sensitivity estimates; see Sect. 1). In the
model, this technique uses radial velocities evaluated at the
same positions and times as those in the 5BD technique, but
the velocities are assumed to be from scatterers located at
fixed zenith angles in the appropriate Cardinal directions.
The fixed zenith angle used here was 9◦ (recall that the trans-
mitted beam was steered to a zenith of 12◦). Herein, this
technique is referred to as “conventional five-beam Doppler”
(C5BD).

Finally, a technique based on 55 MHz all-sky meteor radar
data was included. For this case, data from the Buckland Park
meteor radar recorded during May 2014 at heights between
88 and 90 km were used. The radar obtained a peak count
rate of around 60 h−1 over this height interval and period.
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Table 2. A summary of the gravity wave parameters used in the different test wind field cases. (The subscript i on a given parameter denotes
the value of the parameter for the ith wave in a specific case. R1 refers to a random number derived from a uniform probability distribution
with bounds [1,2]. The remaining quantities are defined in Sect. 3.1.1.)

Case v0 (ms−1) ϕ0 (◦) nwaves vh (ms−1) ϕ (◦) cp (ms−1)

1 30 45 1 20 55 50
2 0 – 37 [31, . . .,337] [01,52, . . .,18037] R1×[501, . . .,5037]

Table 3. Summary of different Doppler techniques referred to in this paper. See Sect. 3.1.2 for more details on each technique.

Name Abbrev. Description

Five-beam Doppler 5BD Four beams in cardinal directions+ a vertical beam
Vertical five-beam Doppler V5BD Vertical subset of beams from 5BD
Vertical beam Doppler VBD Vertical beams at 5BD’s sampling interval
Conventional five-beam Doppler C5BD Off-zenith beams from 5BD, but without EBP

information (inferred from aspect sensitivity)

3.1.3 EBP error

Errors of the form
[
εxj , εyj

]
= σ θj

[
ε1 sinφj , ε2 cosφj

]
(2)

– where εxj and εyj are the errors along the x- and y-direction
cosines respectively, ε1 and ε2 are two numbers drawn from
a Gaussian distribution with unit variance, and σ is the de-
sired standard deviation of the distribution – were added to
the direction cosines of each scattering position (where θj
and φj are the zenith and azimuth angles of the scattering
positions, respectively). A σ value of 1◦ was used to repre-
sent the meteor technique, and 1.5◦ for techniques based on
the Buckland Park MF radar (justification of these values is
provided in Spargo (2016), p. 62–63 – though it is highly
likely that the latter is an overestimate of the true value). The
wind field was evaluated at the points without the error, and
in the inversions described in the next subsection, they were
interpreted to be at locations corresponding to the positions
with the added error.

3.1.4 Estimation of the Reynolds stress components

The spatial distribution of radial velocities at this point will
contain contributions from the gravity and tidal waves spec-
ified in Eq. (1). Contributions from the latter are not de-
sired in the Reynolds stress component estimates here. To
remove them, a method similar to that devised in Andrioli
et al. (2013a) is applied; it firstly involves estimating the
“background mean” wind field by partitioning the radial ve-
locity (and corresponding EBP) data into non-oversampled
windows of width one hour. Wind velocities are estimated
using a standard least-squares formulation (e.g. Vandepeer
and Reid, 1995). The tidal wave contributions are removed
from each radial velocity by subtracting from them a time-
dependent radial projection of a least-squares fit y to wind

time series, of the form

y =

n−1∑

i=0
cos

2π
Ti
(t −8i) , (3)

where T is an n-element array of periods (in this work, [1/3,
1/2, 1, 2] days) and8 is an n-element array of phases (in this
case giving the time at which the ith component maximizes).
It should be acknowledged that Fritts et al. (2010a, b, 2012a,
b) used an “S-transform” Gaussian wavelet fit to estimate
diurnal and semidiurnal tidal components from meteor radar
time series. While this approach does allow for amplitude
and phase modulation of the tidal components in the time
series, the Andrioli et al. (2013a) approach is applied here on
the basis of the ease of its implementation.

For the 5BD, V5BD, VBD, and meteor techniques, the
wind field variance and covariance components are then cal-
culated from the residuals by the inversion technique de-
scribed in Thorsen et al. (1997) (their Eq. 15). Note that the
selection of the length of data over which this inversion is to
be applied is clearly a compromise of increasing time resolu-
tion (shorter windows) and correctly sampling longer-period
and/or larger-scale fluctuations (favouring longer windows).
The effect of the data length on the bias in the returned mo-
mentum flux component estimates is discussed in the next
sections.

To emulate the C5BD technique, momentum flux compo-
nents are calculated using the Vincent and Reid (1983) esti-
mator.

3.2 Test cases

Two different wind field “configurations” have been used
in the model; they are summarized in Table 2. The first
case considers a single gravity wave of horizontal amplitude
20 ms−1 propagating to the north-east. In this case, the hori-
zontal and vertical perturbation components are out of phase
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Figure 6. A comparison of the biases in the model covariance terms extracted from the 5BD (black) and VHF meteor radar (red) techniques,
averaged over a 48 h period, with individual bin widths (or integration times) of length 2 h, for the single wave case. The error bars show the
standard deviation in the bias determined over 200 realizations of the initial gravity wave phase/scattering position errors.

(as m∝−
√
k2+ l2, and k, l > 0) – i.e. 〈u′w′〉, 〈v′w′〉< 0.

The second case considers an ensemble of 37 smaller-
amplitude waves propagating in uniformly distributed di-
rections in the eastern sector; here only 〈u′2〉, 〈v′2〉, 〈w′2〉,

and 〈u′w′〉 will take on non-zero values, with 〈u
′2
〉

〈v′2〉
≈ 1 and

〈u′
2
〉

〈w′2〉
≈ 15. The waves will have a net propagation direction

due east, so 〈u′w′〉< 0. The two configurations are intended
to emulate the limiting cases observed in real mesospheric
wind fields: the first obviously a case in which a single well-
defined monochromatic wave dominates the spectrum, and
the second in which a spectrum of equal-amplitude waves
from an isotropic source propagate with component direc-
tions opposite to that of the background wind.

With exception to the final case discussed (Fig. 9), the sim-
ulations were performed over a sequence of gravity wave pe-
riods so as to test the sensitivity of the techniques to waves of
differing scales. A total of 200 realizations were performed
at each period in order to obtain a distribution of the mea-
sured momentum flux component biases. At the start of each
realization, the initial phases of all waves considered were
assigned a random value in the interval [0,2π). In the case
of the second configuration, the periods of each of the 37
waves in a given realization were varied by obtaining peri-
ods from the equation Ti = R2× Ti , with R2 being selected
from a uniform distribution with bounds ( 3

4 , 5
4 ). This was es-

sentially done to reduce the correlation distance of the wave
field. The phase speeds of the waves in the second configu-
ration were determined as indicated in Table 2.

In each realization, diurnal and semidiurnal tides with
fixed amplitudes of 15 and 20 ms−1 respectively were also
superposed onto the wind field. Their horizontal wavelengths
and phase speeds were adjusted to resemble those of real at-
mospheric tides (i.e. with horizontal wavelengths equal to the
ratio of the Earth’s circumference and the tidal mode num-

ber, and phase speeds such that a full cycle of a given tidal
component would be completed in the ratio of 24 h and the
tidal mode number). The spatial variability of the tides was
included so that the tide-induced bias of the momentum flux
estimates (particularly those derived from the meteor tech-
nique) could be inferred (it is assumed that the subtraction of
the fit in Eq. 3) will remove most of the temporal variability).

3.2.1 Single gravity wave

The biases for the 5BD and meteor technique momentum
fluxes for a wind field with a single gravity wave (Case 1),
plotted against the horizontal wavelength of the wave (for
a fixed phase speed of 50 ms−1), are shown in Fig. 6. Each
panel shows a mean value of the “true” components across
all the periods examined. Each result is the average of all 2 h
blocks in a 48 h time series, over 200 wave field realizations
and scattering position errors. The error bars shown depict
the standard deviation in the bias of the estimates across all
samples (herein, the “accuracy” of the results will be taken
to refer to the size of the mean bias, and the “precision” to
the size of the standard deviation of the bias).

On the whole, it is clear for such a wave field that both
techniques will statistically measure the sign of momentum
flux components correctly, and to a similar level of accuracy.
The 5BD generally obtains better precision, although it has
a tendency to underestimate these components, especially at
low and high horizontal wavelengths. This occurs as a result
of a failure of the technique to sample full wave cycles. It in-
dicates the requirement for continuous sampling windows (or
“integration times”) much longer than the maximum gravity
wave period under investigation, if unbiased estimates of the
covariances at those periods are sought. The obvious down-
side to this approach is the required assumption for stationar-
ity of the wave field for the duration of the sampling window
(this is more likely to be satisfied for a shorter window).
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Figure 7. A comparison of the biases in the model momentum flux
terms extracted from the 5BD technique for different integration
times (1, 2, 3, 4, 6, 8, 12, 24, and 48 h, with colours as shown in
the key), for a spectrum of waves propagating in the eastern sector
(Case 2). Average biases are shown in the upper panels, and the
standard deviations of the biases in the lower panels.

The 5BD technique also appears to obtain very low ac-
curacy and precision when the horizontal wavelength con-
sidered is such that wave period does not sufficiently ex-
ceed the time taken (10 min) for a full five-beam cycle (note
that T = λ/cp (where λ is the horizontal wavelength) and so
the wave period matches the experiment sampling time for
horizontal wavelengths of around 30 km). The fact that the
true flux is substantially underestimated at horizontal wave-
lengths shorter than this indicates an aliased sampling of the
wave field at these wavelengths.

3.2.2 Effects of different integration times

Figures 7 and 8 explore the effect of varying the integration
time, for Case 2 (which corresponds to an ensemble of waves
propagating in the eastern sector). In both of these figures,
the upper panels show the mean biases in 〈u′w′〉 and 〈v′w′〉
as a function of average horizontal wavelength of the waves
in the ensemble (200 realizations of horizontal wavelength
and initial wave phases per average horizontal wavelength),
and the lower panels show the standard deviation of the bias
in the samples used to compute those means.

Results for the 5BD technique are shown in Fig. 7. It is
clear that an underestimation of the true value of the non-zero
〈u′w′〉 occurs at large horizontal wavelengths for shorter in-
tegration times. Increasing the integration time generally re-
duces the bias, though the level of improvement diminishes
rapidly once windows much longer than the maximum grav-
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Figure 8. As per Fig. 7, but for the all-sky meteor technique.

ity wave period considered are used (note that the average
phase speed used in this case is 50 ms−1, and so the maxi-
mum average wave period shown in Fig. 7 is about 200 min).
It is also clear that there is little effect of integration time on
the precision of the results for the 5BD technique.

In contrast, results for the meteor technique in Fig. 8 have
accuracies exhibiting less dependence on integration time
(with biases only readily apparent for the 1 h window), but
whose standard deviations are highly dependent on the in-
tegration time. In fact, the best precision is obtained for the
shortest window used. It is also worth noting that the me-
teor technique’s precision is worse than the 5BD’s, and also
worsens with average horizontal wavelength of the waves
(whereas the 5BD’s improves). At present, we do not have
an explanation for either of these features.

Clearly, the selected integration time in the analysis is a
compromise between the desired accuracy and precision of
the techniques. On the basis of our desire to obtain the most
accurate possible results for the 5BD and other similar tech-
niques, 48 h windows are adopted for the analysis presented
herein.

3.2.3 Spectrum of gravity waves

Figure 9 compares the momentum flux estimate biases of the
meteor technique and the four Doppler techniques discussed
in Sect. 3.1.2. In contrast to the previous section, a “wide”
spectrum of gravity waves is used in this case, with the pe-
riods of the waves selected from a uniform distribution with
bounds (6180)min (and with the propagation direction of the
waves spanning the entire eastern sector as in Case 2). The
results from a total of 10 000 realizations (each with differ-
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ent scattering position errors, wave periods, and initial wave
phases) are shown. The first two entries in the upper-right
corner of each panel indicate the mean and standard devia-
tion of the corresponding distribution. A third statistic, given
by 1.4826×MAD, where MAD is the median absolute devi-
ation of the distribution, is also given; it corresponds approx-
imately to the standard deviation of the distribution subject
to the outlier robustness of the MAD, and if the distribution
itself were Gaussian (Rousseeuw and Croux, 1993). This has
been shown along with the “true” standard deviation, since
a few large outliers were present in some of the bias sam-
ples – especially those of the Doppler techniques. Standard
deviations greatly exceed MAD values for these cases.

The results imply that it is possible to measure momentum
flux terms of the correct sign with the V5BD and VBD tech-
niques (for a wave field with a realistic non-zero momentum
flux), albeit with less accuracy than both the 5BD and meteor
techniques and less precision than the 5BD technique. Like
the 5BD technique, both of these techniques have also shown
a tendency to underestimate the non-zero 〈u′w′〉 term in the
model.

The C5BD results show poorer precision than the VBD
(but greater than the V5BD) and are also substantially biased.
The technique overestimates the non-zero 〈u′w′〉 term and
also clearly estimates a non-zero 〈v′w′〉 term, for which the
corresponding true value in the model is very close to zero.

These modelling results have shown, at least qualitatively,
the pleasing result that the momentum flux estimation and
tide removal procedures employed work to a satisfactory
level on all variations of the Doppler technique tested. We
particularly stress the finding that EBPs from the V5BD ex-
periment exhibit a spatial variability sufficient to estimate
these terms reliably. We also note again that this result in-
corporates a modelled EBP uncertainty that is likely much
larger than that in reality but that is ultimately extremely dif-
ficult to quantify (Klövekorn, 1992).

4 HDI experiment campaigns

4.1 Analysis procedure

The analysis performed here on HDI radial velocities follows
the methodology applied to Doppler data in the previous sec-
tion, making use of the 5BD, V5BD and C5BD techniques to
estimate momentum fluxes.

The C5BD technique required that pattern scale data
(derived from the full correlation analysis (FCA) Briggs,
1985) exist in the routine analysis run concurrently with the
Doppler experiments. Each of the analyses also required the
pre-determination of tidal components in the measured ve-
locities, which were projected onto the radial velocities (if
they were Cartesian components, as in the first and third
techniques) and subtracted from them prior to evaluating any
stress terms. An outline of the procedure used to determine

the mean winds and momentum flux components is given be-
low.

1. Partition the 2 min resolution data from a given cam-
paign, as well as the concurrent FCA, into non-
oversampled 2 h blocks (steps 2 to 7 pertain to each sep-
arate 2 h block).

2. Using the pattern scale and axial ratio information de-
rived from the FCA, calculate circularly averaged val-
ues of the aspect sensitivity parameter, θs (see, e.g.,
Lesicar and Hocking, 1992).

3. Calculate the altitude of each Doppler measurement
(from the recorded line-of-sight ranges) using two dif-
ferent techniques:

a. Simply assume that the zenith angle of the return is
equal to the HDI-derived EBP (θe).

b. i. Interpolate a θs value from the averaged SA-
FCA data at an altitude corresponding to the
range of the Doppler measurement (assuming
θa = θe, where θa is the transmitted beam di-
rection). The interpolant should be determined
from a block of data centred on the time of in-
terest, with a block width of the order of a few
days. In this study, a block length of 14 days has
been used, given the high variance observed in
θs on short timescales.

ii. Use the interpolant to calculate an FCA-derived
θe.

iii. Use the acquired θe to calculate the “true” alti-
tude of the Doppler measurement from its orig-
inal range.

4. Using the two sets of altitudes calculated in Step 3, par-
tition each block into 2 km width bins, with the low-
est bin starting at 70 km and the highest at 96 km. For
brevity, call the set of bins pertaining to those mea-
surements with altitudes derived from the HDI-based θe
“A”, and those from the second method “B”.

5. By applying the inversion of Vandepeer and Reid (1995)
on A, estimate the mean horizontal and vertical winds.
Scale the system of equations with the radial veloc-
ity variances evaluated using the equation (Doviak and
Zrnić, 1993):

var (Vr)=
λ2

4nδ2

[
σvn

4
√
π
+ 2σ 2

vn

N

S
+

1
12

(
N

S

)2
]
, (4)

where δ is the time gap between subsequent samples,
n is the number of pulses per coherent integration, σv
is the spectral (or velocity distribution) width, N

S
is the

inverse of the calculated SNR, and σvn = 2σvδ
λ

. If fewer
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Figure 9. Normalized histograms showing the biases in the wind field covariance components, evaluated using the 5BD (black), V5BD
(grey), VBD (blue), meteor (orange), and C5BD (red) techniques. The biases’ mean, standard deviation, and standard deviation evaluated
from the samples’ median absolute deviation (see text for details) are also indicated in sequential order in three-element arrays for each
technique in the upper-right corner of the plots.

than 10 measurements exist across all available beams,
consider the wind estimate for this block as “missing”.
If calculating winds based on a single beam (e.g. the
vertical beam), only compute this if at least three mea-
surements exist. Refer to these velocity estimates as
〈vA〉.

6. Evaluate mean radial velocities for each nominal beam
direction in B. Remove points more than 3 standard de-
viations from the means, and recalculate the means. Re-
fer to them as 〈VradBi 〉 (for the ith beam direction). If
there are fewer than two points in a given beam, con-
sider this measurement as “missing” and do not perform
any further analysis on it.

7. Estimate mean horizontal and vertical winds from B,
using data from pairs of off-zenith beams of opposite
azimuths. Adjust θa only for the local value of θs (i.e.
do not apply any correction to the apparent azimuthal
angle). Refer to the wind estimates as 〈vB〉.

8. Re-partition the 2 min resolution Doppler and FCA data
into 48 h blocks, with the centre of each block displaced
by 6 h from the adjacent one (the remaining steps per-
tain to each separate 48 h block).

9. Perform a least-squares fit for (Cartesian)
tidal/planetary wave components in vA. The fit
should be performed over a window encompassing data
in the vicinity of the block currently being analysed. In
this study, a window width of 4 days (centred on the
current block) was used.

10. Subtract a radial projection of the fitted components
from the individual radial velocity records in A.

11. Estimate the variance and covariance components from
the residuals using the Thorsen et al. (1997) inversion.
Again, scale the system of equations with the radial ve-
locity variances.

12. Repeat steps 9 and 10 for the mean radial velocity time
series 〈VradBi 〉.

13. Simultaneously solve for 〈u′w′〉 and 〈v′w′〉 using the
Vincent and Reid (1983) estimator.

4.2 Momentum fluxes

Unweighted average profiles of the momentum flux compo-
nents for the four campaigns and the three Doppler tech-
niques are shown in Figs. 10 and 11. The results shown have
been evaluated at 2 km resolution, from 76 to 94 km. The
uncertainties shown correspond to the standard error in the
mean at each height evaluated over each campaign.

In general, the 5BD and C5BD results show the best level
of agreement, with especially good agreement at heights
where acceptance rates are high. A noteworthy result is the
very similar vertical structure from the three techniques’
measurements of 〈u′w′〉 during the June 1998 campaign
around 80–90 km. While the V5BD results do show large
departures from the those of the other two techniques, it is
encouraging to see some level of qualitative agreement. We
again stress the point that no transmission beam steering has
been used to acquire the V5BD results.

As an aside, the better agreement between the 5BD and
C5BD techniques (relative to those from the V5BD) also
lends support to the simulation results presented in Fig. 9.
However, there does not appear to be substantial qualitative
evidence that the C5BD technique systematically overesti-
mates the covariance components, as the results in Fig. 9 pre-
dict.
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Figure 10. Vertical profiles of the momentum flux components
obtained from the July 1997 (upper panels) and September 1997
(lower panels) campaigns. The error bars shown correspond to the
standard error in the mean of the samples at each height.

4.3 Body forces and Coriolis torques

In an attempt to verify the validity of these experimental re-
sults, we (following the approaches of, e.g., Placke et al.,
2015 and Reid and Vincent, 1987) have computed the body
forces arising from the vertical divergence of the density-
weighted wind field covariance, and have compared them
to the Coriolis torque due to the perpendicular mean wind.
These quantities should be equal when zonally averaged.
Mathematically, the relation is expressed as

〈Fx〉 = −
1
ρ

∂
(
ρ〈u′w′〉

)

∂z
= f 〈v〉, (5)

where ρ is the atmospheric density and f is the Coriolis pa-
rameter. Preliminary calculations of these quantities for the
four campaigns are shown in Figs. 12 and 13. The densities
used were derived from the NRLMSISE-00 model for Buck-
land Park’s location, evaluated at a time resolution of 1 day
for an entire year and height resolution of 2 km (with a corre-
sponding density extracted for each height and time spanned
by the radar data). Following Reid and Vincent (1987), a
function has been fitted to the density-weighted covariance
profiles so as to reduce the effects of measurement noise on
their derivatives. A quartic polynomial was used here, and
was found to adequately replicate most of the major features
in the profiles. It also led to smaller least-squares residuals
than lower-order polynomials, and lacked the spurious “edge

Figure 11. As per Fig. 10, for the October 1997 (upper panels) and
June 1998 (lower panels) campaigns.

effects” associated with higher orders. The fit was weighted
by the inverse square standard error of the individual covari-
ance estimates.

The body force uncertainty σbf (expressed in the error bars
on the profiles of Figs. 12 and 13) was evaluated via the equa-
tion

σbf =
√
gTRg, (6)

where R is the covariance matrix of the least-squares fit pa-
rameters (e.g. Tellinghuisen, 2001; Markwardt, 2009), gi =
∂
∂αi

(
dF
dz

)
, where F is the analytical form of the fitted func-

tion and αi are the fit parameters, and T is the transpose op-
erator. It was assumed that the NRLMSISE-00-derived den-
sities had zero uncertainty.

The vertical structures of the mean inferred body forces
and Coriolis torques show few similarities, in both the zonal
and meridional planes. Some of these discrepancies may be
explained by noting that the relation between the two quan-
tities is only valid for a zonal average. Additionally, the re-
sults presented here are centred on the winter months; during
this time, planetary waves can propagate into the MLT/I, and
may both contribute to the body force and change the “local”
mean wind in such a way as to filter gravity waves from the
wave spectrum (Andrews et al., 1987). Only the body force
contributions from gravity waves have been considered here.

Nevertheless, the inferred body forces are generally large
enough to balance the Coriolis torque due to the orthogonal
wind. Their senses are also consistent with what is expected:
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Figure 12. Vertical profiles of the zonal and meridional body forces
(determined by three independent techniques) and corresponding
accelerations due to Coriolis torques, obtained from the July 1997
(upper panels) and September 1997 (lower panels) campaigns.

for example, in the July 1997 and June 1998 cases, the body
forces are predominantly westward in the heights of the high-
est acceptance rates. This is consistent with a deceleration of
eastward MLT/I winds during winter.

Other studies of the same intercomparisons have had
mixed conclusions, which is not surprising given that good
local agreement between the quantities is not necessarily ex-
pected. Reid and Vincent (1987) compare Coriolis torques
and inferred body forces using measurements derived from
the Buckland Park MF radar, essentially encompassing all
seasons and, as in this study, having measurements taken as
part of dedicated campaigns lasting several days. They noted
that the zonal body force was usually of the correct sense
to balance the Coriolis torque due to the meridional wind,
though the agreement varied from excellent (e.g. May 1982,
their Fig. 12h) to poor (e.g. July 1982, their Fig. 12j). Hall
et al. (1992) used 17 days of measurements from the Saska-
toon MF radar (summer, 1989) to perform a similar compari-
son, and found good agreement between the zonal body force
and meridional torque, but poor agreement in the orthogo-
nal plane. Frame et al. (2000) also considered this intercom-
parison, using 1 month of data from the Buckland Park and
Christchurch (New Zealand) MF radars (May 1992). They
obtained good agreement between the gravity-wave-driven
body forces and Coriolis torques in the zonal and meridional
directions at Christchurch but inconsistent results at Buck-
land Park. In a more recent study employing DBS on the

Figure 13. As per Fig. 12, for the October 1997 (upper panels) and
June 1998 (lower panels) campaigns.

Saura MF radar, Placke et al. (2015) note good agreement
between body forces and Coriolis torques during summer in
the MLT/I, but not during winter (as done here, attributing
the winter result to planetary wave contributions to the mo-
mentum flux).

5 Discussion and conclusions

This study has suggested, through the use of both synthesized
and real observations, that vertical beam MF radars can mea-
sure momentum fluxes in the MLT/I to an acceptable degree
of accuracy and precision. This implies that the EBP distri-
bution brought about by refractive index irregularities prop-
agating through a fixed vertical beam volume should contain
a sufficient spread of radial velocity–pointing direction pairs
to solve for the wind field covariances. In particular, we be-
lieve this sheds new light on the Thorsen et al. (1997) study,
which attempted to make the same assessment through the
use of the small-aperture interferometric Urbana MF radar
(which transmitted a solely vertical beam). We speculate that
the main reason this study has not been followed up is be-
cause of the lack of confidence in the community around
making momentum flux estimations without steering narrow
beams about the zenith, as done in the original studies begin-
ning with Vincent and Reid (1983) (the C5BD in the present
paper). We have compared these two approaches in this pa-
per, and have largely found their results to be consistent. It
is also clear that a substantial EBP spread occurs in the 5BD
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results for the same reason as in the VBD; however, as the
5BD-C5BD intercomparison suggests, this is of little conse-
quence, even if the received beam positions are not measured
interferometrically.

We thus conclude that vertical beam interferometric MF
radars are viable candidates to use for testing momentum flux
estimates from interferometric meteor radars, over which
there are well-known concerns regarding accuracy and preci-
sion, as discussed in Sect. 1. However, we stress that there is
more work to be done concerning the prediction of the wave
field conditions under which 5BD and V5BD-like techniques
will show large discrepancies.

This study did consider basic testing of the meteor tech-
nique as well in a simulated setting, using a synthetic GW
field consisting of a superposition of monochromatic waves,
in much the same way as in previous studies such as Vincent
et al. (2010), Fritts et al. (2012a), and Andrioli et al. (2013a).
The drawback of the present and these older studies is the
lack of realism of the simulated wave field (i.e. its finite spa-
tial correlation, and transient features) and subsequent simu-
lation of the response to this of the typically large EBP distri-
butions of the meteor technique. Placke et al. (2011a) went a
step further in this context by using a wind field output from
a mechanistic model, but ultimately did not consider a real-
istic spatiotemporal distribution of meteors in sampling that
wind field. In performing the simulations shown in Fig. 8
in the present study, we noticed that the bias standard de-
viation in the meteor technique’s covariance estimates was
highly sensitive to the spectral width of the wave field used
(i.e. the frequency spanned by the superposed waves, for a
given average horizontal wavelength). In the case of using a
wave field in which all the superposed waves had equal wave-
lengths, the bias standard deviation in both the covariance
estimates increased by a factor of around 2, relative to that
shown in Fig. 8. Clearly, the technique’s precision is highly
dependent on the correlation length of the wind field (as the
assumption in item 1 of Sect. 1 implies), and so a simulation
which incorporates this to a realistic extent, along with the
spatiotemporal sampling characteristics of a meteor radar, is
needed to more fully understand this technique’s limitations.

A potential problem with all Doppler beam-steering mea-
surements of momentum fluxes in the presence of non-
uniform volume scatter (and hence EBP distributions that
may deviate away from an idealized complementary beam
arrangement) concerns the extent to which accurate estimates
of the vertical wind velocity perturbation can be obtained. A
good contemporary review of the well-known biases inherent
in volume-scatter-derived wind measurements in the pres-
ence of correlations between refractive index fluctuations and
the underlying dynamics is provided by Fritts et al. (2012c).
This study used a numerical algorithm to compute off-zenith
backscatter from simulated Kelvin–Helmholtz instabilities in
the mesospheric region (Franke et al., 2011), and revealed
the biases in the obtained Doppler spectra as a function of
the stage of turbulence development. Simulation-based ap-

proaches like this clearly underpin future investigations of
the validity of the partial reflection Doppler techniques em-
ployed in the present paper.
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This paper presents a comparison of airglow-derived temperatures and airglow inten-

sities from two ground-based optical instruments at the Buckland Park field site and

satellite-based measurements of the same quantities. It also uses a measurement of the

height of constant density surfaces derived from meteor radar data in conjunction with

the height-resolved satellite temperatures to infer the variability in the airglow emission

height. The author of this thesis performed all the analysis and prepared all figures
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Abstract. We consider 5 years of spectrometer measure-
ments of OH(6–2) and O2(0–1) airglow emission intensi-
ties and temperatures made near Adelaide, Australia (35◦ S,
138◦ E), between September 2001 and August 2006 and
compare them with measurements of the same parameters
from at the same site using an airglow imager, with the in-
tensities of the OH(8–3) and O(1S) emissions made with a
filter photometer, and with 2 years of Aura MLS (Microwave
Limb Sounder) v3.3 temperatures and 4.5 years of TIMED
SABER (Thermosphere Ionosphere Mesosphere Energetics
and Dynamics Sounding of the Atmosphere using Broadband
Emission Radiometry) v2.0 temperatures for the same site.
We also consider whether we can recover the actual emis-
sion heights from the intercomparison of the ground-based
and satellite observations. We find a significant improvement
in the correlation between the spectrometer OH and SABER
temperatures by interpolating the latter to constant density
surfaces determined using a meteor radar.

Keywords. Atmospheric composition and structure (air-
glow and aurora)

1 Introduction

Observations of OH and O2 rotational temperatures provide
a relatively simple method of routinely measuring tempera-
tures in the atmosphere at altitudes near 87 and 94 km, re-
spectively, at night. The OH emission in particular has been
extensively studied using ground-based instruments (e.g. Se-

menov et al., 2013) and using satellite-based instruments
(e.g. Xu et al., 2010, 2012) and has been modelled in some
detail (e.g. Grygalashvyly et al., 2014; Sonnemann et al.,
2015). There are rather more ground-based observational
sites in the Northern Hemisphere (NH) than the Southern
Hemisphere (SH). For example, Semenov et al. (2013) sum-
marise 27 NH and 9 SH sites, which includes some historical
locations. Reisin et al. (2014) summarise contemporary sites
in the Network for the Detection of Mesospheric Change
(NDMC) and include 13 NH and 6 SH sites. The addition
of a new ground-based 5-year OH(6–2) and O2(0–1) rota-
tional temperature data set from another SH site is therefore
useful.

Routine observations of OH(6–2) and O2(0–1) rotational
temperatures began in 2001 at the Buckland Park (BP) field
site located near Adelaide (35◦ S, 138◦ E), Australia, using
a Czerny–Turner spectrometer, although some limited mea-
surements of the OH(6–2) emission were made earlier using
a similar instrument, prior to it being relocated to Antarctica
(Hobbs et al., 1996). Detailed descriptions of the system used
in the present study, its automated mode of operations, and
its data acquisition facilities have been reported by Sivjee and
Shen (1997).

In this paper, we describe the results from the spectrom-
eter for the 5-year period from September 2001 until Au-
gust 2006, when it ceased operation. We compare the spec-
trometer OH(6–2) and O2(0–1) temperatures and emission
intensity results with OH(8–3) and O(1S) emission intensi-
ties from a three-field photometer (3FP) (see, e.g., Reid et

Published by Copernicus Publications on behalf of the European Geosciences Union.
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al., 2014) that has operated at the site since 1995 and with
OH(6–2) and O2(0–1) temperatures and emission intensities
from an imager with a temperature capability that has been
operated at the site since 2001 (see, e.g., Hecht et al., 1997)
by Aerospace Corporation. We also compare the spectrome-
ter results with v3.3 temperatures from the Microwave Limb
Sounder (MLS) instrument on the Aura satellite for the pe-
riod between 8 August 2004 and 1 August 2006 and with
v2.0 temperatures from the Sounding of the Atmosphere us-
ing Broadband Emission Radiometry (SABER) instrument
on board the Thermosphere Ionosphere Mesosphere Ener-
getics and Dynamics (TIMED) satellite for the period be-
tween 26 January 2002 and 1 August 2006. The MLS data
were quality-screened according to criteria recommended
by Livesey et al. (2011). In this study, we assume that the
OH(6–2) and O2(0–1) rotational level populations are in lo-
cal thermodynamic equilibrium, which seems a fair assump-
tion based on the agreement with other techniques, but we do
note the work of Noll et al. (2016), which indicates that some
care may be required in the interpretation of high-altitude OH
rotational temperature results for high and even v′.

A detailed interpretation of ground-based passive airglow
observations is often limited by the lack of information about
the actual emission height, which may change with time
of day and time of year. Younger et al. (2015) have de-
scribed a new technique for determining the height of a con-
stant density surface at altitudes of 78–85 km using meteor
radar data. In this work, we compare 1 year of spectrome-
ter OH(6–2) and SABER temperatures using the assumption
that the OH(6–2) emission height follows a constant density
surface using meteor-radar-derived neutral density measure-
ments. This allows us to gain a better understanding of this
aspect of our observations and significantly improves the cor-
relation between the two observations.

2 Equipment

The BP field site is home to several instruments for inves-
tigating the atmosphere. In addition to the Czerny–Turner
spectrometer and meteor radar, which we describe below,
the instruments of most interest to this work are the 3FP
and the Aerospace Imager. The 3FP has been described by
Woithe (2000), Ding et al. (2004), Reid and Woithe (2005,
2007), and Reid et al. (2014). It measures the intensity of
the O(1S) 558 nm and OH(8–3) 730 nm airglow emission ev-
ery minute at night, during moon-free cloudless periods. The
Aerospace imager is described by Hecht et al. (1994) and
is of particular interest here because of the work of Geli-
nas et al. (2008), hereinafter G08, who describe observa-
tions made using the imager of O2(0,1) and OH(6,2) intensity
and temperatures made at BP and Alice Springs (23◦48′ S,
133◦53′ E) during the period from 2002 to 2005.

2.1 Czerny–Turner spectrometer

The spectrometer is a high-throughput, modified Czerny–
Turner spectrometer fitted with long, Fastie-type, curved
entrance slits. The detector is a 1024× 1024 Peltier and
water-cooled charge-coupled device (CCD) coupled to large
aperture f/1.2 lenses. More detail is given in Sivjee and
Shen (1997). The instrument’s wavelength and intensity re-
sponse were calibrated using a krypton reference spectrum
and a reference black body emitter. The first calibration oc-
curred in December 2000 at the commissioning, and the grat-
ing was reset on 14 December 2001 when a new calibration
was performed. This calibration was then used until the in-
strument was decommissioned due to an acquisition system
hardware failure in 2007. Before any data analysis was car-
ried out, a dark image was subtracted from a data image to
remove intensity contributions from instrument noise. Gen-
erally, the dark image was recorded once an hour during data
acquisition.

2.1.1 OH temperatures

OH temperature estimates were calculated using the standard
“ratio of lines” method from the (6–2) OH band. The J con-
stants for each OH line were obtained from Mies (1974),
the Einstein A coefficients for each OH line from Langhoff
et al. (1986), the rotational terms for each OH transition
from Coxon and Foster (1982), and the nominal centre wave-
lengths (in nm) of each transition OH line emission were ob-
tained from Greet et al. (1998).

Due to very low intensity, the P1(6) and P1(7) lines proved
too difficult to definitively characterise in general, so they
(and temperature estimates based on them) were omitted
from the process. During the analysis, it was also observed
that jitter on the P1(5) line due to sampling resolution and
low intensity was unacceptably high compared to P1(2),
P1(3), and P1(4) and that consequently temperatures calcu-
lated using P1(5) often differed wildly from the others. As a
result, the “average” OH temperature uses the temperatures
derived from the P1(2) : P1(3) and P1(2) : P1(4) ratios.

Two different methods were used to estimate the inten-
sity of the OH lines. The simplest, referred to as the “height”
method, used the peak’s maximum recorded value. The al-
ternative, dubbed the “intensity” method, used an integrated
intensity under the peak. Both methods yield similar results
although the height method may be slightly better if the spec-
trum is a little noisy. The main problem with the intensity
method is that it is hard to positively identify the integration
bounds at times due to the limited pixel resolution relative to
the peak widths, and this can lead to integration inaccuracies.

2.1.2 O2 temperatures

Unlike the OH temperatures there is no analytical method for
calculating temperatures from the O2 band. Consequently,
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one must take the recorded spectrum and compare it against
a temperature-dependent model spectrum. The temperature
which gives a model which is a best fit for the recorded spec-
trum is deemed to be the O2 temperature. In the case of the
spectrometer data, there is considerable difficulty in carrying
out this process because the shape of the O2 band emission
often differs from that of the model. This can cause the soft-
ware to converge on a local best fit which may not be accu-
rate. The practical result of this is a temperature time series
which is much noisier than that produced from the OH analy-
sis. The model spectrum used here is based on Krassovsky et
al. (1962). Both the “integrated intensity” and “peak height”
properties were used separately to compare the model and
recorded spectrum. The peak height results tended to be the
better of the two due to difficulties in identifying equivalent
integration bounds in the spectra, particularly in the presence
of noise in the recorded spectrum.

2.2 Meteor radar

The meteor radar used in this work is described by
Holdsworth et al. (2004a). It is an ATRAD meteor detec-
tion radar (MDR) and operated at Buckland Park between
16 July 2002 and 25 January 2004 before being relocated to
Darwin in northern Australia. This radar operates at a fre-
quency of 33.2 MHz, with a peak power of 7.5 kW, has one
“all-sky” transmit antenna, and uses a five-antenna interfer-
ometer on reception to detect meteor echoes in the 70 to
110 km height range. For the observations we discuss here,
typical daily height-resolvable underdense meteor counts at
BP varied between 9000 and 14 000 per day over the year,
and usable winds were determined between heights of 75 and
100 km. A 55 MHz meteor radar similar to that described by
Reid et al. (2006) commenced operation at BP at the begin-
ning of 2006, but the spectrometer ceased operation soon af-
ter, and there are limited coincident measurements from the
two instruments.

Note that we do not attempt to derive temperatures from
the meteor radar measured diffusion coefficients here, as for
example, described in Holdsworth et al. (2006), as there are
significant limitations in this approach (see Lee et al., 2013;
Younger et al., 2014). However, Lee et al. (2016) have de-
scribed a new method of estimating temperatures near the
mesopause region using meteor radar observations by cali-
brating their meteor radar against Aura MLS temperatures.
This approach looks promising and has some similarities to
the approach we describe below in Sect. 4.3.1.

2.3 Aura MLS and TIMED SABER temperatures

To further investigate our temperature results, we considered
Aura MLS and TIMED SABER observations. Two important
aspects of the satellite measurements to be considered in our
comparisons are the vertical resolution and the known bias.
The vertical resolution (the averaging kernel width) of the

MLS at 0.46 Pa is about 14–15 km, and the bias is cold by
up to 2 K (Schwartz et al., 2008). The vertical resolution of
SABER in the mesopause region is superior at about 2 km
(Remsberg et al., 2003), and this motivates our use of these
measurements in preference to the Aura MLS measurements
in Sect. 4.3.2 below.

We accepted satellite measurements within a 500 km ra-
dius of Buckland Park and a time difference for the satel-
lite and ground-based measurements of 30 min (that is, satel-
lite measurements were only used if they are preceded or
followed by a ground-based measurement within 30 min).
The latter was based on the findings of French and Mulli-
gan (2010). However, we do note that in their study, no sub-
stantial change in bias between satellite and ground-based
measurements was detected when the time difference be-
tween ground and satellite observations was varied between
15 min and 8 h.

Initially, we applied a Gaussian weighting kernel to the
satellite-derived temperatures as per empirically determined
weighting functions for the OH(6–2) (Baker and Stair, 1988)
and the O2(0–1) (McDade et al., 1998) emissions. We later
refined this approach to better determine the actual emission
heights, and this is discussed in Sect. 4 below.

3 Results

3.1 Spectrometer

Figures 1 and 2 show the temperatures and intensities
through the night and through the year for the OH and O2
emissions, respectively. Here we have used a superposed year
to reduce the noise in these images. Inspection of these fig-
ures indicates that the OH temperatures are clearly less noisy
than the O2 temperatures, and a dominant annual oscillation
(AO) is evident. The variation of the O2 is harder to deter-
mine, but upon further inspection, a semi-annual oscillation
(SAO) is discernible.

In the OH temperatures, minimum temperatures are ob-
served in summer, with a general increase in temperature be-
tween the autumnal and vernal equinoxes. During this pe-
riod, the temperatures are greatest at dawn and dusk. There
is a tendency for the temperature to be greatest at equinox,
resulting in a semi-annual variation in temperature, which
is strongest late in the night, although there is a mid-winter
maximum present as well. The OH intensity tends to be a
minimum in the middle of the night throughout the year, with
a tendency to a maximum around dusk. There is a general
brightening between day 120 and day 250, but with a 30 to
40-day periodicity also evident during this interval.

In the O2 temperatures, there is a general increase in tem-
perature at the time of the autumnal (March) equinox, with
the highest temperatures towards the end of the night at this
time. There is a similar but less dramatic increase begin-
ning around the time of the spring equinox. The O2 intensity
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Figure 1. Top: the OH(6–2) temperature plotted as a function of time of day and time of year for a superposed year. The equinoxes are
indicated by dotted lines, the solstices by dashed lines. Minimum temperatures are observed in summer, with a general increase in temperature
between the equinoxes. During this period, the temperatures are greatest at dawn and dusk. There is a tendency for the temperature to be
greatest between the autumnal equinox and the vernal equinox, with a semi-annual variation in temperature, which is strongest late in the
night, although there is a mid-winter maximum present as well. Bottom: as for top panel but for the OH(6–2) emission intensity.

shows a brightening at the equinoxes, particularly later in the
night, with the vernal equinox being the brightest part of the
year throughout the night.

To quantify the variation of the temperature and intensity
data through the night, we follow Reid et al. (2014) and di-
vide the period between 18:00 and 06:00 LT into four 3 h
blocks of data. We then analyse each 3 h data block using a
Lomb–Scargle periodogram to determine the dominant peri-
ods present. The significant periods identified in the Lomb
periodograms are then used in a harmonic analysis to de-
termine the mean amplitudes and phases of these periods
through the period of observation and to estimate the geo-
physical variation through the night. We also calculate the
Lomb–Scargle periodogram for the entire night.

This analysis indicates that OH temperatures are domi-
nated by an annual oscillation (AO), while in the O2 tem-

peratures, the semi-annual oscillation (SAO) dominates. In
the OH temperature Lomb spectra, there are also significant
peaks near the SAO and AO periods in the nightly mean,
with the SAO peak only appearing at a significant level in
the second half of the night. There is a significant peak at
the terannual oscillation (TAO) period in the first 3 h block
of the night. In the O2 temperature Lomb spectra, the nightly
mean includes significant peaks near the SAO and AO peri-
ods. There is power at the TAO and quasi-biennial oscillation
(QBO) periods, but not at a 99 % significance level. While
the QBO is not significant at the 99 % level, we note that
QBO-related variations have been repeatedly found in the
mesosphere–lower thermosphere (MLT) region in a number
of different parameters including tidal wind amplitudes (Xu
et al., 2009) and constituent abundances (Zhu et al., 2015).
We have also discussed the QBO and quasi-terannual oscilla-
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Figure 2. Top: the O2(0–1) temperature plotted as a function of time of day and time of year for a superposed year. The equinoxes are
indicated by dotted lines, the solstices by dashed lines. There is a general increase in temperature at the time of the autumnal equinox, with
the highest temperatures towards the end of the night at this time. There is a similar but less dramatic increase beginning around the time of
the spring equinox. Bottom: as for top panel but for the O2(0–1) emission intensity.

tion (QTO) previously in our analysis of long-term measure-
ments of the intensity of the O(1S) and OH(8–3) nightglow
intensity at Adelaide (Reid et al., 2014).

When the composite years for the four 3 h blocks are ex-
amined for the nightly OH variation, we see a change from a
predominately annual variation at the beginning of the night
to an annual variation with a semi-annual variation super-
posed on it. In the case of O2, the temperature variation is
generally noisy, but a semi-annual periodicity dominates and
strengthens through the night. These variations likely sug-
gest an interaction between tides and the SAO and AO. For
example, recent work by Jones Jr. et al. (2017), who used
the thermosphere–ionosphere–mesosphere electrodynamics
general circulation model (TIME-GCM) to investigate the
Thermospheric SAO in density, found that the SAO in the
concentration of atomic oxygen in the MLT is forced by non-

linear, resolved-scale variations in the advective, net tidal,
and diffusive transport of O. This is also consistent with our
analysis of the variation of the intensity of the O(1S) and
OH(8–3) nightglow through the night at Adelaide and the
local time dependence of amplitude of the SAO and AO in
those emissions (Reid et al., 2014).

Only the AO and SAO are significant at the 99 % level
through the entire night, and our results for harmonic fits
to the entire observational period for these periods are sum-
marised quantitatively in Table 1. In the OH, the SAO max-
imises in the autumn and the AO in the winter. The SAO
takes a value of 2.1 K and the AO a value of 6.6 K. In the case
of the O2 temperatures, both the SAO and AO maximise in
the autumn, with the SAO dominant at 5.1 K, about twice the
magnitude of the AO at 2.6 K. We do note here that the mean
and uncertainty in each component in the fit to the nightly

www.ann-geophys.net/35/567/2017/ Ann. Geophys., 35, 567–582, 2017

APPENDIX G. PUBLICATION: ANN. GEOPHYS., 35, 567-582, 2017 255



572 I. M. Reid et al.: Seasonal MLT-region nightglow intensities, temperatures, and emission heights

Table 1. Results of the harmonic fits to the spectrometer OH(6–2) and O2(0–1) rotational temperature time series for the entire observational
period (September 2001 until August 2006). Phase indicates the first maximum after 1 January. Amplitudes of the AO and SAO are given
both relative to the mean temperature and in Kelvin.

OH(6–2) and O2(0–1) temperatures (Sep 2001–Aug 2006)

Emission Mean (K) AO SAO

Amplitude (K) Phase (days) Amplitude (K) Phase (days)

OH (∼ 87 km) 192 K 3.44± 0.32 % 184± 4 1.10± 0.69 % 88± 7
6.60± 0.61 K 3 Jul (winter) 2.11± 1.32 K 29 Mar (autumn)

O2 (∼ 94 km) 201 K 1.27± 0.44 % 130± 22 2.51± 0.63 % 107± 5
2.56± 0.89 K 10 May (autumn) 5.05± 1.27 K 17 Apr (autumn)

mean agree with the average mean and uncertainty of the am-
plitudes and phases of those components calculated from the
vector means of their amplitudes and phases for the three 4 h
blocks. This indicates that the nightly means are representa-
tive in that the uncertainties capture the variation through the
night.

To further examine the variation of the harmonic compo-
nents through time, we applied a wavelet spectral analysis to
the time series of the 30-day average temperatures (Torrence
and Compo, 1998). The results are shown in Fig. 3 (bottom
panel; as for Fig. 3 (top panel), but for the O2(0–1) tempera-
tures). The SAO is the dominant periodicity in this times se-
ries, with more power in the AO later in the observational pe-
riod. There is power in the wavelet spectrum at the period of
the QBO, particularly after 2003, but not at a significant level
when averaged over the entire observational period. The top
panel shows the wavelet power spectrum for the OH temper-
ature, along with the time series of 30-day averaged values
and their standard deviations and the corresponding Lomb
periodogram. The time series is dominated by the AO, which
is consistent across the observational period in amplitude and
phase. The SAO is present in the second half of the observa-
tional period, and the QBO is at its centre. In the lower panel,
the O2 temperatures show a dominant SAO, with more power
in the AO later in the observational period. There is power in
the wavelet spectrum across the period of observation for the
QBO, but not at a significant level.

Figure 4 shows the results of a fit of the AO and SAO only
for the OH(6–2) and O2(0–1) temperatures and intensities.
In the case of the OH, there is general agreement in form,
with a dominant AO with maxima mid-year, that is, in win-
ter. In the case of the O2, there is stronger agreement in form,
in this case, a dominant SAO, maximising at the equinoxes.
Reid et al. (2014) considered a long series of observations of
the OH(8–3) and O(1S) intensities made at Buckland Park,
and shown on these plots are the 3FP OH(8–3) and O(1S)
intensities from their work corresponding to the same obser-
vational period. The agreement in form is good in the case
of the OH results and strong in the case of the O2(0–1) and
O(1S) results.

3.2 Satellite temperatures

Table 2 gives a summary of the spectrometer OH(6–2) and
O2(0–1) mean temperatures compared to the Aura MLS
mean temperatures using the coincidence criteria described
above. We have weighted the measurements with simple
Gaussian functions based on Baker and Stair (1988) for the
OH(6–2) emission and McDade (1998) for the O2(0–1) emis-
sion. We have also weighted the spectrometer OH results
with the SABER 1.6 and 2.0 µm OH volume emission rates
(VERs). The uncertainty in the mean in this table corre-
sponds to the standard deviations of the samples.

3.2.1 Aura MLS v3.3 temperatures

The MLS data have been selected according to the v3.3 sta-
tus, quality, threshold, and convergence values recommended
by the MLS Science Team (Livesey et al., 2011). The Aura
MLS mean temperatures weighted according to the estimated
OH(6–2) profile shown in Table 2 are lower than the spec-
trometer mean, with a difference of 7.5 K, but the results
agree to within the experimental error. There is generally
good agreement between the amplitudes and phases of the
AO as measured by the two instruments, but not to within
the experimental error for the SAO. We have included the
temperatures of the Aura MLS corresponding to the 0.46 Pa
level in this table, and these agree with the spectrometer ob-
servations to within the experimental error for the mean, the
AO, and the SAO. We will further discuss the significance of
this below.

The O2(0–1) mean temperature from the spectrometer is
significantly higher than those in the Aura MLS measure-
ments weighted in altitude by the estimated O2(0–1) profile
specified in McDade (1998), and it is clearly biased high.
The AO amplitudes agree to within the experimental error,
but the phases do not. The SAO amplitudes and phases agree
to within the experimental error. We do note that Aura MLS
retrievals at pressures of less than 0.1 Pa are not suitable for
scientific use. This should be noted in the comparisons of the
MLS with O2 temperatures shown in Table 2.
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Table 2. Comparison between coincident Aura MLS and TIMED SABER and spectrometer temperatures. The Aura MLS results are for
8 August 2004 to 1 August 2006 and the TIMED SABER results for 26 January 2002 to 1 August 2006. N is the number of points in each
sample. Note that the Aura MLS O2 weighting is marginal with respect to the lowest recommended pressure (0.001 hPa). See text for further
details.

Aura MLS and spectrometer temperatures 8 Aug 2004 to 1 Aug 2006

Emission Measurement Mean (K) N AO SAO

Amplitude (K) Phase (days) Amplitude (K) Phase (days)

OH (∼ 87 km) Spectrometer,
OH(6–2)

191.0± 10.0 7260 5.3± 0.2 168± 2 3.2± 0.2 83± 1

Aura MLS,
OH weighting

183.5± 8.2 159 4.6± 0.4 164± 5 3.9± 0.4 97± 3

Aura MLS, 0.46 Pa 190.4± 7.3 159 5.1± 0.4 167± 4 3.7± 0.4 87± 3

O2 (∼ 94 km) Spectrometer,
O2(0–1)

205.3± 34.0 5477 4.7± 0.7 105± 8 3.7± 0.7 109± 5

Aura MLS,
O2(0–1)

183.7± 8.3 159 4.1± 0.9 148± 13 4.5± 0.8 105± 6

TIMED SABER and spectrometer temperatures, 26 Jan 2002 to 1 Aug 2006

Emission Measurement Mean (K) N AO SAO

Amplitude (K) Phase (days) Amplitude (K) Phase (days)

OH (∼ 87 km) Spectrometer,
OH(6–2)

191.2± 10.2 27 702 6.3± 0.1 182± 1 1.6± 0.1 84± 1

TIMED SABER,
1.6 µm OH VER

192.9± 10.8 1407 8.4± 0.4 177± 3 2.3± 0.4 95± 5

TIMED SABER,
2.0 µm OH VER

193.3± 10.4 1407 7.2± 0.3 175± 3 2.3± 0.4 98± 5

O2 (∼ 94 km) Spectrometer,
O2(0–1)

204.4± 31.7 21 154 1.7± 0.4 150± 11 5.4± 0.4 102± 2

TIMED SABER,
O2(0–1)

190.5± 11.0 1373 1.2± 0.5 118± 20 2.4± 0.5 98± 5

3.2.2 TIMED SABER v2.0 temperatures

Table 2 also gives a summary of the same spectrometer tem-
peratures compared to the coincident measurements from
TIMED SABER. In contrast to the Aura MLS result, this
comparison indicates that the mean spectrometer OH(6–2)
temperatures are lower than the TIMED SABER tempera-
tures, being 1.7 and 2.1 K lower than the OH 1.6 µm and OH
2.0 µm weighted temperatures, respectively. All mean OH
temperatures agree to within the experimental uncertainty.
The SABER 1.6 and 2.0 µm AO amplitudes do not agree, but
the corresponding phases and those of the SAO amplitudes
and phases do agree. The TIMED SABER AO and SAO
results do not agree with those from the spectrometer, but
inspection of the results suggests that both instruments are
measuring the same thing and that we have underestimated
the spectrometer errors.

Like the Aura MLS temperatures, the O2(0–1) spectrome-
ter temperatures are greater than the TIMED SABER mea-
surement when weighted to similar height ranges, in this

case by 13.9 K. The spectrometer O2(0–1) mean tempera-
tures are clearly biased high, although as we see below the
AO and SAO amplitudes are very like those from the other
instruments considered here. Given the larger number of co-
incident measurements with the spectrometer and the greater
level of confidence in the TIMED SABER measurements at
upper mesospheric heights, the TIMED SABER measure-
ments have been used in preference to the Aura MLS mea-
surements to recalibrate the spectrometer O2(0–1) mean tem-
perature throughout the remainder of this paper.

4 Discussion

4.1 Temperatures

As we have noted above, there have been many ground-based
observational studies of midlatitude airglow temperatures in
the Northern Hemisphere (e.g. She and Lowe, 1998; Bittner
et al., 2002; López-González et al., 2007). Similar studies in
the Southern Hemisphere are rarer (e.g. Buriti et al., 2004).
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power spectrum

power spectrum

Figure 3. Top: the wavelet power spectrum for the OH(6–2) temperature (top) with the time series of 30-day averaged values and their
standard deviations (bottom) and the corresponding Lomb periodogram (right). The periods of the SAO, AO, and QBO are indicated by the
horizontal grey lines. The time series is dominated by the AO, which is consistent across the observational period in amplitude and phase.
The SAO is present in the second half of the observational period and the QBO at its centre. Bottom: as for top panel, but for the O2(0–1)
temperatures. The SAO is the dominant periodicity in this times series, with more power in the AO later in the observational period. There is
power in the wavelet spectrum at the period of the QBO, particularly after 2003, but not at a significant level when averaged over the entire
observational period.

The most important of these for the present work is that of
G08, which used coincident data from the Aerospace Buck-
land Park airglow imager. Table 3 summarises the OH(6–
2) temperature results from the present study, along with
those from G08, who also include corresponding results from
the TIME-GCM (Roble and Ridley, 1994). For this table,
the periods of BP spectrometer observation times have been
matched to those of G08. There is generally good agreement
between these measurements, but not always to within the
experimental uncertainties. However, we can summarise the
results by saying that the mean temperature is in the range of
188 to 192 K with a mean of 190 K, the AO is consistently
about 3 times larger than the SAO and maximises in winter,
and the SAO takes its first maximum in autumn.

Table 3 also summarises the O2(0–1) temperature results
and again compares these with G08 and the TIME-CGM.
Again, we note that the mean from the present study is biased

high, with a value 14.6 K greater than that of G08. However,
the amplitudes of the AO and SAO agree to within their ex-
perimental uncertainties. The SAO is about twice the mag-
nitude of the AO in the case of the experimental results,
whereas the TIME-GCM has an AO a little larger than the
SAO. The SAO phases are generally consistent, taking the
first maxima in autumn, while the AO results for this study
differ from the G08 and TIME-GCM results in taking their
first maximum in autumn rather than in winter. We have al-
ready noted the noisy nature of our O2(0–1) temperature re-
sults, and it may be that we have underestimated the uncer-
tainties in our measurements in this case. Table 3 also in-
cludes MLT temperature results from the Wind Imaging In-
terferometer (WINDII) instrument on the Upper Atmosphere
Research Satellite (UARS) (Shepherd et al., 2004), to which
G08 also refer, and these are in general agreement with the
ground-based observations.
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Table 3. OH and O2 results from the current study compared with other observations and the TIME-GCM. The time interval for the current
results was selected to match that for G08. See text for details.

Annual and semi-annual oscillation for OH emission temperatures

OH temperature Mean (K) AO SAO

Amplitude (K) Phase (days) Amplitude (K) Phase (days)

OH(6–2) 192 6.7± 0.5 183± 4 2.0± 1.4 89± 10
2 Jul (winter) 30 Mar (autumn)

G08 OH(6, 2) 189.2± 0.3 10.2± 0.4 213± 2 3.0± 0.5 113± 4
G08 TIME-GCM OH(6, 2) 188.1± 0.1 9.1± 0.2 184± 1 2.6± .2 94± 2
WINDII, 87 km (35◦ S) (Shepherd et al., 2004) 192.0± 8.5 5.8± 0.3 151.1± 15.7 1.8± 1.2 118.7± 8.0
Huang et al. (2006) (SABER, 2002 to 2004) 2.4 99
Xu et al. (2007) (SABER 2002 to 2006) 195 12.5 3.0 Mid-year

Annual and semi-annual oscillation for O2 emission temperatures

O2 temperature Mean (K) AO SAO

Amplitude (K) Phase (days) Amplitude (K) Phase (days)

O2(0–1) 201 1.8± 0.5 113± 34 5.1± 1.1 103± 3
23 Apr (autumn) 13 Apr (autumn)

G08 O2(0, 1) 186.4± 0.3 2.6± 0.5 221± 10 4.7± 0.4 92± 3
G08 TIME-GCM O2(0, 1) 188.9± 0.2 3.6± 0.2 206± 4 2.2± .2 84± 3
Huang et al. (2006) (SABER, 2002 to 2004) 2.5 108
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Figure 4. Top: a comparison of AO and SAO harmonic fits to the
OH(6–2) rotational temperature and intensity from the spectrome-
ter and the corresponding OH(8–3) intensity from the 3FP for the
period 2001 to 2007. Bottom: as for top panel, but for the O2(0–1)
rotational temperature and intensity and the corresponding O(1S)
intensity from the 3FP.

Table 3 also summarises TIMED SABER results from Xu
et al. (2007) and Huang et al. (2006). Xu et al. (2007) used
TIMED SABER observations to examine long-term varia-
tions in zonal mean temperatures in the years 2002 to 2006.
Their results indicate that the mean was 195 K for 86 km at
40◦ S and that the AO maximises mid-year with a value of
12.5 K. They found the SAO was weaker in amplitude with
a value of 3 K, both results being consistent with ours. They
also found a QBO with an amplitude of 0.4 K. We do not
find a significant QBO in our OH(6–2) nightly mean tem-
peratures, which would correspond to the height of Xu et
al.’s (2007) observations near 86 km. It is significant in the
00:00 to 03:00 LT data block, however. Huang et al. (2006)
also looked at SABER observed temperatures but concen-
trated on the QBO and SAO. They found the SAO at 35◦ S to
be 2.4 K with a phase of 99 days at 87 km and 2.5 K with a
phase of 108 days at 94 km, in agreement with the results of
the present study and with the others summarised in Table 3.
More recently, Zhang et al. (2017) analysed TIMED SABER
results from January 2002 to February 2015 and provided re-
sults for the SAO at 85 km in good general agreement with
our spectrometer OH(6–2) results.

4.2 Temperature and intensity intercomparison

In the case of the OH emission shown in Fig. 4, a strong
correlation between the temperature and intensity is typical
of other studies. For example, Shepherd et al. (2007) looked
at winter results from Resolute Bay (74.7◦ N) and Espy et
al. (2007) looked at two sites in Sweden (59.5 and 57.4◦ N).
Both studies showed a strong correlation throughout the year,
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Figure 5. Examples of the comparison between the spectrometer OH temperatures and the Aura MLS temperatures. The panels on the left
show the correlation values between the spectrometer and Aura MLS temperatures for the 0.46 Pa (top) and the 0.22 Pa (bottom) retrieval
levels. The blue and red lines indicate lines of best fit made assuming all experimental errors are in the Aura MLS and the spectrometer,
respectively. The green line indicates the y = x line. The right-hand panels indicate Lomb–Scargle periodograms for the residuals between
the spectrometer and Aura MLS temperatures corresponding to the left-hand panels.

with the latter study also finding a seasonal dependence in
the level of correlation. Espy et al. (2007) suggested that this
was due to a variation in the mixing ratio of atomic oxy-
gen due to vertical motion. Smith (2012) considered temper-
ature and intensity observations of OH(6–2) made at Mill-
stone Hill (42.6◦ N, 71.5◦W), a site with a co-latitude some-
what closer to ours. He found a strong correlation, with a
marked seasonal dependence and concluded that dynamical
effects dominated photochemical effects. The correlation be-
tween the two parameters was highest during the autumn and
lowest during the summer by a factor of over 3.6. He sug-
gested that the summer minimum resulted from an increase
in mesospheric gravity wave activity during the summer, a
feature not predicted by the Mass-Spectrometer-Incoherent-
Scatter (MSIS) model (Hedin, 1991) data but clearly ob-
served by Ern et al. (2011) in High Resolution Dynam-
ics Limb Sounder (HIRDLS) and SABER measurements of
gravity wave momentum flux in the stratosphere and meso-
sphere. The OH(6–2) results from the present study are con-
sistent with Smith’s (2012) results. We also note that the
OH(8–3) results show a very similar form to the OH(6–2)
results.

In the case of the O2(0–1) emission, we see a strong cor-
relation between the temperature and the intensity and with
the OI 558 nm emission intensity. Reid et al. (2014) have also
noted that at Adelaide there is a striking correspondence be-

tween the O2(0–1) temperature maximum, the time of great-
est O(1S) brightness (Reid and Woithe, 2007), and the time
of the maximum meridional wind, which would correspond
to the downward phase of the diurnal tide at equinox later
in the night. This is consistent with the transport of atomic
oxygen down into the MLT region and the brightening of the
O(1S) and OH(8–3) airglow late in the night as observed at
the autumnal equinox.

4.3 Determination of the OH emission height

Thus far we have assumed that the OH emission occurred at
a fixed and known geometrical height. In the next two sec-
tions, we consider whether we can improve on this assump-
tion, firstly by looking for the height of the minimum residual
between the spectrometer and the satellite temperatures for
different satellite pressure heights and then by interpolating
the SABER temperatures to a fixed density surface derived
from meteor radar observations.

4.3.1 Comparison of spectrometer OH and Aura MLS
temperatures at different Aura MLS constant
pressure levels

The simplest Gaussian averaging kernel we have applied to
the satellite data assumes that the OH layer is at a fixed
altitude. However, when we use the assumption of a fixed
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height for the OH emission and plot the residual temper-
ature (ground-based – satellite), we find that the residu-
als for the Gaussian-weighted satellite data show a sea-
sonal behaviour, suggesting that the mean emission height is
changing throughout the year. When we examine the Lomb–
Scargle periodograms of the residuals for temperatures at a
series of constant pressure surfaces derived from the Aura
MLS observations using the same conditions for coincidence
as described earlier, we find that the residual minimises for
MLS temperature estimates at the native retrieval level of
0.46 Pa (∼ 83.3 km), with a correlation value of r = 0.58.
This is shown in Fig. 5. This figure also shows the results
for the 0.22 Pa (∼ 87.6 km) retrieval level. The long period
components (TAO, SAO, AO) of the residual are larger at
this level, but the correlation is better at r = 0.63. All the
peaks in both residuals are below the 99 % significance level,
but given the width of the emission layer, this approach is
not likely to be a good predictor of the retrieval level of best
agreement. We should note here that in the height range of
70–90 km there are only four or five retrieval levels, and in
the present study, it is not clear that we can distinguish be-
tween results at the 0.22 and 0.46 Pa retrieval levels.

We have included the 0.46 Pa result in Table 2 for the pe-
riod between 8 August 2004 and 1 August 2006 as an ex-
ample. The 0.46 Pa Aura MLS and spectrometer OH(6–2)
results agree quite closely, with the mean of the former be-
ing 1.4 K lower than the latter. This difference is consistent
with the bias reported for MLS (see Livesey et al., 2011).
We note that there is arguably better agreement between the
OH spectrometer result and the Aura MLS temperature at the
0.46 Pa retrieval level, with the AO and SAO amplitudes and
phases at the 0.46 Pa retrieval level in closer agreement with
the spectrometer results than those from the fixed weighting
function.

Irrespective of the actual level of best agreement, the be-
haviour of these residuals suggests that the OH temperatures
measured by the spectrometer are more closely associated
with the layer being tied to a constant pressure surface rather
than a fixed geometric height. This would be consistent with
the density of atomic oxygen being tied to the background
density (see, e.g., Marsh et al., 2006) and with the model re-
sults for the hydroxyl layer of Grygalashvyly et al. (2014).

4.3.2 Comparison of spectrometer OH temperatures
with SABER temperatures at
meteor-radar-derived density levels

Additional information about the OH emission heights may
be obtained by calibrating meteor radar results using Aura
MLS (or SABER) densities, as Younger et al. (2015) have
shown. They showed that a constant density surface may be
determined in the 78 to 85 km height region from vertical
profiles of meteor trail radar echo decay times. Additional
work by P. J. Younger (personal communication, 2016) indi-
cates that a second upper constant density surface between
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Figure 6. The geometric heights for 10-day average fixed density
surfaces for 14 May 2002 to 28 January 2004 determined from the
meteor radar. This diagram has been prepared using the difference
in the estimate of the geometric height of two constant density sur-
faces to calculate the density scale height, H∗. The density profile
is then interpolated between the two surfaces. Once the density or
temperature dependence of the airglow layer is known, the density
profile can be used to infer the height to which airglow temperatures
correspond.

95 and 100 km may be determined. With some assumptions,
this allows the constant density surfaces to be determined
independently of satellite measurements after “calibration”
for a particular meteor radar wavelength. While we do not
have meteor radar observations for the entire period of the
spectrometer observations, we do have coincident 33.2 MHz
meteor radar, TOH, TO2 , and SABER observations between
14 May 2002 and 28 January 2004. We now consider this
period for further intercomparison as an example of this ap-
proach.

First, we weight the SABER temperatures with a Gaus-
sian emulating the OH VER (which is centred on interpolated
heights of “fixed” density and has a full width at half mini-
mum (FWHM) of 8 km). Then we use two methods to eval-
uate the density scale height, H ∗, from which a grid of fixed
density surfaces is created. In the first approach, we evaluate
H ∗ (assuming H ∗ =H , the pressure scale height) using an
interpolated SABER temperature at the height in question,
and in the second, we estimate H ∗ directly from the slope of
the two densities at the two heights predicted by the meteor
technique. These were found to be effectively equivalent.

The meteor data used in this work were acquired before
the development of the phase calibration technique described
by Holdsworth et al. (2004b) which uses the meteor echoes
themselves to calibrate the radar. A post-statistics approach
was used to improve the phase characteristics of the meteor
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Figure 7. Two examples of the comparison between the spectrometer OH temperatures and the SABER temperatures interpolated to constant
density surfaces. The panels on the left show the correlation values between the spectrometer and SABER temperatures for two density
surfaces. The blue and red lines indicate lines of best fit made assuming that all experimental errors are in the SABER and spectrometer,
respectively. The green line indicates the y = x line. The right-hand panels indicate Lomb–Scargle periodograms for the residuals between
the spectrometer and SABER temperatures corresponding to the left-hand panels.

Table 4. Comparison between coincident TIMED SABER and spectrometer temperatures for the period 16 July 2002 to 25 January 2004
when the meteor radar data were available to calculate the neutral density. N is the number of points in each sample. See text for further
details.

TIMED SABER and spectrometer temperatures, 16 Jul 2002 to 25 Jan 2004

Emission Measurement Mean (K) N AO SAO

Amplitude (K) Phase (days) Amplitude (K) Phase (days)

OH (∼ 87 km) Spectrometer, OH(6–2) 190.4± 9.9 5,699 7.7± 0.2 186± 1 3.3± 0.2 76± 1
SABER, MDR density 190.7± 10.9 322 9.0± 0.8 186± 5 3.5± 0.9 72± 5
SABER, 1.6 µm OH VER 191.3± 10.6 279 8.5± 0.8 186± 5 2.9± 0.9 81± 7
SABER, 2.0 µm OH VER 192.4± 10.4 279 7.8± 0.8 182± 6 3.2± 0.9 86± 7

returns, but because the radar was being used in a variety of
different experimental modes during this period, it likely that
the data are not of the quality of more recent meteor radar ob-
servations, and 10-day averages were used to determine the
fixed density contours. These are shown in Fig. 6. Inspection
of this figure indicates that variations in geometrical height
of the constant density surfaces are generally less than 2 km
on this timescale.

Figure 7 shows two examples of the comparison between
the spectrometer and SABER temperatures on constant den-
sity surfaces. The density surface in the upper panels corre-
sponds exactly to the lower curve height estimates, and the
one in the lower panels corresponds to a surface interpo-

lated between the lower and upper curves. Using the log10ρ

values for the lower- and upper-curve heights predicted by
P. J. Younger (personal communication, 2016) for Tromsø
(which are −4.99± 0.07 and −6.19± 0.18 kg m−3, respec-
tively), we estimate that the log10ρ value for the surface in
the lower panels of Fig. 6 is −5.29± 0.25 kg m−3. The sum-
mary of the correlation and temperature differences for the
entire height range is shown in Fig. 8. The maximum cor-
relation obtained in the 79 to 95 km height range is about
0.84, at a mean height of just under 87 km (86.7 km). The
lowest mean discrepancy between the two data sets is also at
the same height, which is negligible (0.14 K). This represents
our best level of mean agreement and correlation obtained
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Figure 8. The correlation coefficient and the mean discrepancy be-
tween the spectrometer OH temperatures and the SABER tempera-
tures when the latter are interpolated to a series of constant density
levels. See text for further details.

between the spectrometer and SABER (and Aura, for that
matter) temperatures (including weighting with OH VER and
using measurements on fixed pressure surfaces). This means
that the airglow layer appears to track the constant density
surfaces estimated by the meteor technique more closely than
the VER and pressure surface estimates provided by SABER.

To extend the intercomparison beyond a simple correla-
tion, we harmonically analysed the OH data as we have done
above. The results are shown in Table 4. This table shows
a comparison between the spectrometer OH results for the
period of the meteor radar observations, along with the co-
incident SABER results, both for the meteor radar deter-
mined constant density surfaces (“SABER MDR”) and for
the 1.6 and 2.0 µm OH VERs. Inspection of this table sug-
gests good general agreement overall between the different
weightings, with better agreement between the spectrometer
OH and SABER MDR results for the mean temperature and
the phase of the SAO but not for the other parameters, where
either the 1.6 and 2.0 µm OH VER weightings do better. So,
while the overall correlations are improved by using a density
surface weighting, the individual results from the harmonic
fits are not necessary improved. Clearly, further intercompar-
isons using more recent meteor radar results is suggested.

It is pleasing that the mean geometric height for the OH
emission determined here (∼ 86.7 km) is consistent with the
empirically determined value of Baker and Stair (1988), and
so the conclusions we reached earlier on the long-term varia-
tion of the airglow intensity and temperature variations re-
main valid. We also note that a 16-night comparison by
Zhao et al. (2005) between the University of Illinois Na

wind and temperature lidar and the Utah State University
CEDAR Mesospheric Temperature Mapper at the summit
of Haleakalā Crater in Hawaii (20.8◦ N, 156.2◦W) found a
mean nocturnal altitude of 88.6 km with a nocturnal vari-
ability of ±3.0 km for the OH(6,2) band emission layer. Tri-
als with more recent meteor radar observations indicate that
quality density estimates are possible with a 4 h sampling
(P. J. Younger, personal communication, 2016). This strongly
suggests that a meteor radar could be used to better determine
the airglow emission height over relatively short timescales.

5 Summary and conclusions

OH(6–2) and O2(0–1) airglow emission observations show
significant annual and semi-annual oscillations in both tem-
perature and intensity. In the OH(6–2), the SAO maximises
in the autumn and the AO in the winter. The AO takes
a peak value of 6.6± 0.6 K and the SAO a peak value of
2.1± 1.3 K. In the case of the O2(0–1) temperatures, both the
SAO and AO maximise in the autumn, with the SAO domi-
nant at 5.1± 1.3 K, about twice the magnitude of the AO at
2.6± 0.9 K. The intensities show a similar variation through
the year, with that between the O2(0–1) temperatures and in-
tensities being striking. The O(1S) intensity shows a similarly
strong agreement with the O2(0–1) temperature and intensity.

OH(6–2) temperatures measured in the present work agree
well with coincident measurements, with TIME-GCM re-
sults, and with WINDII observations reported previously by
Gelinas et al. (2008). Our O2(0–1) temperatures overestimate
their mean but otherwise generally agree well with their re-
sults. Our results also agree with SABER and Aura MLS re-
sults presented previously for our location.

We used Aura MLS and TIMED SABER results to com-
pare with our spectrometer results. We find good agreement
between our OH(6–2) temperature measurements and OH
weighted Aura MLS results for the mean, AO, and SAO,
all agreeing to within the experimental uncertainty, with the
suggestion of a downward bias in the Aura MLS mean tem-
perature. We find better agreement between the techniques
when we use the Aura MLS results from the 0.46 and 0.22 Pa
retrieval levels where the residuals between the techniques
minimise and the correlation coefficients maximise.

Our spectrometer O2(0–1) mean temperature results are
biased high but agree with those from O2(0–1) weighted
Aura MLS results to within the experimental uncertainty.
The amplitude of the AO and the amplitude and phase of the
SAO agree for the two techniques, but the phases of the AO
do not. We note that we are at the limit of the validity for the
Aura MLS measurements and that our O2(0–1) observations
are quite noisy.

In the case of the SABER results, we find SABER 1.6
and 2.0 µm VER weighted temperatures and the spectrometer
OH(6–2) mean temperatures agree well over the 4.5 years of
coincident measurements, but not to within the experimental
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uncertainties. The spectrometer O2(0–1) temperatures agree
to within the experimental uncertainties with the SABER
temperatures using an O2(0–1) weighting, but the spectrome-
ter uncertainties are large and the mean temperature is clearly
an overestimate.

We used the SABER temperature results to show that the
OH airglow emission heights appear to follow meteor-radar-
derived constant density surfaces, and even at the relatively
coarse sampling resolution of 10 days, using this to calculate
the emission height significantly improves the correlation be-
tween the spectrometer OH and the SABER temperatures.
Based on more recent meteor observations, this suggests that
its application to more recent meteor radars would offer a
way of better determining the actual emission height over
time periods of 6 h or less.

Data availability. Aura MLS data are available from http://disc.sci.
gsfc.nasa.gov/Aura/data-holdings/MLS. TIMED SABER data are
available from http://saber.gats-inc.com/data.php. Buckland Park
radar and optical data are available from the University of Adelaide
upon request.
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