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#### Abstract

Many industrial and biological fluids such as cervical mucus have an underlying fibrous microstructure; fibres embedded within a ground matrix give directionally dependent, or anisotropic, material properties. These properties in turn can be critical to ensure key biological functionality. For example, changes in the fibrous reinforcement of cervical mucus during the menstrual cycle regulates the passage of spermatozoa; these rheological properties are typically investigated by attempting to stretch a thread of mucus to determine the current level of fertility.

This thesis aims to understand how the presence of fibres alters the mechanical behaviour of such materials by considering three canonical examples of thin film flows: the squeezing of a film, and the extensional flows of a sheet or a thread. The effect of fibres is incorporated via a transversely isotropic fluid stress tensor which models the suspension as a continuum with an evolving single preferred direction, alongside conservation of mass and momentum. Exploiting the small aspect ratio in each situation, we derive governing equations which we solve via analytical and numerical means. We find throughout that the behaviours of a transversely isotropic fluid are markedly different to that of a Newtonian fluid.
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## CHAPTER 1

## INTRODUCTION

Fibre-reinforced fluids arise in numerous contexts in industry and biology. Many familiar materials and fluids such as water and glass are termed isotropic, which means they have a structure that behaves the same in every direction. However, some common materials are anisotropic, meaning that their properties are different when measured in different directions. For example, wood is easier to split along the direction of the grain, rather than across the grain. This anisotropy causes them to exhibit interesting mechanical behaviours and possess unusual properties, which influence the material's ability to perform its particular function.

Two examples of anisotropic fibre-reinforced fluids are collagen gel and cervical mucus. In the context of tissue engineering, collagen gels are a common media in which cells are seeded when grown in vitro. A number of experimental studies suggest that the alignment of the fibres and distribution of stresses may influence the architecture adopted by the cells [88]. Cervical mucus possesses a fibrous reinforcement that changes orientation throughout the menstrual cycle. Around ovulation, the mucus has a lower pH , a higher concentration of water (which has the effect of lowering the viscosity of the mucus), and the fibrous reinforcement takes a more parallel alignment that allows sperm to migrate. At this point the mucus can be spun out into a thread. Conversely, during the most infertile parts of the menstrual cycle, the fibrous reinforcement does not take a parallel alignment, and the mucus does not stretch and simply breaks $[64,106]$. The ability for a fluid to be spun out
into a thread is termed the 'spinnability' or 'spinnbarkeit' of a material, and is applied to cervical mucus as a means of assessing fertility [34]. Given that the fibrous reinforcement appears to play a role in the unusual behaviour of these fluids, it is therefore of interest to study the effects of the presence of fibres within a material.

### 1.1 Models of suspensions

Early work in the modelling of the behaviour of suspensions began with studying the behaviour of individual particles suspended in Newtonian fluid. A Newtonian fluid is isotropic, and satisfies the relation

$$
\begin{equation*}
\boldsymbol{\sigma}=-p \boldsymbol{I}+2 \mu \boldsymbol{e}, \tag{1.1}
\end{equation*}
$$

where $\boldsymbol{\sigma}$ is the total stress, $p$ is the pressure, $\mu$ is the viscosity of the fluid, and $\boldsymbol{e}=$ $\frac{1}{2}\left(\nabla \boldsymbol{u}+(\nabla \boldsymbol{u})^{T}\right)$ is the rate of strain tensor, where $\boldsymbol{u}$ is the fluid velocity. Any fluid that does not satisfy this relation is known as a non-Newtonian fluid. Non-Newtonian fluids may be isotropic, such as generalised Newtonian fluids including Carreau fluids (where the viscosity depends upon the rate of shear), or anisotropic, such as transversely isotropic fluids.

Jeffrey [53], analysed the motion of a rigid, infinitely small, ellipsoidal particle suspended in an incompressible Newtonian fluid. He solved the flow field around the particle and was able to determine the orientation of the particle, using a no-slip boundary condition on the surface on the particle and imposed a far field condition requiring that the velocity field matches the bulk flow far from the particle. This work assumes that the suspension is dilute. Dilute is the term used to describe suspensions where only the fluid affects the behaviour of the suspended particle. In semi-dilute (or semi-concentrated) regimes, the interactions between the particles are restricted to being hydrodynamic, and the fluid surrounding the particles must move in the gaps between the particles [35]. Concentrated regimes refer to
suspensions where particles may interact directly and give rise to a significant increase in complexity due to the need to quantify these interactions.

The development of a general constitutive equation for the suspensions of particles of any shape in Newtonian fluids at arbitrary concentrations (but still within the bounds of being at most semi-dilute) was done by Batchelor [12, 13], who considered the suspension of rigid elongated particles suspended in Newtonian fluid, undergoing a pure straining motion in the $x$ direction in order to relax the assumption of being dilute. The orientations of the fibres were described using a probability density function. The bulk stress for a suspension of particles in a Newtonian fluid given by Batchelor [13, 25] is

$$
\begin{equation*}
\boldsymbol{\tau}=-\eta_{s} \boldsymbol{e}+\frac{1}{V} \sum_{i=1}^{n V} \int_{A_{i}}\left(\boldsymbol{\sigma}_{s} \cdot \boldsymbol{n}\right) \boldsymbol{r} \mathrm{d} A_{i} . \tag{1.2}
\end{equation*}
$$

where $\boldsymbol{\tau}$ is the macroscopic stress, $\eta_{s}$ is the viscosity of the solvent, $V$ is the volume of the suspension, $n$ is the number of fibres per unit volume, $\boldsymbol{\sigma}_{s}$, is the local total stress tensor for the solvent, $\boldsymbol{n}$ is the outward unit normal to each area element $\mathrm{d} A_{i}$ on the surface of the particle, and $\boldsymbol{r}$ is a vector from a fixed coordinate system to $\mathrm{d} A_{i}$. The assumption that a suspended particle has a much smaller diameter than its length permits the use of asymptotic techniques to simplify the equations, and was used by Batchelor [11, 13] and Hinch \& Leal [44] to study the behaviour of suspended particles.

The work of Batchelor was extended by Dinh and Armstrong [25] who constructed a model for a semi-dilute suspension of fibres. Their work focuses upon a single test fibre, replacing the matrix of surrounding fluid and fibres with a continuum. They assumed that the drag upon the fibre surface could be modelled as a force along the major axis of the particle, which leads to a model where the fibre rotates as if it were a line. In this case the fibres may attain a steady state, whereas the ellipsoidal particles in the Jeffery model exhibit periodic behaviour and do not achieve a steady state [53]. The Dinh-Armstrong
rheological equation of state for a fibre suspension is [25]

$$
\begin{equation*}
\boldsymbol{\tau}=-\eta_{s} \boldsymbol{e}\left(1+\frac{1}{48} \frac{n L^{3}}{\ln (2 h / D)}: \int \frac{\boldsymbol{P} \boldsymbol{P} \boldsymbol{P} \boldsymbol{P} \mathrm{d} \boldsymbol{P}}{(1+\boldsymbol{e}: \boldsymbol{P} \boldsymbol{P})^{3 / 2}}\right), \tag{1.3}
\end{equation*}
$$

where $L, D$ are the length and diameter of the test fibre, $h$ is the average (lateral) spacing between the fibres, and $\boldsymbol{P}$ is the orientation vector of the fibre. The key difference between the Dinh-Armstrong and Jeffrey models is that the Dinh-Armstrong model allows particles to rotate in shear flow towards an equilibrium orientation. This model has been used to model injection and compression moulding $[2,4]$.

Instead of considering a force balance on a test fibre, Folgar and Tucker [35] advanced a theory for concentrated fibre suspensions by choosing a general form for their theory that satisfied basic physical requirements such as invariance with respect to choice of co-ordinates, and then testing their theory against experiment. Common to this work, and those discussed above, is the use of distribution functions to describe the orientation of the fibres. These provide a full description of the orientations of the fibres within the suspension, however, the initial orientation distribution function is difficult to measure experimentally [59]. In an effort to overcome this difficulty, some works attempted to reconstruct the initial orientation and evolution of the fibres by performing experiment and working backwards $[24,39]$.

Later works favoured the use of tensors to describe the orientation of fibres, whose components are coefficients in a truncated expansion of the distribution function. This approach was popularised by Lipscomb, who investigated contraction flow of semi-dilute fibre suspensions [58] and Advani [1], who derived evolution equations for second and fourth order tensors to predict the orientation of fibres affected by flow. These tensors are defined to be

$$
\begin{array}{r}
a_{i j}=\int P_{i} P_{j} \psi(\boldsymbol{P}, t) \mathrm{d} \boldsymbol{P}, \\
a_{i j k l}=\int P_{i} P_{j} P_{k} P_{l} \psi(\boldsymbol{P}, t) \mathrm{d} \boldsymbol{P}, \tag{1.5}
\end{array}
$$

where $\psi$ is the orientation distribution function and $\boldsymbol{P}$ the fibre orientation. Using tensors bypasses a direct calculation of the change in $\psi$ and saves a large amount of computation [1].

Ericsson et al [33], incorporated anisotropic effects into a squeezing flow by considering a test fibre undergoing only affine motion in a similar approach to Dinh-Armstrong, with the use of tensors to describe the orientation of the fibre via the introduction of an anisotropic viscosity tensor into the stress for a Newtonian fluid

$$
\begin{equation*}
\boldsymbol{\sigma}=\boldsymbol{\eta}: \boldsymbol{e}-p \boldsymbol{I} \tag{1.6}
\end{equation*}
$$

where $\boldsymbol{\eta}$ is a fourth-rank anisotropic viscosity tensor, giving rise to a 'quasi-Newtonian' total stress tensor. The operation : is defined to be a contraction over the last two indices so that $\boldsymbol{\eta}: \boldsymbol{e}=\eta_{i j k l} e_{k l}$.

A key difficulty that must be overcome with the tensor-based approach for coupling the flow with fibre direction is that the rate of change of the orientation tensor for the fibre directions presents a closure problem as the evolution equation for a second-order tensor contains a fourth-order tensor (and so on to higher orders). At some order a closure approximation must be taken, which entails approximating a higher order tensor. There are a host of potential choices with varied advantages and disadvantages, for details see [17, 18, 103]. We now introduce our transversely isotropic model for a suspension of fibres.

### 1.2 Transversely isotropic fluids

In this thesis, we model fibre-reinforced fluids as a class of anisotropic materials that are known as 'transversely isotropic'. This class of materials is, non-Newtonian, anisotropic, and possesses a single preferred direction, which may vary both spatially and temporally. The physical properties of such materials are symmetric in all directions normal to this preferred direction. Previous applications include the construction of reinforced composites
[93], primary plant cell wall growth [29], the mechanical behaviour of collagen gels [41], the influence of extracellular matrix anisotropy and cell-matrix interaction on tissue architecture [28], suspensions of biomolecules [46, 48], and propulsion in aligned cervical mucus [23].

We start with the dimensional Stokes equations

$$
\begin{align*}
& \nabla^{*} \cdot \boldsymbol{u}^{*}=0  \tag{1.7}\\
& \nabla^{*} \cdot \boldsymbol{\sigma}^{*}=0 \tag{1.8}
\end{align*}
$$

where $\boldsymbol{u}^{*}\left(\boldsymbol{x}^{*}, t^{*}\right)$ is the velocity vector, $t^{*}$ is time, $\boldsymbol{x}^{*}$ represents the position within the co-ordinate system we choose to employ, which will be either Cartesian or cylindrical polar and will be specified in the appropriate places. Henceforth asterisks will denote dimensional variables. In order to incorporate the effects of the fibrous microstructure, we first assume the material possesses a preferred direction induced by the fibres, which is given by the unit vector $\boldsymbol{a}$, and varies with position and time. We use the transversely isotropic constitutive law for a viscous fluid proposed by Ericksen [32]. This is the most general form of a stress tensor that is linearly dependent upon the rate of strain and invariant under translation, rigid body rotation, and the transformation $\boldsymbol{a} \Rightarrow-\boldsymbol{a}$. The constitutive law for $\boldsymbol{\sigma}^{*}$ is

$$
\begin{equation*}
\sigma_{i j}^{*}=-p^{*} \delta_{i j}+2 \mu^{*} e_{i j}^{*}+\mu_{1}^{*} a_{i} a_{j}+\mu_{2}^{*} a_{i} a_{j} a_{k} a_{l} e_{k l}^{*}+2 \mu_{3}^{*}\left(a_{i} a_{l} e_{j l}^{*}+a_{j} a_{m} e_{m i}^{*}\right), \tag{1.9}
\end{equation*}
$$

where $p^{*}$ is the pressure, and $\boldsymbol{e}^{*}$ is the rate of strain tensor. The constants $\mu^{*}, \mu_{1}^{*}, \mu_{2}^{*}, \mu_{3}^{*}$, are all viscosity-like parameters, which are the familiar dynamic (shear) viscosity for a Newtonian fluid, the contributions to the stress caused by active behaviour of the suspension, and anisotropic extensional and shear viscosities respectively. The reasons for the interpretations of the key parameters $\mu_{1}^{*}, \mu_{2}^{*}, \mu_{3}^{*}$ are as follows. We note first that by setting $\mu_{1}^{*}=\mu_{2}^{*}=\mu_{3}^{*}=0$, one immediately recovers the stress tensor for an incompressible and isotropic Newtonian fluid. We observe that there is no velocity component to the $\mu_{1}^{*}$
term, indicating that the presence of fibres in the fluid generates stress in the fluid even when instantaneously at rest. This term has been interpreted as a tension acting in the fibre direction [41, 93]. In this case there exists a non-zero bulk stress in the fluid despite the fluid being at rest. Spencer interprets this as the fibres in a reinforced composite providing support to the fluid [94]. In the context of suspensions, $\mu_{1}^{*}$ has been interpreted to model the contributions to stress caused by the active behaviour of suspended particles [47].

We interpret $\mu_{2}$ and $\mu_{3}$ as the anisotropic extensional and shear viscosities respectively, which we demonstrate by considering three deformations of a $2 D$ sheet of fibres in a Cartesian plane $\left(x^{*}, y^{*}\right)[41,46,85]$, as illustrated in Figure 1.1. First we fix the fibre alignment to be parallel to the $x$-direction, so we set $\boldsymbol{a}=(1,0)$. Now, consider an extensional flow parallel to the fibres, $\boldsymbol{u}^{*}=\left(u^{*}\left(x^{*}\right), 0\right)$, as in Figure 1.1a, direct substitution of $\boldsymbol{a}, \boldsymbol{u}^{*}$ into the stress tensor immediately yields an extensional viscosity in the fibre direction of $\mu_{\|}^{*}=\mu^{*}+\frac{\left(\mu_{2}^{*}+4 \mu_{3}^{*}\right)}{2}$. Similarly, consideration of extensional flow orthogonal to the fibres given by $\boldsymbol{u}^{*}=\left(0, v^{*}\left(y^{*}\right)\right)$ as in Figure 1.1 b gives the extensional viscosity orthogonal the fibre direction, $\mu_{\perp}^{*}=\mu^{*}$. Finally, consideration of shear flow over the fibres $\boldsymbol{u}^{*}=\left(u^{*}\left(y^{*}\right), v^{*}\left(x^{*}\right)\right)$ as in Figure 1.1c yields a shear viscosity of $\mu_{s}^{*}=\mu^{*}+\mu_{3}^{*}$.

We remark that $\mu_{2}^{*}$ contributes only to $\mu_{\|}^{*}$ whilst $\mu_{3}^{*}$ distinguishes the orthogonal viscosity $\mu_{\perp}^{*}$ from the shear viscosity $\mu_{s}^{*}$. We therefore call $\mu_{2}^{*}$ the anisotropic extensional viscosity, and $\mu_{3}^{*}$ the anisotropic shear viscosity [29, 41, 46]. We must also include an equation describing the orientation of the preferred direction within the fluid, $\boldsymbol{a}$, which we discuss in the next subsection.

### 1.2.1 Evolution of the fibre direction

In order to close the model, we require a governing equation for the evolution of the preferred direction of the fluid, $\boldsymbol{a}$. We follow the derivation given in [41, 56], and give an argument based upon the kinematics of the flow. As shown in Figure 1.2, we take a fibre, $\boldsymbol{l}^{*}$, with $\left|\boldsymbol{l}^{*}\right| \ll 1$ which is advected over by velocity field $\boldsymbol{u}^{*}$ for a short time $\delta t^{*}$. Then,


Figure 1.1: A diagram of a $2 D$ sheet of fluid with fibres fixed to be aligned in the $x$ direction, undergoing deformation due to a) an extensional flow parallel to the fibres, b) an extensional flow orthogonal to the fibres, and c) a shear flow over the fibres.
the new length of the fibre, $\boldsymbol{l}^{* *}$ is given by


Figure 1.2: Advection of $\boldsymbol{u}^{*}$ over a single fibre of initial length $\boldsymbol{l}^{*}$.

$$
\begin{equation*}
\boldsymbol{l}^{* *}=\boldsymbol{l}^{*}+\underbrace{\boldsymbol{u}^{*}\left(\boldsymbol{x}^{*}+\boldsymbol{l}^{*}\right) \delta t^{*}-\boldsymbol{u}^{*}\left(\boldsymbol{x}^{*}\right) \delta t^{*}}_{\text {stretching of the fibre }} . \tag{1.10}
\end{equation*}
$$

Applying a Taylor expansion to the second term yields

$$
\begin{equation*}
\boldsymbol{l}^{\prime *}=\boldsymbol{l}^{*}+\left(\boldsymbol{l}^{*} \cdot \nabla^{*}\right) \boldsymbol{u}^{*} \delta t^{*}+\mathcal{O}\left(\boldsymbol{l}^{\boldsymbol{*}^{2}} \delta t^{*}\right), \tag{1.11}
\end{equation*}
$$

then taking the limit as $\delta t^{*} \rightarrow 0$

$$
\begin{equation*}
\frac{D \boldsymbol{l}^{*}}{D t^{*}}=\left(\boldsymbol{l}^{*} \cdot \nabla^{*}\right) \boldsymbol{u}^{*} \tag{1.12}
\end{equation*}
$$

We set $\boldsymbol{l}^{*}=s^{*} \boldsymbol{a}$, where $\boldsymbol{a}$ is the unit vector describing the direction of the fibre, and $s^{*}$ the length of the fibre under consideration. Then we may write

$$
\begin{equation*}
\frac{\partial \boldsymbol{a}}{\partial t^{*}}+\left(\boldsymbol{u}^{*} \cdot \nabla^{*}\right) \boldsymbol{a}+\frac{\dot{s}^{*}}{s^{*}} \boldsymbol{a}=\left(\boldsymbol{a} \cdot \nabla^{*}\right) \boldsymbol{u}^{*} \tag{1.13}
\end{equation*}
$$

where $\frac{\dot{s}^{*}}{s^{*}}$ is the fractional rate of extension of the fibre in the direction of the fibre. We can eliminate $\frac{s^{*}}{s^{*}}$ from (1.13) by multiplying by $\boldsymbol{a}$ and using the fact that $\boldsymbol{a}$ is a unit vector obtain

$$
\begin{equation*}
\zeta^{*}:=\frac{\dot{s^{*}}}{s^{*}}=\boldsymbol{a} \cdot\left(\left(\boldsymbol{a} \cdot \nabla^{*}\right) \boldsymbol{u}^{*}\right), \tag{1.14}
\end{equation*}
$$

so that equation (1.13) becomes

$$
\begin{equation*}
\frac{\partial \boldsymbol{a}}{\partial t^{*}}+\left(\boldsymbol{u}^{*} \cdot \nabla^{*}\right) \boldsymbol{a}+\zeta^{*} \boldsymbol{a}=\left(\boldsymbol{a} \cdot \nabla^{*}\right) \boldsymbol{u}^{*} \tag{1.15}
\end{equation*}
$$

Equation (1.15) is the required kinematic equation for the evolution of $\boldsymbol{a}$. We remark that this evolution equation corresponds to the case where the ratio of the the fibre length to thickness approaches infinity. We also note that since $\boldsymbol{a}$ is a unit vector, the model depends only upon the local alignment of the fibres and not their length.

The theory of transversely isotropic fluid flows has been used by a number of studies in other geometries to gain insight into how their behaviour is affected by a microstructure. These include the stability of a transversely isotropic fluid in a Taylor-Couette device with the aim of understanding the behaviour of suspensions of bio-molecules, as well as treating the problem of Rayleigh-Bernard convection [46, 48]. It was found in both works that transversely isotropic effects delay the onset of instabilities, primarily through the
incorporation of an anisotropic shear viscosity. In the context of modifying transversely isotropic fluid models to incorporate active swimming suspensions as [47], transversely isotropic effects are also capable of increasing the size of a developing instability, in particular where translation diffusion is neglected. Other studies have focused upon prototypical flows, to give more generic insights into fluid-fibre interactions. For example, Phan-Thien and Graham studied both the flow of a transversely isotropic fluid around a sphere [74], and the squeezing flow of a layer of fluid between two fixed plates [75] (this latter problem was studied independently by [85] for the case of a fibre-reinforced fluid without fibre extensibility).

We have now introduced the transversely isotropic stress tensor we use to describe the flow, and the coupled kinematic condition governing the evolution of the preferred direction of the fluid induced by the fibres. In this thesis, we study the behaviour of a transversely isotropic fluid in three contexts: the squeezing flow of a thin film, and the extensional flows of a thin sheet and a thread, flows which arise naturally from applications in biology and industry. By comparison with their Newtonian equivalents, we investigate the rheological changes induced by the interplay of the macroscopic flow and fibres within the material, and the resulting effects upon the mechanical behaviours the fluid.

### 1.3 Thin film flows

The fluid mechanics of thin films has been studied for over 100 years. In thin films, the flow exists in a geometry in which the depth is significantly smaller than the length or width of the fluid. The lubrication approximation allows for exploitation of this separation of scales to substantially reduce the complexity of the model, for more efficient examination. This approach has been utilised to examine thin films in a number of areas, for example, the propagation of gravity driven currents [52], flows of films with a free surface over varied topography [45], the stretching and buckling of liquid jets [15, 16, 30] and sheets [49, 104].

The motivation of early studies of thin films included the lubrication of ball bearings
[81] and experimental determination of viscosity [101]. Modern applications are wide ranging, with the study of thin films being of interest in numerous contexts, including compression moulding [100] and rheological testing of materials [31], lava flow [38], drawing of optical fibres and glass tubes [22, 42, 98], the mechanical behaviour of collagen gels [41], and flows in lung airways and linings [43]. The foundation of lubrication theory can be traced to Reynolds, who by application of the theory of creeping flow to a thin film, derived the Reynolds equation, which describes the pressure distribution of a thin film of incompressible fluid without inertia or body forces [81].

Although thin film flows were first studied in the context of Newtonian fluids, some fluids of interest possess non-Newtonian properties such as shear thinning (where the viscosity of the fluid decreases under shear strain). To this end, lubrication theory has also been used to incorporate non-Newtonian effects. In particular, a number of isotropic non-Newtonian fluid models have been studied such as generalised Newtonian fluids [67, 76], fluids exhibiting time-dependent shear thinning (thixotropy) [77], fluids possessing both viscous and elastic characteristics under deformation (viscoelastic) [89] and fluids that resist movement until a critical stress is reached (a yield-stress or viscoplastic fluid) [8, 86]. Use of the lubrication approximation in non-Newtonian settings is unsurprisingly more complex due to the need to account for a wider range of behaviours. For example, in flows involving yield-stress fluids, the leading order terms may not be sufficient to give a good description of the flow, and either regularisation techniques must be employed [37], or higher order terms must be obtained [7]. This is the 'lubrication paradox' as described by Lipscomb and Denn [59].

Some work has incorporated anisotropic effects within thin films, primarily focused upon the behaviour of nematic liquid crystals (NLC). Much like transversely isotropic fluids, NLCs possess a preferred direction, given by the local average orientation of molecules [14, 21]. As one might expect, the anisotropy of NLCs causes the fluid to behave differently to a Newtonian fluid, for example, in [54] a flow of a NLC film down an incline becomes unstable due to the elastic properties of the material. A common approach to modelling


Figure 1.3: Schematic of the squeeze film geometry considered in Chapter 2. The fluid is contained between two plates, at $y^{*}=0, h^{*}$. The lower plate remains fixed, whilst the upper plate is pushed down on the fluid at a prescribed speed $\dot{h}^{*}$. We prescribe a no-slip boundary condition on the upper and lower plates, and the fluid possesses no-stress free boundaries at $x^{*}= \pm L^{*}$. The fibres suspended within the fluid are characterised by their angle from the $x^{*}$-axis, given by $\theta$.
flows of NLCs is the use of the Ericksen-Leslie equations (see, for example, Ref. [97]), which arise from the Navier-Stokes equations with an anisotropic stress tensor as proposed by Leslie [57], coupled to an equation governing the average orientation of the liquid crystals, which comes from a torque balance on the direction of the molecules. As we saw in section 1.2, the incorporation of an anisotropic stress tensor is similar to our approach. However, the Ericksen-Leslie equations include effects of elasticity, which is not included in our model, and our preferred direction is given by an advection argument.

In this thesis, we consider two types of thin film flow: the squeezing of a fluid between two infinitely long plates, and extensional flow. We thus give greater detail on the progress in these areas.

### 1.3.1 Squeezing flows

Squeezing flows are flows in which a fluid undergoes deformation as two parallel plates are brought towards each other. The classical fluid mechanics problem of squeezing flow has received considerable attention, as evidenced in the review, Ref. [31]. This review has compiled over 200 references, largely upon the behaviours of Newtonian and isotropic non-Newtonian media, e.g. power law, viscoelastic, and viscoplastic fluids. Applications include the rheological testing of materials [31], and compression molding [100] of fibre-
reinforced polymers and composites.
Suspensions of fibres within squeeze flows have been modelled as isotropic nonNewtonian flows, such as Carreau [55], and as viscoelastic [91] fluids. A sizeable amount of work has been undertaken upon understanding the rheological properties of a fluid possessing fibres by using squeezing flow to study the non-Newtonian properties of a composite, including [10, 61, 63, 105]. However, in the context of molding of fibre-reinforced materials, the final fibre orientation of the fluid is intended to enhance the strength of the composite. To this end, the final orientation of fibres in a squeezing flow has been studied, including [35, 56, 72, 85, 95]. Understanding the anisotropic effects induced by the interplay between the fluid and the fibres is therefore crucial in order to predict the final orientation of the reinforcement.

There has been some work in the realm of incorporating anisotropy into the squeezing flow of thin films. Sommer [92] applied the fourth-order viscosity tensor approach similar to Ericsson [33], with fibre movement based upon Jeffery's equation for dilute suspensions to incorporate anisotropic behaviours in a lubricated squeezing flow in a cylindrical geometry. Cousins et al [20] used the Ericksen-Leslie equations to describe the squeezing of a drop of nematic liquid crystal, applicable to the one drop filling process, suggesting that defects in the molecule orientation gave rise to irregularities in the structure of the material, degrading the performance of liquid crystal devices.

The theory of transversely isotropic fluids has previously been applied by Spencer [94, 95] in modelling the forming stage in the production of fibre-reinforced composite materials, which takes place at a temperature above the melting point of the matrix. Indeed, a squeezing flow problem similar to that studied here has been investigated by Rogers [85] in connection with the manufacture of fibre-reinforced resins. The latter paper considers a three-dimensional geometry, which is more realistic than the two-dimensional case studied in chapter 2. However, an assumption common to these previous works is that the material is inextensible in the fibre direction. In Rogers' study, he further assumes the fibres are initially parallel to the plates compressing the fluid, with the result that
there is no change in alignment of the fibres due to the flow. In chapter 2 we consider the behaviour of the fluid when the assumption of material inextensibility in the fibre direction is relaxed. This problem is similar to that treated by Phan-Thien and Graham [75], however, our use of systematic perturbation techniques allows us to gain additional information about the important time- and length-scales.

### 1.3.2 Extensional flows



Figure 1.4: Schematic of the extensional flow of the sheet considered in chapter 3. The fluid is fixed to two plates at $x^{*}=0, L$, by a no-slip boundary condition. The plate at $x^{*}=L^{*}$ is moved at a prescribed speed $\dot{L}^{*}$. The centre-line of the fluid is given by $H^{*}\left(x^{*}, t^{*}\right)$ and the thickness of the film by $h^{*}\left(x^{*}, t^{*}\right)$, so that the free boundaries of the film are located at $y^{*}=H^{*} \pm \frac{h^{*}}{2}$.

Extensional flows are flows under which the leading-order fluid velocity in the direction of extension is independent of vertical position. In this thesis, this will be the longitudinal velocity. These problems include the difficulty that they possess free boundaries, which must be solved for. Extensional flows of thin sheets and threads arise in a number of industrial and biological applications, such as the manufacture of optical fibres [98], glass tubes [42] and microelectrodes [51], the experimental determination of the extensional viscosity of non-Newtonian materials using filament-stretching rheometers [62], and biological contexts, such as the modelling of biofilm expansion [99] and the mechanical behaviour of collagen gels [41].

Newtonian extensional thin film problems have been extensively studied (see, the review, Ref. [30]). The first study of extensional flow was by Trouton, [101], who gives his name to the simplest model of extensional flow, which involves only the leading order longitudinal fluid velocity and sheet thickness. The problem of a two-dimensional thin sheet and thread was considered by Howell [49], who demonstrated that the Trouton model may be derived from the Navier-Stokes equations by using an asymptotic expansion in powers of the inverse aspect ratio of the film, and included the roles of inertia and surface tension. As given by Howell, for a two-dimensional sheet undergoing extension, the Trouton model in dimensionless form is

$$
\begin{align*}
\frac{\partial h}{\partial t}+\frac{\partial}{\partial x}(u h) & =0  \tag{1.16}\\
\frac{\partial}{\partial x}\left(4 h \frac{\partial u}{\partial x}\right) & =0 \tag{1.17}
\end{align*}
$$

where $h, u$ are the leading order thickness and longitudinal velocity of the film, which is defined to be the line connecting the centre of mass of each cross section of the film, $x$ is the longitudinal coordinate, and $t$ is time. The constant 4 in equation (1.17) is the Trouton ratio between the shear viscosity and the extensional viscosity for a two-dimensional Newtonian sheet [49]. A first integral of (1.17) yields

$$
\begin{equation*}
4 h \frac{\partial u}{\partial x}=T(t), \tag{1.18}
\end{equation*}
$$

where $T$ is the resistance of the sheet to the extension, which throughout this thesis we refer to as the tension applied to the film. It is noted by Howell that so long as the tension in the sheet is nonzero, the centre-line of the sheet, defined to be the line connecting the centre of mass of each cross section, is straight to leading-order.

In chapters 3 and 5, our transversely isotropic model will reduce to the Trouton model with appropriate choice of parameters. The Trouton model is only valid for films that are being pulled apart and is not valid for sheets and threads undergoing deformation by bending as the assumption that the centre-line is nearly straight is violated. In order to
capture the full behaviours of the centre-line of the fluid in the sheet, a short timescale analysis is carried out in $[16,49,50]$. This allows for a description of the evolution of the centre-line for sheets that are initially slightly curved, and examination of buckling behaviours of the sheet.

The development of a general theory for thin viscous sheets that undergo deformation by bending, stretching, or an arbitrary combination of both, was published by Ribe [82, 84]. This work was able to quantify relations between bending and stretching of the sheet and these techniques have also been employed to study the coiling of a viscous jet [83]. A complementary study considered sheets with an inhomogenous viscosity, [73]. One of their main results was that 'necking' of the sheet, where regions of the sheet thinned faster than others, could be induced by in-plane variations of viscosity throughout the fluid.

Some works have also studied non-Newtonian effects, motivated by applications such as ink-jet printing [65], fibre-spinning and molding processes [71], where a (typically viscoelastic) fluid undergoes extensional flow. Experimental determination of extensional viscosity in these contexts has been studied, $[60,62,96]$ and similarly to Newtonian fluids, asymptotic approaches have been employed to model slender viscoelastic jets [90] and liquid bridges [70], and it has been shown that viscoelastic effects can delay the breakup of a jet [40]. In [78, 80], using a one-dimensional model neglecting curvature and inertia, it is shown that no finite-time breakup occurs at all for Maxwell and Oldroyd-B fluids. However, break up can occur and has been described using similarity solutions for Giesekus fluids [36, 79] and power-law fluids [27].

Viscoplastic effects have also seen some consideration. Extension under gravity has been studied including inertia and surface tension $[3,6]$ and a general model for extensional dynamics of a viscoplastic sheet and thread has been constructed [9].

For a transversely isotropic fluid, we are aware of two studies of extensional flow. The first of which is Dyson \& Jensen [29], who modelled the primary plant cell wall as a thin axisymmetric fibre-reinforced viscous sheet supported between rigid end plates. The other study is that of Green \& Friedman [41], who used a similar approach to that of Howell to
derive a generalised version of the Trouton model for the extensional flow of a transversely isotropic sheet. They presented some analytical results for cases in which the equations simplify, but did not tackle the general case - which we do in chapter 3 .

### 1.4 Thesis overview

In this chapter we have given an overview of the literature on anisotropic thin film flows and have introduced the equations describing the the fluid flow and evolution of the preferred direction for a transversely isotropic fluid, consisting of the Stokes equations (1.7)-(1.8), along with the constitutive law (1.9), and a kinematic condition governing the fibre direction, (1.15).

In chapter 2 we consider the squeezing flow of a transversely isotropic fluid. This provides a setting where some of the parameter values for a transversely isotropic fluid might be determined experimentally. We introduce the asymptotic and numerical techniques that we employ throughout this thesis, and investigate the behaviour of the film on both a flow- and short- timescale. The advantage of approaching the squeezing flow of a thin film first is that we do not have a free boundary that must be accounted for as we prescribe the movement of the plates.

In chapter 3 we consider the extensional flow of a transversely isotropic sheet, a problem first considered by Green and Friedman [41]. This work presented some analytical results under conditions where the equations are simplified. We expand on this by tackling the general problem, and examine the effect of the fibre direction on the flow. We will see that, though a Newtonian fluid will always have a straight centre-line on the flow timescale, for a transversely isotropic fluid this is not always the case. We then examine the behaviour of the centre-line over a short timescale in chapter 4.

In chapter 5 we consider the extensional flow of an axisymmetric transversely isotropic thread. This is an extension of the work of chapter 3 by including a second fibre angle, which allows us to examine the behaviours of the fibre within the cross section of the
thread. Finally, in chapter 6 we draw conclusions and discuss avenues for potential future work.

## CHAPTER 2

## SQUEEZING OF A TRANSVERSELY ISOTROPIC FILM

### 2.1 Introduction

The first model we discuss in this thesis is the squeezing flow of a thin film of viscous transversely isotropic fluid. In doing so we aim to both illustrate the techniques which will be utilised throughout this thesis and to provide a setting in which some of the parameter values discussed in the previous chapter may be determined by laboratory experiment.

In section 2.2 we introduce the governing equations and boundary conditions, applying the equations given in chapter 1 to the geometry of squeezing flow, before applying a thin film approximation in section 2.3 to exploit the slender geometry we consider. We employ asymptotic techniques to study the behaviour of the flow on a short time-scale, for a small anisotropic extensional viscosity in section 2.5, before discussing the results from the short timescale flow in section 2.7 and giving concluding remarks for the chapter in section 2.8.

### 2.2 Governing Equations

We consider the problem of a thin layer of viscous transversely isotropic fluid between two plates, neglecting inertia, gravity and surface tension, with the lower plate being fixed, and the upper plate forced down onto the fluid with prescribed velocity $\dot{h}^{*}$. We take the
fluid velocities to be $\boldsymbol{u}^{*}=\left(u^{*}, v^{*}\right)$ in the $x^{*}, y^{*}$ directions respectively, and the direction of the fibres to be $\boldsymbol{a}=(\cos \theta, \sin \theta)$, where $\theta$ is the angle the fibres make with the $x^{*}$-axis. Dimensional quantities are denoted with an asterisk (see Figure 1.3). We begin with equations for incompressibility of the fluid, and momentum balance

$$
\begin{align*}
\nabla^{*} \cdot \boldsymbol{u}^{*} & =0  \tag{2.1}\\
\nabla^{*} \cdot \boldsymbol{\sigma}^{*} & =0 \tag{2.2}
\end{align*}
$$

We use the now familiar constitutive law for $\boldsymbol{\sigma}^{*}$ as given in (1.9), and the fibre direction evolution equation (1.15) is

$$
\begin{equation*}
\frac{\partial \theta}{\partial t^{*}}+u^{*} \frac{\partial \theta}{\partial x^{*}}+v^{*} \frac{\partial \theta}{\partial y^{*}}=-\sin \theta \cos \theta \frac{\partial u^{*}}{\partial x^{*}}-\sin ^{2} \theta \frac{\partial u^{*}}{\partial y^{*}}+\cos ^{2} \theta \frac{\partial v^{*}}{\partial x^{*}}+\sin \theta \cos \theta \frac{\partial v^{*}}{\partial y^{*}} . \tag{2.3}
\end{equation*}
$$

We assume that the lower plate is static at $y^{*}=0$, whilst the position of the upper plate, $y^{*}=h^{*}\left(t^{*}\right)$, is prescribed. On these two boundaries we apply a no-slip condition:

$$
\begin{array}{r}
u^{*}=0, v^{*}=0, \text { on } y^{*}=0 \\
u^{*}=0, v^{*}=\dot{h^{*}}, \text { on } y^{*}=h^{*}, \tag{2.5}
\end{array}
$$

where the notation $\dot{h}^{*}$ is used to represent $\frac{\mathrm{d} h^{*}}{\mathrm{~d} t}$. Additionally, we assume the fluid film extends from $x^{*}=-L^{*}\left(t^{*}\right)$ to $x^{*}=L^{*}\left(t^{*}\right)$ and impose zero stress on these boundaries:

$$
\begin{equation*}
\boldsymbol{\sigma}^{*} \cdot \hat{\boldsymbol{n}}=0 ; \text { on } x^{*}= \pm L^{*} \tag{2.6}
\end{equation*}
$$

We note that we are assuming $L=L(t)$. In reality, one might expect the free boundaries at $x= \pm L$ to be curved, with a radius of curvature $\mathcal{O}(\varepsilon)$. Finally, we must also supply initial conditions for the fibre direction and length of the fluid:

$$
\begin{equation*}
\theta\left(x^{*}, y^{*}, 0\right)=\theta_{i}^{*}, L^{*}(0)=L_{0}^{*} . \tag{2.7}
\end{equation*}
$$

### 2.2.1 Nondimensionalisation

We nondimensionalise the governing equations with the following variables:

$$
\begin{gathered}
\left(x^{*}, y^{*}\right)=\left(x L_{0}, \varepsilon y L_{0}\right), \quad\left(u^{*}, v^{*}\right)=(u U, \varepsilon v U), \quad p^{*}=\frac{\mu^{*} U}{\varepsilon L_{0}} p, \quad t^{*}=\frac{L_{0}}{U} t, \\
(L, h)=\left(L_{0} L^{*}, \varepsilon L_{0} h^{*}\right),
\end{gathered}
$$

where $U \sim \varepsilon^{-1} \dot{h}$ is a typical horizontal velocity, $L_{0}$ is the initial half-length of the fluid sheet, and $\varepsilon \ll 1$ is the initial inverse aspect ratio of the sheet. We also recall the dimensionless quantities

$$
\mu_{1}=\frac{\mu_{1}^{*} L}{\mu^{*} U}, \quad \mu_{2}=\frac{\mu_{2}^{*}}{\mu^{*}}, \quad \mu_{3}=\frac{\mu_{3}^{*}}{\mu^{*}} .
$$

After this process, we have the incompressiblity condition

$$
\begin{equation*}
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}=0 \tag{2.8}
\end{equation*}
$$

with the momentum equation in the $x$-direction

$$
\begin{align*}
&-\varepsilon^{-2} \frac{\partial p}{\partial x}+\varepsilon^{-2} \frac{\partial^{2} u}{\partial y^{2}}+\frac{\partial^{2} u}{\partial x^{2}}+\mu_{1} \frac{\partial}{\partial x}\left(\cos ^{2} \theta\right)+\varepsilon^{-1} \mu_{1} \frac{\partial}{\partial y}(\cos \theta \sin \theta) \\
&+\mu_{2} \frac{\partial}{\partial x}\left[\cos ^{4} \theta \frac{\partial u}{\partial x}+\cos ^{3} \theta \sin \theta\left(\varepsilon^{-1} \frac{\partial u}{\partial y}+\varepsilon \frac{\partial v}{\partial x}\right)+\cos ^{2} \theta \sin ^{2} \theta \frac{\partial v}{\partial y}\right] \\
&+ \varepsilon^{-1} \mu_{2} \frac{\partial}{\partial y}\left[\cos ^{3} \theta \sin \theta \frac{\partial u}{\partial x}+\cos ^{2} \theta \sin ^{2} \theta\left(\varepsilon^{-1} \frac{\partial u}{\partial y}+\varepsilon \frac{\partial v}{\partial x}\right)+\cos \theta \sin ^{3} \theta \frac{\partial v}{\partial y}\right] \\
&+2 \mu_{3} \frac{\partial}{\partial x} {\left[2 \cos ^{2} \theta \frac{\partial u}{\partial x}+\cos \theta \sin \theta\left(\varepsilon^{-1} \frac{\partial u}{\partial y}+\varepsilon \frac{\partial v}{\partial x}\right)\right]+\mu_{3} \frac{\partial}{\partial y}\left[\varepsilon^{-2} \frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}\right]=0 } \tag{2.9}
\end{align*}
$$

whilst in the $y$-direction we have

$$
\begin{align*}
&-\varepsilon^{-3} \frac{\partial p}{\partial y}+\varepsilon \frac{\partial^{2} v}{\partial x^{2}}+\varepsilon^{-1} \frac{\partial^{2} v}{\partial y^{2}}+\varepsilon^{-1} \mu_{1} \frac{\partial}{\partial x}\left(\sin ^{2} \theta\right)+\mu_{1} \frac{\partial}{\partial x}(\cos \theta \sin \theta) \\
&+\varepsilon^{-1} \mu_{2} \frac{\partial}{\partial y}\left[\cos ^{2} \theta \sin ^{2} \theta \frac{\partial u}{\partial x}+\cos \theta \sin ^{3} \theta\left(\varepsilon^{-1} \frac{\partial u}{\partial y}+\varepsilon \frac{\partial v}{\partial x}\right)+\sin ^{4} \theta \frac{\partial v}{\partial y}\right] \\
&+\mu_{2} \frac{\partial}{\partial y}\left[\cos ^{3} \theta \sin \theta \frac{\partial u}{\partial x}+\cos ^{2} \theta \sin ^{2} \theta\left(\varepsilon^{-1} \frac{\partial u}{\partial y}+\varepsilon \frac{\partial v}{\partial x}\right)+\cos \theta \sin ^{3} \theta \frac{\partial v}{\partial y}\right] \\
&+ 2 \varepsilon^{-1} \mu_{3} \frac{\partial}{\partial y}\left[2 \sin ^{2} \theta \frac{\partial v}{\partial y}+\cos \theta \sin \theta\left(\varepsilon^{-1} \frac{\partial u}{\partial y}+\varepsilon \frac{\partial v}{\partial x}\right)\right]+\mu_{3} \frac{\partial}{\partial x}\left[\varepsilon^{-1} \frac{\partial u}{\partial y}+\varepsilon \frac{\partial v}{\partial x}\right]=0 \tag{2.10}
\end{align*}
$$

and the fibre equation (2.3)

$$
\begin{equation*}
\frac{\partial \theta}{\partial t}+u \frac{\partial \theta}{\partial x}+v \frac{\partial \theta}{\partial y}=-\sin \theta \cos \theta \frac{\partial u}{\partial x}-\varepsilon^{-1} \sin ^{2} \theta \frac{\partial u}{\partial y}+\varepsilon \cos ^{2} \theta \frac{\partial v}{\partial x}+\sin \theta \cos \theta \frac{\partial v}{\partial y} . \tag{2.11}
\end{equation*}
$$

Finally, the dimensionless no-slip and zero-stress conditions are

$$
\begin{gather*}
u=0, v=0, \text { on } y=0  \tag{2.12}\\
u=0, v=\dot{h}, \text { on } y=h,  \tag{2.13}\\
\sigma_{x x}=0, \text { on } x= \pm L  \tag{2.14}\\
\sigma_{x y}=0, \text { on } x= \pm L \tag{2.15}
\end{gather*}
$$

### 2.3 Thin film approximation

We exploit the slender geometry of the fluid to simplify the governing equations. Expanding the dependent variables as power series of $\varepsilon$,

$$
\begin{equation*}
u=u^{(0)}+\varepsilon u^{(1)}+\varepsilon^{2} u^{(2)}+\ldots, \text { etc }, \tag{2.16}
\end{equation*}
$$

equation (2.10) yields at leading order,

$$
\begin{equation*}
\frac{\partial p^{(0)}}{\partial y}=0 \tag{2.17}
\end{equation*}
$$

and hence pressure is uniform throughout the thickness of the film. The $x$-momentum equation supplies

$$
\begin{equation*}
-\frac{\partial p^{(0)}}{\partial x}+\left(1+\mu_{3}\right) \frac{\partial^{2} u^{(0)}}{\partial y^{2}}+\mu_{2} \frac{\partial}{\partial y}\left(\sin ^{2} \theta^{(0)} \cos ^{2} \theta^{(0)} \frac{\partial u^{(0)}}{\partial y}\right)=0 \tag{2.18}
\end{equation*}
$$

and the contribution from the fibre equation (2.11) is

$$
\begin{equation*}
\sin ^{2} \theta^{(0)} \frac{\partial u^{(0)}}{\partial y}=0 \tag{2.19}
\end{equation*}
$$

Using this result to integrate equation (2.18), and using the boundary conditions on $u^{(0)}$ at $y=0, h^{(0)}$, we obtain

$$
\begin{equation*}
u^{(0)}=\frac{y\left(y-h^{(0)}\right)}{2\left(1+\mu_{3}\right)} \frac{\partial p^{(0)}}{\partial x} . \tag{2.20}
\end{equation*}
$$

Substitution of equation (2.20) into conservation of mass, (2.8), together with the boundary condition $v^{(0)}=0$ on $y=0$, yields a result for $v^{(0)}$ :

$$
\begin{equation*}
v^{(0)}=\frac{1}{2\left(1+\mu_{3}\right)}\left(\frac{h^{(0)} y^{2}}{2}-\frac{y^{3}}{3}\right) \frac{\partial^{2} p^{(0)}}{\partial x^{2}} . \tag{2.21}
\end{equation*}
$$

Applying the boundary condition $v^{(0)}=\dot{h}^{(0)}$ on $y=h^{(0)}$ to equation (2.21) gives us an equation for pressure:

$$
\begin{equation*}
\frac{2 \dot{h}^{(0)}\left(1+\mu_{3}\right)}{h^{(0)^{3}}}=\frac{\partial^{2} p^{(0)}}{\partial x^{2}} \tag{2.22}
\end{equation*}
$$

which, combined with the no-stress boundary condition (2.14) at leading order $\left(p^{(0)}=\right.$ 0 , on $x= \pm L^{(0)}$ ), yields

$$
\begin{equation*}
p^{(0)}=\frac{6\left(1+\mu_{3}\right)}{h^{(0)^{3}}}\left(x^{2}-L_{0}^{2}\right) \dot{h}^{(0)} . \tag{2.23}
\end{equation*}
$$

We note that the equation for pressure is only consistent with equation (2.17) if $L_{0}=L_{0}(t)$, that is, the free boundary at $x= \pm L$ is not curved. As previously discussed, we might expect the free boundary to have a radius of curvature $\mathcal{O}(\varepsilon)$. However, since this effect is confined to the two edges of the sheet, we neglect it here. Instead, we determine $L_{0}$ from conservation of volume:

$$
\begin{equation*}
L_{0}(t)=\frac{A_{i}}{2 h^{(0)}(t)}=\frac{1}{h^{(0)}(t)}, \tag{2.24}
\end{equation*}
$$

where, without loss of generality, we have set the initial area of the fluid sheet, $A_{i}$, to be two. We now return to the equation for the fibre director angle, equation (2.11). At leading order, we have (2.19), whilst $u^{(0)}$ is given by (2.20). This implies that we must have $\theta^{(0)}=0$ for the solution developed to be valid. That is, the fibres are almost exactly aligned with the $x$-axis except along the lines $x=0, y=\frac{h^{(0)}}{2}$, where $\frac{\partial u^{(0)}}{\partial y}=0$. Hence, we are unable to satisfy an arbitrary initial condition for $\theta^{(0)}$. This suggests that the solution for $\theta^{(0)}$ is a singular perturbation problem in $t$, the long-time solution of which is $\theta^{(0)}$. Therefore, in order to study the evolution of the fibre alignment for an arbitrary choice of initial condition for $\theta^{(0)}$, we must consider behaviour on a timescale shorter than $\frac{L_{0}}{U}$. We turn to such a short time-scale analysis in Section 2.5.

### 2.4 Experimental determination of the anisotropic shear viscosity

One of the aims of this chapter was to determine how the parameter values for a transversely isotropic fluid might be determined experimentally. We note from section 2.3 that, on the flow timescale, the behaviour of the pressure of the fluid depends upon only one dimensionless parameter, $\mu_{3}$. One may compute

$$
\begin{equation*}
F=\left.\int_{-L}^{L} p^{(0)}\right|_{y=h_{0}} \mathrm{~d} x=-\frac{8 \dot{h}^{(0)}\left(1+\mu_{3}\right)}{h^{(0)^{6}}}, \tag{2.25}
\end{equation*}
$$

as the leading order force exerted on the upper plate by the fluid. Hence, if the force on the upper plate may be measured, and $\dot{h}^{(0)}$ is known, $\mu_{3}$ may be determined. Alternatively, if the force exerted on the fluid by the plate is known, we can integrate (2.25) to give

$$
\begin{equation*}
\frac{1}{h^{(0)^{5}}}=\frac{1}{h_{i}^{5}}+\frac{5}{8\left(1+\mu_{3}\right)} \int_{0}^{t} F(t) \mathrm{d} t \tag{2.26}
\end{equation*}
$$

We can then determine $\mu_{3}$ from measurements of the film height. Throughout the rest of the chapter, we examine a short time-scale analysis in order to study the early-time evolution of the fibres.

### 2.5 Short time behaviour

In this section, we examine the short time-scale evolution of the fibres from the initially prescribed orientation to the uniform $\theta^{(0)} \equiv 0$ solution found above. We introduce the short timescale, $\tau$, defined by:

$$
\begin{equation*}
t=\varepsilon \tau . \tag{2.27}
\end{equation*}
$$

On this timescale, the distance moved by the plates will be negligible, and hence we set $h^{(0)}(\tau)=h_{i}=1, L^{(0)}(\tau)=L_{i}=1$. Note that we have not rescaled velocities, and therefore the scaling of $\dot{h}^{(0)}$ is unchanged. To leading order, the equations (2.17), (2.18), remain unchanged, whilst the fibre direction equation (2.11) now yields

$$
\begin{equation*}
\frac{\partial \theta^{(0)}}{\partial \tau}=-\sin ^{2} \theta^{(0)} \frac{\partial u^{(0)}}{\partial y} \tag{2.28}
\end{equation*}
$$

At this point it is difficult to make further analytical progress, and we turn to numerical techniques. To this end, we rewrite the incompressibility condition as

$$
\begin{equation*}
\frac{\partial}{\partial x} \int_{0}^{h_{i}} u \mathrm{~d} y=-\dot{h}^{(0)} \tag{2.29}
\end{equation*}
$$

Writing (2.29) in this way allows us to remove $v^{(0)}$ from the model, and hence we now need only solve for $p^{(0)}, u^{(0)}, \theta^{(0)}$. Our strategy is as follows. Given initial conditions $\theta_{i}(x, y), h_{i}, \dot{h}_{i}$, we simultaneously solve (2.18) and (2.29) for $p^{(0)}$ and $u^{(0)}$ subject to the no-stress boundary conditions using a centered space finite difference scheme. We then use a forward Euler method upon equation (2.28) to update $\theta^{(0)}$ to the next time step. We repeat this process until we reach the desired time. Details of the discretisation and matrix construction can be found in Appendix A.1.

### 2.6 Early time solution for small $\mu_{2}$

In this subsection, we consider the evolution of the fibre alignment for $\hat{\mu}_{2} \ll 1$, remaining in the short time-scale. In this regime, we construct analytical results to compare with the output of the solver detailed above. We write $\hat{\mu}_{2}=\delta \mu_{2}$, where $\delta$ is a small dimensionless parameter. In order to remain consistent with the thin film approximations already made, we require $\varepsilon \ll \delta \ll 1$. We then expand

$$
\begin{equation*}
u^{(0)}=u_{0}^{(0)}+\delta u_{1}^{(0)}+\delta^{2} u_{2}^{(0)} \text { etc, } \tag{2.30}
\end{equation*}
$$

with similar expansions for $p^{(0)}, \theta^{(0)}, \dot{h}^{(0)}$. For the sake of simplicity, we take $\dot{h}^{(0)}=$ $-1+\delta \dot{h}_{1}^{(0)}$, with $\dot{h}_{1}^{(0)}$ being prescribed. The solutions for $u_{0}^{(0)}, v_{0}^{(0)}, p_{0}^{(0)}$ are obtained directly from (2.20), (2.21) and (2.23):

$$
\begin{equation*}
p_{0}^{(0)}=6\left(1+\mu_{3}\right)\left(1-x^{2}\right), \quad u_{0}^{(0)}=-6 x y(y-1), \quad v_{0}^{(0)}=-6\left(\frac{y^{2}}{2}-\frac{y^{3}}{3}\right) \tag{2.31}
\end{equation*}
$$

Next, the equation for the fibre angle gives

$$
\begin{equation*}
\frac{\partial \theta_{0}^{(0)}}{\partial \tau}=6 x(1-2 y) \sin ^{2} \theta_{0}^{(0)} \tag{2.32}
\end{equation*}
$$

which, upon integration, yields

$$
\begin{equation*}
\cot \theta_{0}^{(0)}=\cot \theta_{i}+6(1-2 y) x \tau \tag{2.33}
\end{equation*}
$$

We note that from the above, $\theta_{0}^{(0)} \rightarrow 0$ as $\tau \rightarrow \infty$, which is consistent with the solution on the $\frac{L_{0}}{U}$ timescale, except along the lines $y=\frac{1}{2}$ and $x=0$. The latter effect is because the leading order vorticity, $\omega_{0}^{(0)}=6 x(2 y-1)$, is zero along those lines. We may use these analytical results to provide some validation for our numerical approach. For the choice of $\hat{\mu}_{2}=0.5, \theta_{i}=\frac{\pi}{2}$, we plot results for the leading order fibre direction in Figure 2.1. Despite the relatively large choice of $\hat{\mu}_{2}$, the numerical techniques show good agreement with the analytical solution with the greatest errors around the line $y=\frac{1}{2}$.


Figure 2.1: Comparison of the analytical result for the fibre direction for the choices of $\hat{\mu}_{2}=0.5, \mu_{3}=0.5, h_{i}=1, L_{i}=1, \theta_{i}=\frac{\pi}{2}$ against the numerical results at a) $\tau=1$, and b) $\tau=5$. The dots correspond to the base of the fibres.

### 2.6.1 Higher order terms for small $\mu_{2}$

Since the leading-order behaviour of the flow for $\hat{\mu}_{2} \ll 1$ is essentially Newtonian, we now wish to determine the next-order terms in the solution for the velocity, to gain some insight into how the presence of the fibres affects the flow, and provide further validation for the numerical techniques detailed above. From (2.17) we have that $p_{1}^{(0)}=p_{1}^{(0)}(x, \tau)$,
and the $x$-momentum equation (2.18) then yields

$$
\begin{equation*}
\frac{\partial p_{1}^{(0)}}{\partial x}+\left(1+\mu_{3}\right) \frac{\partial^{2} u_{1}^{(0)}}{\partial y^{2}}+\frac{\hat{\mu}_{2}}{4} \frac{\partial}{\partial y}\left(\sin ^{2} 2 \theta_{0}^{(0)} \frac{\partial u_{0}^{(0)}}{\partial y}\right)=0 \tag{2.34}
\end{equation*}
$$

Rearrangement of equation (2.33), yields

$$
\begin{equation*}
\frac{\sin ^{2} 2 \theta_{0}^{(0)}}{4}=\frac{\tan ^{2} \theta_{0}^{(0)}}{\left(1+\tan ^{2} \theta_{0}^{(0)}\right)^{2}}=\frac{\tan ^{2} \theta_{i}\left[1+6(1-2 y) x \tau \tan \theta_{i}\right]^{2}}{\left(\left[1+6(1-2 y) x \tau \tan \theta_{i}\right]^{2} 1+\tan ^{2} \theta_{i}\right)^{2}} \tag{2.35}
\end{equation*}
$$

Substituting this result into equation (2.34), and integrating with respect to $y$ and applying $u_{1}^{(0)}$ on $y=0,1$,

$$
\begin{equation*}
u_{1}^{(0)}=\frac{y(y-1)}{2\left(1+\mu_{3}\right)} \frac{\partial p_{1}^{(0)}}{\partial x}+\frac{\hat{\mu}_{2} \tan ^{2} \theta_{i}}{2\left(1+\mu_{3}\right)^{2}} \frac{\partial p_{0}^{(0)}}{\partial x}\left(\mathcal{W}\left(x, y, \tau, \theta_{i}\right)-y \mathcal{W}\left(x, 1, \tau, \theta_{i}\right)\right), \tag{2.36}
\end{equation*}
$$

where the introduced function $\mathcal{W}$ is given by

$$
\begin{equation*}
\mathcal{W}\left(x, y, \tau, \theta_{i}\right)=\int_{0}^{y} \frac{(1-2 \xi)\left(1+6(1-2 \xi) x \tau \tan \theta_{i}\right)^{2}}{\left(\left[1+6(1-2 \xi) x \tau \tan \theta_{i}\right]^{2}+\tan ^{2} \theta_{i}\right)^{2}} \tag{2.37}
\end{equation*}
$$

This integral may be evaluated in a closed form, but the result is unwieldy and is thus given in Appendix A. 2 for convenience. Using (2.8), and applying $v_{1}^{(0)}=0$ on $y=0$, we obtain

$$
\begin{equation*}
v_{1}^{(0)}=-\frac{\left(2 y^{3}-3 y^{2}\right)}{12\left(1+\mu_{3}\right)} \frac{\partial^{2} p_{1}^{(0)}}{\partial x^{2}}-\frac{\hat{\mu}_{2} \tan ^{2} \theta_{i}}{2\left(1+\mu_{3}\right)^{2}} \frac{\partial}{\partial x}\left(\frac{\partial p_{0}^{(0)}}{\partial x}\left[\mathcal{Z}\left(x, y, \tau, \theta_{i}\right)-\frac{y^{2}}{2} \mathcal{W}\left(x, 1, \tau, \theta_{i}\right)\right]\right), \tag{2.38}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{Z}\left(x, y, \tau, \theta_{i}\right)=\int_{0}^{y} \mathcal{W}\left(x, \xi, \tau, \theta_{i}\right) \mathrm{d} \xi \tag{2.39}
\end{equation*}
$$

Again, this integral may be evaluated in closed form, and the result is given in Appendix A.2. Applying the condition $v_{1}^{(0)}=\dot{h}_{1}^{(0)}$ on $y=1$ gives an equation for $p^{(0)}$. Upon
integrating and applying $p_{1}^{(0)}=0$ on $x= \pm 1$, we find that

$$
\begin{equation*}
p_{1}^{(0)}=6\left(1+\mu_{3}\right)\left(x^{2}-1\right) \dot{h}_{1}^{(0)}-72 \hat{\mu}_{2} \tan ^{2} \theta_{i}\left[\int_{-1}^{x} \mathcal{G}\left(\xi, \tau, \theta_{i}\right) \mathrm{d} \xi-\frac{(1+x)}{2} \int_{-1}^{1} \mathcal{G}\left(\xi, \tau, \theta_{i}\right) \mathrm{d} \xi\right], \tag{2.40}
\end{equation*}
$$

where we have substituted for $p_{0}^{(0)}$, and defined $\mathcal{G}$ to be

$$
\begin{equation*}
\mathcal{G}\left(x, \tau, \theta_{i}\right)=x\left(\mathcal{Z}\left(x, 1, \tau, \theta_{i}\right)-\frac{1}{2} \mathcal{W}\left(x, 1, \tau, \theta_{i}\right)\right) . \tag{2.41}
\end{equation*}
$$

We begin by setting the speed of the plates at this order, $\dot{h}_{1}^{(0)}=0$, and examine the correction term to the pressure induced by the presence of the fibres. In Figure 2.2a, we plot a comparison between the result obtained by computing $p_{1}^{(0)}$ from (2.40) directly, against the result from the numerical solver as described in section 2.5. The numerical result is obtained by subtracting the analytical result for $p_{0}^{(0)}$ as given in (2.31). We see good agreement between the asymptotic result and the numerical solution.

In Figure 2.2b we show the correction to the pressure gradient induced by the fibres. We notice that it is non-monotonic, and that as time increases the extrema of the function move from the edges of the fluid domain towards $x=0$. This is in strong contrast to the purely Newtonian case, where the pressure gradient is linear. Generally the size of the small $\delta$ correction to the pressure gradient decreases with time as the fibre angle tends to zero (in which limit, the behaviour of the fluid is Newtonian).


Figure 2.2: Second order correction to pressure a) at $\tau=5$, as given by the output of the numerical solver detailed in section 2.5 (blue) and the asymptotic result given by equation (2.40) (red), and b) the evolution of the correction to the derivative of pressure with $\mu_{2}=\mu_{3}=0.5, \theta_{i}=\frac{\pi}{2}, L_{i}=1, h_{i}=1, \dot{h}_{1}^{(0)}=-1$.


Figure 2.3: Plots of $u_{1}^{(0)}$ at a) $\tau=1$, b) $\tau=5$, at $x=0.25,0.5,0.75,1$ for $\mu_{2}=\mu_{3}=$ $0.5, \theta_{i}=\frac{\pi}{2}, h_{i}=L_{i}=1$.

The correction to the horizontal velocity, $u_{1}^{(0)}$, is plotted in Figure 2.3. The velocity profile is very complicated. We note from equation (2.34) that in regions where $\theta \approx 0, \pm \frac{\pi}{2}$ the $\hat{\mu}_{2}$ term is negligible, whilst it is largest where $\theta \approx \frac{\pi}{4}$. Comparing Figures 2.1 and 2.3, we note that the regions of enhanced flow $\left(u_{1}^{(0)}>0\right)$ appear to correlate with $\theta= \pm \frac{\pi}{4}$, whilst the regions of inhibited flow $\left(u_{1}^{(0)}<0\right)$ appear to correlate with $\theta=0, \frac{\pi}{2}$.

In this section we have derived the equations relevant on a short timescale, examined a regime for which $\mu_{2} \ll 1$, and shown that in this regime, the numerical techniques we employ are able to recover higher order correction terms to good accuracy as compared
with the asymptotics, providing validation to the numerical approach. We have also seen how the direction of the fibres can cause changes to the pressure and velocity to exhibit non-Newtonian behaviours. We now return to the short timescale, without the restriction of a small $\mu_{2}$, and discuss the results obtained from the numerics.

### 2.7 Results

In this section we discuss the results obtained from the numerical solver detailed in section 2.5. The results we discuss are on the short timescale, however we relax the assumption that $\mu_{2} \ll 1$.

### 2.7.1 Movement of the fibres

We note immediately from equation (2.28) that the rotation of the fibres is controlled wholly by the sign of $\frac{\partial u^{(0)}}{\partial y}$ (which is also the leading order vorticity). A counter-intuitive consequence of this is that fibres which are lying nearly aligned with the positive (or negative) $x$-axis may rotate away from the axis to realign with the negative (or positive) $x$-axis. In Figure 2.4 we give a plot of fibre directions initially and at $\tau=10$, and a heatmap of $\frac{\partial u^{(0)}}{\partial y}$ for the initial choices of $\theta(x, y, 0)=\sin (x) \sin ^{2}(\pi y), \mu_{2}=10, \mu_{3}=0, \dot{h}=-1$. We make this choice of $\theta(x, y, 0)$ to ensure both that the fibres are flat against the plates at both boundaries, and there is a wide range of initial fibre directions. Whilst $\frac{\partial u^{(0)}}{\partial y}$ itself undergoes some evolution as $u^{(0)}$ evolves to the long time solution, the sign remains consistent throughout. The fibres on the top-right quadrant of the domain are initially nearly flat, and rotate counter-clockwise towards the negative $x$-direction. Similarly, in the top-left quadrant of the domain, fibres that begin almost aligned with the positive $x$-direction rotate clockwise. Fibres within the lower half of the domain rotate towards the closest $x$-axis, as one might expect.


Figure 2.4: Depiction of the direction of the fibres a) in their initial configuration (blue) and at $\tau=10(\mathrm{red})$, and b) the initial state of $\frac{\partial u^{(0)}}{\partial y}$, with the choices of $\theta(x, y, 0)=$ $\sin (x) \sin ^{2}(\pi y), \mu_{2}=10, \mu_{3}=0, h_{i}=L_{i}=1$. The sign of the derivative controls the direction of rotation of the fibres, which is counter-clockwise in the north-east and southwest quadrants.

### 2.7.2 Effect of varying the extensional and shear viscosities

First, we note that we must choose $\mu_{2} \neq 0$ in this section. Otherwise, the results obtained for $p^{(0)}, u^{(0)}, v^{(0)}$ are given by the equations for the flow timescale as given in section 2.3.

Increasing $\mu_{2}$ has the effect of causing the pressure and velocity profiles to exhibit greater deviation from the expected quadratic shape. In Figures 2.5 and 2.6, we give the evolution of leading order pressure and velocity respectively for the choices of $\mu_{3}=$ $0, \theta(x, y, 0)=x y, \dot{h}=-1, h_{i}=L_{i}=1$, for various values of $\mu_{2}$. We recall from equation (2.17) that $p^{(0)}$ does not vary throughout the thickness of the film. Notice that an increase in $\mu_{2}$ causes the pressure profile to deviate further from a quadratic, with the initial pressure for the choice of $\mu_{2}=1$ being similar to the profile for a Newtonian fluid, whilst the choices of $\mu_{2}=10, \mu_{2}=50$ produces significant deviation from the pressure for a Newtonian fluid. Additionally, choices of large $\mu_{2}$ delay the convergence of the pressure to the result obtained from the $\frac{L_{0}}{U}$ timescale problem. We also see, in Figure 2.6, that an increase in $\mu_{2}$ has the effect of inhibiting the flow in some regions and enhancing it in others, similar to section 2.5, with this effect being stronger for an increased $\mu_{2}$. Fibres oriented vertically appear to have the effect of inhibiting the flow, leading to the
appearance of 'kinks' in Figure 2.6. This behaviour is clearest in Figure 2.6b, where we see that kinks exist at $x=1,0.8,0.6,0.4$ for $\mu_{2}=50$. The kinks are largest at around $x=0.4$, and have not yet occurred at $x=0.2$. Comparing these to Figure 2.7 b we see that there are regions across the sheet at $x=1,0.8,0.6,0.4$ where fibres are pointing vertically. There is a larger region of fibres with this orientation around $x=0.4$, and there are none at $x=0.2$. We suggest that the rotation of the fibres is causing the kinks in the velocity to appear; specifically that fibres pointed vertically have a locally inhibiting effect on the longitudinal velocity.

We see significant asymmetry in the velocity profiles in Figure 2.6. The velocity appears to be greatest in regions where the fibres are nearest to parallel with the $x$-axis. We note that the effect is initially most pronounced near the edge of the fluid at $x=1$, and later near $x=0$. This is due to the rotation of the fibres - we see in Figure 2.7 that the fibres closest to $x= \pm 1$ rotate before fibres closer to $x=0$.

The deviations from the pressure profiles for the cases of $\mu_{2}=10,50$ appear to correlate well with the fibre directions. In Figure 2.7, we include snapshots of the evolution of the fibre director field for the choices $\mu_{2}=10,50$. The regions where the fibres are pointed vertically (or near-vertically) also appear to correspond well with the perturbations to the pressure profiles given in Figure 2.5.

Turning to varying $\mu_{3}$, we see that increasing $\mu_{3}$ has the effect of reducing the nonNewtonian effects caused by $\mu_{2}$. In Figure 2.8, we give plots of the evolution of pressure for the conditions of $\theta(x, y, 0)=x y, \mu_{2}=50, h_{i}=L_{i}=1$. We see that increasing $\mu_{3}$ is responsible for a significantly larger increase in pressure, compared to $\mu_{2}$, which one might expect from equation (2.23). This effect, which is clearly observable for $\mu_{2}=50$ in Figure 2.5 d is still visible in Figure 2.8 for $\mu_{3}=1,3$, but has been eliminated when $\mu_{3}=10$.


Figure 2.5: Short time evolution of $p^{(0)}$ across the fluid at a) $\tau=0$, b) $\tau=2.5$, c) $\tau=5$, d) $\tau=10$, for varied $\mu_{2}$, fixed $\mu_{3}=0$, and $\theta^{(0)}(x, y, 0)=x y, \dot{h}^{(0)}=-1, h_{i}=L_{i}=1$.


Figure 2.6: Evolution of the horizontal velocity $u^{(0)}$ for $\mu_{2}=10$ (dashed) and $\mu_{2}=50$ (solid) at a) $\tau=0$, b) $\tau=2.5$, c) $\tau=5$, d) $\tau=10$, for $x=0.2,0.4,0.6,0.8,1$ with the prescribed conditions $\theta^{(0)}(x, y, 0)=x y, \dot{h}^{(0)}=-1, h_{i}=L_{i}=1, \mu_{3}=0$.


Figure 2.7: Evolution of the fibre director field at a) $\tau=0$, b) $\tau=2.5$, c) $\tau=5$, d) $\tau=10$, for the conditions $\theta^{(0)}(x, y, 0)=x y, \dot{h}^{(0)}=-1, h_{i}=L_{i}=1, \mu_{3}=0, \mu_{2}=10,50$.


Figure 2.8: Short time evolution of $p^{(0)}$ at a) $\tau=0$, b) $\tau=2.5$, c) $\tau=5$, d) $\tau=10$, for the conditions $\theta^{(0)}(x, y, 0)=x y, \dot{h}^{(0)}=-1, h_{i}=L_{i}=1, \mu_{2}=50$ and varied $\mu_{3}$.

### 2.8 Discussion

In this chapter, we have derived the leading-order equations describing the squeezing flow of a thin two-dimensional sheet of incompressible, transversely isotropic viscous fluid. We determined that on the timescale of the flow $\left(\frac{L_{0}}{U}\right)$ the majority of the fibres are aligned parallel to the $x$-axis and that the flow is essentially the same as for a Newtonian fluid. However, the initial realignment of the fibres takes place on a much shorter timescale $\left(\varepsilon \frac{L_{0}}{U}\right)$.

The most similar previous study to the work presented here is the work of Phan-Thien and Graham [75], who apply both analytical and numerical methods to the squeezing flow problem for a disc of Ericksen fluid. They derive an approximate solution, equivalent to our $\mathcal{O}\left(\frac{L_{0}}{U}\right)$ time-scale result, by making an ansatz based on the Newtonian solution. Our approach using systematic perturbation methods has allowed us to identify the short timescale of fibre alignment, which demonstrates the ansatz was reasonable as the fibres had already aligned on the flow timescale, and gives a greater physical picture of the behaviour of this flow. Phan-Thien and Graham observed from their numerical results that the fibres rapidly align parallel to the plates; however, their analytical approach was not able to provide insight into this phenomenon.

We investigated the early time behaviour of the model, validating our numerical techniques against a small time, small $\mu_{2}$ asymptotic analysis. We found that the presence of the fibres gave rise to more complicated flow patterns than the parabolic velocity profile expected for a Newtonian fluid. The flow appears to be enhanced locally in regions where the fibre angle is smallest, and diminished in regions where the fibre direction is less aligned to the plates, as illustrated in Figure 2.3. Additionally, the pressure profiles exhibit significant deviation from a quadratic profile in regions where the fibres are nearly orthogonal to the plates. If sufficiently accurate measurements of the velocity and pressure could be obtained experimentally, it might be possible to determine $\mu_{2}$ from the early-time flow, whilst determining $\mu_{3}$ from the longer-time behaviours. However, whilst the short timescale behaviours are interesting from a theoretical standpoint, it probably has limited
practical significance. There may be viscoelastic effects to contend with, arising from the cross-linking or entanglement of fibres within the gel, which we have neglected, before the practical difficulties of obtaining accurate experimental measurements.

There are additional assumptions in this work that could be relaxed. Firstly, an unrealistic two-dimensional geometry has been assumed. If squeezing flow experiments are to be used to determine some of the parameter values for transversely isotropic fluids then the model must be extended to three dimensions. This extension would require two angles to define the direction of the fibres, and would represent a significant increase in complexity. In addition, we assume perfect fibre alignment. This work could be extended to take account of the degree of fibre alignment, and entanglement, by introducing an order parameter and entanglement variable as considered by Lee \& Ockendon [56]. Another issue is the neglect of yield stress, which arises in concentrated isotropic suspensions such as polymer melts [87], which may be significant, particularly if the fibres are cross-linked. However, we note that including yield stress may not change the results for the force on the plates for sufficiently thin films [87].

## CHAPTER 3

## THE EXTENSIONAL FLOW OF A TRANSVERSELY ISOTROPIC SHEET

In this chapter we consider the extensional flow of a thin sheet of an incompressible, transversely isotropic, viscous fluid. This chapter uses a combination of asymptotic analysis, similar to those introduced in the previous chapter, and numerical simulations to extend the work of Green and Friedman [41] to include cases where all of the anisotropic terms in the fluid stress are non-negligible, and the fibre alignment within the sheet may vary with depth. One issue of particular interest is to verify their conjecture that, unlike for a Newtonian fluid, the centre-line of a transversely isotropic sheet need not always be straight.

The biological motivation for studying this problem in Ref. [41] was to provide a description of the mechanical behaviours of collagen gel in vitro in the context of tissue engineering. Collagen gel is a commonly used media in which cells are seeded during the growth of tissue in vitro, and it has been suggested by experiment that the alignment of the fibres and distribution of stresses may influence cell behaviour. For example, in the context of engineering neural tissue, oriented collagen hydrogels are used to provide support and guidance to regenerating neurons through areas of damage [5]. The alignment of collagen fibres has been shown to direct the growth of neurons derived from human stem cells [68]. One method of creating an anisotropic gel with the desired stability that is relevant to the model considered in this chapter involves setting cell-seeded gels within
rectangular moulds and allowing the cells to integrate with fixed tethering points at each end. The build-up of tension within the gel causes the fibres to align longitudinally within the gel. The orientation of the fibres then provide contact guidance for the cells, the active behaviour of these cells then cause them to self-align with the fibres [69]. Understanding how the anisotropy induced by the fibrous microstructure affects the mechanical properties of the gel, and how the fibres reorient under tension, before considering the effects arising from the inclusion of cells is therefore a good first step. Indeed, collagen gel has since been modelled as a transversely isotropic fluid in a multiphase model of the extracellular matrix [28].

This chapter is organised as follows. In section 3.1 we briefly recap the governing equations and thin film approach employed by Green and Friedman in order to keep this thesis self-contained. The Green and Friedman model is then manipulated to become more amenable to our numerical strategies. In section 3.2 we introduce Arbitrary LagrangianEulerian (ALE) techniques and present the model in ALE form. We then solve the model and present a validation of the numerical techniques by comparison with the analytical results for short time, and further present new results primarily for a passive transversely isotropic fluid in section 3.3. We conclude with a discussion and suggestions for future work in section 3.4.

### 3.1 Governing equations

We consider the extensional flow of a thin sheet of an incompressible, transversely isotropic, viscous fluid. As shown in Figure 1.4, we use the 2D Cartesian coordinates ( $x^{*}, y^{*}$ ), with $t^{*}$ denoting time. The upper and lower boundaries of the fluid are denoted by $y^{*}=H^{ \pm *}=H^{*} \pm \frac{h^{*}}{2}$, where $H^{*}\left(x^{*}, t^{*}\right)$ is the position of the centre-line and $h^{*}\left(x^{*}, t^{*}\right)$ is the thickness of the fluid sheet. Additionally, the left- and right- hand side boundaries are located at $x^{*}=0, L^{*}\left(t^{*}\right)$. The right-hand end of the sheet, at $x^{*}=L^{*}$, is pulled in the $x^{*}$ direction; we prescribed either the speed of pulling, $\dot{L}^{*}$, or the tension $T^{*}$ applied to the
sheet.
We let $\boldsymbol{u}^{*}=\left(u^{*}, v^{*}\right)$ be the fluid velocities in the $x^{*}, y^{*}$ directions respectively, and denote the stress tensor by $\boldsymbol{\sigma}^{*}$, which is given in (1.9). The equations of conservation of fluid mass and momentum are thus

$$
\begin{align*}
& \nabla^{*} \cdot \boldsymbol{u}^{*}=0  \tag{3.1}\\
& \nabla^{*} \cdot \boldsymbol{\sigma}^{*}=0 \tag{3.2}
\end{align*}
$$

We give equations (3.1)-(3.2) in dimensionless form in Appendix B.1. Since our model is two dimensional, We choose $\boldsymbol{a}=(\cos \theta, \sin \theta)$, where $\theta\left(x^{*}, y^{*}, t^{*}\right)$ is the angle the fibres make with the $x$-axis and from (1.15) we obtain an equation for the evolution of the angle of the fibres:

$$
\begin{equation*}
\frac{\partial \theta}{\partial t^{*}}+u^{*} \frac{\partial \theta}{\partial x^{*}}+v^{*} \frac{\partial \theta}{\partial y^{*}}=-\sin \theta \cos \theta \frac{\partial u^{*}}{\partial x^{*}}-\sin ^{2} \theta \frac{\partial u^{*}}{\partial y^{*}}+\cos ^{2} \theta \frac{\partial v^{*}}{\partial x^{*}}+\sin \theta \cos \theta \frac{\partial v^{*}}{\partial y^{*}} \tag{3.3}
\end{equation*}
$$

In order to close our model, we must impose suitable boundary and initial conditions. At the ends of the sheet, we set

$$
\begin{array}{lr}
u^{*}\left(0, y^{*}, t^{*}\right)=0, & u^{*}\left(L^{*}, y^{*}, t^{*}\right)=\dot{L}^{*}, \\
H^{*}\left(0, t^{*}\right)=0, & H^{*}\left(L^{*}, t^{*}\right)=0 . \tag{3.5}
\end{array}
$$

On the upper and lower free surfaces, we apply a no-stress boundary condition

$$
\begin{equation*}
\boldsymbol{\sigma}^{*} \cdot \hat{\boldsymbol{n}}=0 ; \text { on } y=H^{*} \pm \frac{1}{2} h^{*}, \tag{3.6}
\end{equation*}
$$

together with the usual kinematic condition

$$
\begin{equation*}
v^{*}=\frac{\partial H^{*}}{\partial t^{*}} \pm \frac{1}{2} \frac{\partial h^{*}}{\partial t^{*}}+u^{*}\left(\frac{\partial H^{*}}{\partial x^{*}} \pm \frac{1}{2} \frac{\partial h^{*}}{\partial x^{*}}\right) ; \text { on } y=H^{*} \pm \frac{1}{2} h^{*} \text {. } \tag{3.7}
\end{equation*}
$$

Initial conditions must also be prescribed, for $\theta, h$ and $L$, which we discuss later.

### 3.1.1 The Green and Friedman model

We now introduce the assumption that the sheet is thin, which allows considerable simplification of the governing equations. Full details of the derivation can be found in [41], but for the sake of completeness we recapitulate the main points here. We let $L_{0}$ and $h_{0}$ be the initial length and typical initial thickness of the fluid sheet, respectively, and let $U$ be a typical value for the velocity of the fluid at the pulled boundary. We then introduce the parameter $\varepsilon=h_{0} / L_{0} \ll 1$, which is the initial inverse aspect ratio of the sheet. We are interested in the behaviour of the sheet as it undergoes significant changes in length, and so consider the timescale $t \sim L_{0} / U$. Following [41, 49] we nondimensionalise as follows

$$
\begin{gathered}
\left(x^{*}, y^{*}\right)=\left(x L_{0}, \varepsilon y L_{0}\right), \quad\left(u^{*}, v^{*}\right)=(u U, \varepsilon v U), \quad p^{*}=\frac{\mu^{*} U}{L_{0}} p, \quad t^{*}=\frac{L_{0}}{U} t \\
\left(H^{*}, L^{*}, h^{*}\right)=\left(\varepsilon L_{0} H, L_{0} L, \varepsilon L_{0} h\right) .
\end{gathered}
$$

These scalings introduce the dimensionless quantities

$$
\mu_{1}=\frac{\mu_{1}^{*} L}{\mu^{*} U}, \quad \mu_{2}=\frac{\mu_{2}^{*}}{\mu^{*}}, \quad \mu_{3}=\frac{\mu_{3}^{*}}{\mu^{*}} .
$$

At this point, we exploit the thin geometry of the sheet by expanding all of the dependent variables as power series in terms of the inverse aspect ratio $\varepsilon$, that is

$$
u=u^{(0)}+\varepsilon u^{(1)}+\ldots
$$

with similar expressions for the other dependent variables. Notice here that unlike Howell, we encounter terms involving odd powers of $\varepsilon$. After some lengthy algebra, full details of which are given in [41], we obtain a system of one dimensional equations for the quantities $h^{(0)}, H^{(0)}, u^{(0)}, u^{(1)}, v^{(0)}, \theta^{(0)}$. As a consequence of the analysis, it is found that the leading order longitudinal velocity satisfies $u^{(0)}=u^{(0)}(x, t)$ only [41] (i.e. the flow is extensional).

Conservation of mass yields:

$$
\begin{equation*}
\frac{\partial h^{(0)}}{\partial t}+\frac{\partial}{\partial x}\left(h^{(0)} u^{(0)}\right)=0 \tag{3.8}
\end{equation*}
$$

taking a depth-averaged force balance over the sheet leads to the following equation for $u$

$$
\begin{equation*}
\frac{\partial}{\partial x} \int_{H^{(0)^{-}}}^{H^{(0)+}} 4\left(1+\mu_{3}\right) \frac{\partial u^{(0)}}{\partial x}+\mu_{1} \cos 2 \theta^{(0)}+\mu_{2}\left(\cos ^{2} 2 \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}+\frac{1}{4} \sin 4 \theta^{(0)} \frac{\partial u^{(1)}}{\partial y}\right) \mathrm{d} y=0 . \tag{3.9}
\end{equation*}
$$

Consideration of the momentum equations and associated no-stress boundary conditions on the upper and lower boundaries of the fluid at higher order gives an equation governing the centre-line of the fluid, $H^{(0)}$

$$
\begin{align*}
\frac{\partial}{\partial x} \int_{H^{(0)^{-}}}^{H^{(0)+}} \frac{\partial}{\partial x} \int_{H^{(0)-}}^{y} 4\left(1+\mu_{3}\right) \frac{\partial u^{(0)}}{\partial x} & +\mu_{1} \cos 2 \theta^{(0)} \\
& +\mu_{2}\left(\cos ^{2} 2 \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}+\frac{1}{4} \sin 4 \theta^{(0)} \frac{\partial u^{(1)}}{\partial y}\right) \mathrm{d} s \mathrm{~d} y=0 \tag{3.10}
\end{align*}
$$

We note first that $s$ is a dummy variable, we are integrating over the second argument of the functions in the integrand twice, so that the quantities in the integrand of equation (3.10) are $\theta^{(0)}(x, s, t), u^{(1)}(x, s, t)$ (to emphasise this, the dummy variable is not used in [41]). Additionally, we note that equation (3.10) is a particularly unusual form of an integro-differential equation, wherein one of the variables of integration appears in the limit of one of the integrals. The equation for the evolution of the fibre angle yields

$$
\begin{equation*}
\frac{\partial \theta^{(0)}}{\partial t}+u^{(0)} \frac{\partial \theta^{(0)}}{\partial x}+v^{(0)} \frac{\partial \theta^{(0)}}{\partial y}=-2 \sin \theta^{(0)} \cos \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}-\sin ^{2} \theta^{(0)} \frac{\partial u^{(1)}}{\partial y} \tag{3.11}
\end{equation*}
$$

as an evolution equation governing the behaviour of the fibre director field. The leading order transverse velocity is

$$
\begin{equation*}
v^{(0)}=\frac{\partial H^{(0)}}{\partial t}+\frac{\partial}{\partial x}\left(H^{(0)} u^{(0)}\right)-y \frac{\partial u^{(0)}}{\partial x}, \tag{3.12}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{\partial u^{(1)}}{\partial y}=-\mu_{1} \frac{2 \sin 2 \theta^{(0)}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta^{(0)}}-\mu_{2} \frac{\sin 4 \theta^{(0)}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta^{(0)}} \frac{\partial u^{(0)}}{\partial x} \tag{3.13}
\end{equation*}
$$

being the next-order correction term for $u$. In this form, one can observe that in the case of $\mu_{1}=\mu_{2}=\mu_{3}=0$, we return to the Trouton model for a Newtonian fluid. In the case of $\mu_{1}=\mu_{2}=0$, the fluid behaves very similarly to a Newtonian fluid. In these cases, the model can be solved by means of a Lagrangian transformation, as detailed by Refs. [41, 49].

At this point, we begin to extend the work of Green and Friedman. We note that $\frac{\partial u^{(1)}}{\partial y}$ can be readily eliminated from the Green and Friedman model by direct substitution. Dropping the superscript notation on the leading order terms, the equations (3.9) - (3.11) become:

$$
\begin{array}{r}
\frac{\partial}{\partial x} \int_{H-\frac{h}{2}}^{H+\frac{h}{2}} \frac{\mu_{1} \cos 2 \theta+\left(4+4 \mu_{3}+\mu_{2}\right) \frac{\partial u}{\partial x}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} \mathrm{~d} y=0, \\
\frac{\partial}{\partial x} \int_{H-\frac{h}{2}}^{H+\frac{h}{2}} \frac{\partial}{\partial x} \int_{H-\frac{h}{2}}^{y} \frac{\mu_{1} \cos 2 \theta+\left(4+4 \mu_{3}+\mu_{2}\right) \frac{\partial u}{\partial x}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} \mathrm{~d} s \mathrm{~d} y=0, \\
\frac{\partial \theta}{\partial t}+u \frac{\partial \theta}{\partial x}+v \frac{\partial \theta}{\partial y}=\frac{\sin 2 \theta\left(2 \mu_{1} \sin ^{2} \theta-\left(4+4 \mu_{3}+2 \mu_{2} \sin ^{2} \theta\right) \frac{\partial u}{\partial x}\right)}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} . \tag{3.16}
\end{array}
$$

The boundary conditions for the longitudinal velocity are

$$
\begin{equation*}
u(0, t)=0, \quad u(L, t)=\dot{L} \tag{3.17}
\end{equation*}
$$

We assume that the sheet is being extended in the $x$ direction and assume that the end points of the centre-line remain upon $y=0$, thus

$$
\begin{equation*}
H(0, t)=H(L, t)=0 . \tag{3.18}
\end{equation*}
$$

The kinematic boundary condition yields

$$
\begin{equation*}
v=\frac{\partial H}{\partial t} \pm \frac{1}{2} \frac{\partial h}{\partial t}+u\left(\frac{\partial H}{\partial x} \pm \frac{1}{2} \frac{\partial h}{\partial x}\right) ; \text { on } y=H^{ \pm} . \tag{3.19}
\end{equation*}
$$

We will need to prescribe initial conditions for the thickness $h$ and the fibre direction $\theta$ in the sheet. Henceforth, unless otherwise stated, we prescribe $L(t)=1+t$.

As in the Newtonian problem, we do not need to prescribe an initial condition for $H$ as we are unable to satisfy an arbitrary initial condition for $H$ [41, 49]. We anticipate that in order to study the behaviour of sheets that initially obey (3.15), we must consider a shorter timescale than $\frac{L_{0}}{U}$. To this end, in chapter 4 we follow a similar path to work by Howell [49], and consider the behaviour of a sheet on a timescale of $\varepsilon^{2} \frac{L_{0}}{U}$.

### 3.2 ALE formulation of the model

Although the thin film system, (3.8), (3.14)-(3.16) is a significant simplification compared to the full two-dimensional problem, it is too complex to allow significant analytical progress, and so must be solved numerically in general. In this section, we reformulate the mathematical model into an Arbitrary Lagrangian-Eulerian (ALE) formulation. ALE methods involve the construction of a reference domain with mappings to both the Lagrangian and Eulerian descriptions of the flow. Unlike numerical techniques based on either a purely Lagrangian description, where the nodes of the computational mesh follow an associated material particle throughout the motion, or upon a purely Eulerian description, where the computational mesh is fixed and the motion of the continuum is with respect to the grid, ALE methods allow freedom in moving the mesh in a way
that is not necessarily fixed to a material particle. This can provide accurate solutions when modelling greater distortions of a flow problem than can ordinarily be handled by numerical techniques upon a Lagrangian description, with more resolution than is often attainable by a purely Eulerian description [26].

Our approach largely follows Donea et al [26], but we outline the details here for completeness. We introduce Lagrangian, Eulerian, and reference domain variables which we denote by $\boldsymbol{X}=(X, Y), \boldsymbol{x}=(x, y)$ and $\boldsymbol{x}^{\prime}=\left(x^{\prime}, y^{\prime}\right)$, respectively. Converting between Eulerian and Lagrangian descriptions of flow fields is well established, and has been employed in Newtonian extensional flow problems several times in the past [41, 49, 107]. We define the map $\varphi$ from the Lagrangian to the Eulerian descriptions such that

$$
(\boldsymbol{x}, t)=(\boldsymbol{\varphi}(\boldsymbol{X}, t), t),
$$

where the material velocity $\boldsymbol{v}$ is given by

$$
\begin{equation*}
\frac{\partial \varphi}{\partial t}=\boldsymbol{v}(\boldsymbol{X}, t) \tag{3.20}
\end{equation*}
$$

so that the familiar material time derivative of an arbitrary scalar field $f$ (e.g pressure) is

$$
\begin{equation*}
\frac{D f(\boldsymbol{X}, t)}{D t}=\frac{\partial f(\boldsymbol{x}, t)}{\partial t}+\frac{\partial f(\boldsymbol{x}, t)}{\partial \boldsymbol{x}} \frac{\partial \boldsymbol{\varphi}}{\partial t}=\frac{\partial f}{\partial t}+\left(\boldsymbol{v} \cdot \nabla_{x}\right) f . \tag{3.21}
\end{equation*}
$$

Now, it remains only to define the map from the reference domain to the Eulerian domain, which we denote by $\boldsymbol{\Phi}$. This satisfies

$$
(\boldsymbol{x}, t)=\left(\boldsymbol{\Phi}\left(\boldsymbol{x}^{\prime}, t\right), t\right) .
$$

The mesh velocity, $\boldsymbol{u}_{\text {mesh }}$, is given by

$$
\boldsymbol{u}_{\mathrm{mesh}}\left(\boldsymbol{x}^{\prime}, t\right)=\frac{\partial \boldsymbol{\Phi}}{\partial t} .
$$

We obtain the relations between physical quantities, such as pressure, in the reference and Eulerian descriptions in the same way we do between Lagrangian and Eulerian descriptions. In particular, the time derivative of an arbitrary scalar field $f$ is

$$
\begin{equation*}
\frac{\partial f\left(\boldsymbol{x}^{\prime}, t\right)}{\partial t}=\frac{\partial f(\boldsymbol{x}, t)}{\partial t}+\left(\boldsymbol{u}_{\mathrm{mesh}} \cdot \nabla_{x}\right) f(\boldsymbol{x}, t) \tag{3.22}
\end{equation*}
$$

so that the transformation from the reference to the Eulerian description behaves very much like the familiar transformation between Lagrangian and Eulerian frames. For convenience, we rewrite (3.22) as

$$
\begin{equation*}
\frac{\partial f\left(\boldsymbol{x}^{\prime}, t\right)}{\partial t}-\left(\boldsymbol{u}_{\text {mesh }} \cdot \frac{\partial \boldsymbol{x}^{\prime}}{\partial \boldsymbol{x}} \nabla_{x^{\prime}}\right) f\left(\boldsymbol{x}^{\prime}, t\right)=\frac{\partial f(\boldsymbol{x}, t)}{\partial t} . \tag{3.23}
\end{equation*}
$$

As a final note, if $\boldsymbol{\Phi}=\boldsymbol{\varphi}$, then the reference description is the same as the Lagrangian description and thus $\boldsymbol{u}_{\text {mesh }}=\boldsymbol{v}$. If $\boldsymbol{\Phi}=\boldsymbol{I}$, then the reference description is the same as the Eulerian description, and $\boldsymbol{u}_{\text {mesh }}=\mathbf{0}$. For further explanation of ALE techniques, we direct the reader to Ref. [26].

### 3.2.1 Employing ALE

We define the reference domain, $D_{\text {ref }}$, to be

$$
\begin{equation*}
\left(x^{\prime}, y^{\prime}\right) \in D_{\mathrm{ref}}=[0,1] \times\left[-\frac{1}{2}, \frac{1}{2}\right] \tag{3.24}
\end{equation*}
$$

and define the mapping from the reference variables to the Eulerian variables $\boldsymbol{\Phi}: D_{\text {ref }} \rightarrow$ $[0, L] \times\left[H^{-}, H^{+}\right]$such that

$$
\begin{equation*}
(x, y)=\boldsymbol{\Phi}\left(x^{\prime}, y^{\prime}\right)=\left(L x^{\prime}, H\left(\frac{L x^{\prime}}{L(0)}, t\right)+h\left(\frac{L x^{\prime}}{L(0)}, t\right) y^{\prime}\right) . \tag{3.25}
\end{equation*}
$$

This choice of map maintains equidistant spacing in the mesh in both horizontal and vertical directions. Therefore, our discretisation of $D_{\text {ref }}$ can be a simple equidistant grid. As already discussed, the mesh velocity is readily obtained by differentiating the mapping $\boldsymbol{\Phi}$ with respect to time. Written in terms of Eulerian variables, we have

$$
\begin{align*}
\frac{\partial \boldsymbol{\Phi}}{\partial t}=\mathbf{u}_{\mathrm{mesh}}=\left(\dot{L} \frac{x}{L}, \dot{L} \frac{x}{L}\left(\frac{\partial H}{\partial x}(x, t)+\frac{y-H(x, t)}{h(x, t)} \frac{\partial h}{\partial x}(x, t)\right)\right. & +\frac{\partial H}{\partial t}(x, t) \\
& \left.+\frac{y-H(x, t)}{h(x, t)} \frac{\partial h}{\partial t}(x, t)\right) . \tag{3.26}
\end{align*}
$$

We now account for the introduction of the moving mesh by using (3.23) and (3.25). We first modify the equation for $\theta$, (3.16). This equation becomes

$$
\begin{equation*}
\frac{\partial \theta}{\partial t}+\left(\frac{u-u_{\text {mesh }}}{L}\right) \frac{\partial \theta}{\partial x^{\prime}}+\left(\frac{v-v_{\text {mesh }}}{h}\right) \frac{\partial \theta}{\partial y^{\prime}}=\frac{\sin 2 \theta\left(2 \mu_{1} \sin ^{2} \theta-\frac{1}{L}\left(1+2 \mu_{2} \sin ^{2} \theta\right) \frac{\partial u}{\partial x^{\prime}}\right)}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} . \tag{3.27}
\end{equation*}
$$

This form of (3.27) allows us yet further simplification. As explicitly demonstrated in Appendix B.2, this equation corresponds to advection purely in a horizontal direction on the reference domain, which significantly eases implementation. We note that this also decouples $\theta$ from $H$, and since $v$ does not arise in any other equation, we need not prescribe an initial $H$ and can simply compute the transverse velocity on demand. To
summarise the model in the ALE form, we have

$$
\begin{gather*}
\frac{\partial h}{\partial t}+\left(\frac{u-u_{\text {mesh }}}{L}\right) \frac{\partial h}{\partial x^{\prime}}+\frac{1}{L} \frac{\partial u}{\partial x^{\prime}}=0  \tag{3.28}\\
\frac{\partial \theta}{\partial t}+\left(\frac{u-u_{\text {mesh }}}{L}\right) \frac{\partial \theta}{\partial x^{\prime}}=\frac{\sin 2 \theta\left(2 \mu_{1} \sin ^{2} \theta-\frac{1}{L}\left(4+4 \mu_{3}+2 \mu_{2} \sin ^{2} \theta\right) \frac{\partial u}{\partial x^{\prime}}\right)}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta},  \tag{3.29}\\
\frac{\partial}{\partial x^{\prime}} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{\mu_{1} \cos 2 \theta+\frac{1}{L}\left(4+4 \mu_{3}+\mu_{2}\right) \frac{\partial u}{\partial x^{\prime}}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta}=0  \tag{3.30}\\
\frac{\partial^{2}}{\partial x^{\prime 2}} \int_{-\frac{1}{2}}^{\frac{1}{2}} \int_{-\frac{1}{2}}^{y^{\prime}} \frac{\mu_{1} \cos 2 \theta+\frac{1}{L}\left(4+4 \mu_{3}+\mu_{2}\right) \frac{\partial u}{\partial x^{\prime}}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} \mathrm{~d}^{\prime} \mathrm{d} y^{\prime} \\
\quad=\left(\frac{\partial^{2} H}{\partial x^{\prime 2}}+\frac{1}{2} \frac{\partial^{2} h}{\partial x^{\prime 2}}\right)_{-\frac{1}{2}}^{\frac{1}{2}} \frac{\mu_{1} \cos 2 \theta+\frac{1}{L}\left(4+4 \mu_{3}+\mu_{2}\right) \frac{\partial u}{\partial x^{\prime}}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} h y^{\prime} \tag{3.31}
\end{gather*}
$$

for $\left(x^{\prime}, y^{\prime}\right) \in D_{\text {ref }}$, and equation (3.31) arose via application of the Leibniz rule to (3.15). The associated boundary and initial conditions now become

$$
\begin{array}{lr}
u(0, t)=0, & u(1, t)=1, \\
H(0, t)=0, & H(1, t)=0, \\
h\left(x^{\prime}, 0\right)=h_{i}\left(x^{\prime}\right), & \theta\left(x^{\prime}, y^{\prime}, 0\right)=\theta_{i}\left(x^{\prime}, y^{\prime}\right) . \tag{3.34}
\end{array}
$$

We exclude the equation for the transverse velocity $v$, since this quantity is readily calculated from (3.12) at any ( $x^{\prime}, y^{\prime}, t$ ) once the model (3.28)-(3.31) is solved.

In order to solve this model we use the following algorithm. Given initial conditions, equation (3.30) is solved to obtain $u\left(x^{\prime}, 0\right)$. This can be achieved by using the trapezoidal rule and a centred finite difference approximation. We note that this particular equation can be approached in either ALE or Eulerian variables, since applying the trapezoidal rule to solve the integral (3.30) effectively decouples $H$ from the system (see appendix). Once solved, equations (3.28) and (3.29) can be used to update $h, \theta$ to the next time-step, at which point the process is repeated until the required end time is reached. The quantities $v, H$ can then be computed at any time using (3.12) and (3.15) (or (3.31)) respectively, as
well as any other quantities of interest. In our implementation, we solved equations (3.28) (3.31) in the ALE form given above. We use a centred finite difference approximation upon equations (3.30), (3.31) and an upwind scheme upon equations (3.28), (3.29). Upwind finite difference schemes are commonly utilized and were developed to solve systems of hyperbolic partial differential equations [19]. Upwind schemes are designed to capture the flow of information in a system, which is done by using finite differences that are biased in the same direction as the characteristic speeds of the system. Suppose a quantity is travelling with positive velocity, at some earlier time this quantity would have been 'downstream' of where it is now. Hence, only points in the stencil in that direction have relevant information about what has happened to that quantity in the previous time-step. Information from points in the stencil 'upstream' of the current position is irrelevant in determining how the quantity reached its current position. Upwind schemes have the advantages that they are stable and accurate when used upon PDEs containing advection terms where using centred finite difference schemes is inappropriate. An analysis of the errors and behaviours of using an upwind scheme on an advection problem is described in Ref. [66].

Since the ALE framework acts like a simple substitution on the integral equations, it is equally possible to discretise and solve equations (3.14) and (3.15) in their Eulerian forms, and indeed the discretisation is similar. We include the discretisations of equations (3.30), (3.31) in Appendix B.3.

In this section we have reformulated the Green and Friedman model equations in an Arbitrary Lagrangian-Eulerian setting and proposed a numerical strategy to solve these equations. We now present validation of the numerical approach and go on to present results.

### 3.3 Results

### 3.3.1 Validation of numerical method

In order to validate our approach, we consider the early-time behaviour of the sheet, for which an analytical expression is available [41]. Introducing the short timescale $t^{\prime}=\delta^{-1} t$, where $\varepsilon \ll \delta \ll 1$, assuming constant initial film thickness, $h_{i}$, and alignment angle, $\theta_{i}$, and performing a Taylor expansion on the variables so that

$$
\begin{gathered}
h=h_{i}+\hat{h} t^{\prime} \delta+\mathcal{O}\left(\delta^{2}\right) \ldots \\
\theta=\theta_{i}+\hat{\theta} t^{\prime} \delta+\mathcal{O}\left(\delta^{2}\right) \ldots
\end{gathered}
$$

where $\hat{h}, \hat{\theta}$ are the changes in thickness and fibre direction respectively, it is possible to derive an analytical expression for the evolution of the fibre angle in the sheet for constant initial conditions for thickness and fibre direction, see Ref. [41]. The result is:

$$
\begin{equation*}
\hat{\theta}=-2 \sin 2 \theta_{i}+\frac{2 \sin ^{2} \theta_{i}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta_{i}}\left[\mu_{1} \sin 2 \theta_{i}+\frac{\mu_{2}}{2} \sin 4 \theta_{i}\right], \tag{3.35}
\end{equation*}
$$

where $t^{\prime} \hat{\theta}$ is the total change in the fibre angle over the short time $t^{\prime}$, and $\theta_{i}$ is the constant initial condition. In [41], the authors note that a consequence of this analysis is that so long as $\mu_{1}, \mu_{2}$ and the tension in the sheet are all sufficiently small, the fibres will align with the direction of pulling as long as $\theta_{i} \neq \frac{\pi}{2}, \frac{3 \pi}{2}$. In Figure 3.1 we plot the results from using our code to solve the system as detailed in Section 3.2 up to $t=0.05$ against the analytical result. The maximum absolute error on Figure 3.1a is 0.002, located at $\theta_{i}=0.5027,2.6389$ for $\mu_{1}=10$. The relative error increases significantly where $\hat{\theta} \approx 0$, being undefined when $\hat{\theta}=0$. The maximum absolute error in Figure 3.1b is 0.0033 , and occurs at $\theta_{i}=1.4556,1.6860$, for $\mu_{2}=10$.


Figure 3.1: Comparison of the analytical result for $\hat{\theta}$ at $t^{\prime}=0.05$, with $\theta_{i} \in[0, \pi]$ for a) $\mu_{1}=0,1,10$ (blue, red, yellow respectively) with $\mu_{2}=\mu_{3}=1$ fixed and b) $\mu_{2}=0,1,10$ (blue, red, yellow respectively) with $\mu_{1}=\mu_{3}=1$ fixed. The analytical results from (3.35) are solid lines, the dotted lines are the numerical results obtained by solving (3.28)-(3.31). The absolute errors between the numerical and analytical results are given for c) varied $\mu_{1}$ and d) varied $\mu_{2}$.

### 3.3.2 Solutions for initially uniform transversely isotropic sheets with $\mu_{1}=0$.

We now extend the work of Green \& Friedman by studying the effect of the viscosities $\mu_{2}, \mu_{3}$, and the fibres, upon the fluid as the sheet is stretched. Green \& Friedman considered the cases where $\mu_{1}=\mu_{2}=0$. Throughout this section, we study sheets without tension in the fibre direction, i.e. $\mu_{1}=0$, but with $\mu_{2} \neq 0$. We first turn our attention to transversely isotropic sheets that have an initially constant thickness. For clarity of exposition, we
introduce the quantity

$$
\begin{equation*}
G_{2}\left(x^{\prime}, y^{\prime}, t\right)=\int_{-\frac{1}{2}}^{y^{\prime}} \frac{\left(4+4 \mu_{3}+\mu_{2}\right)}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} \mathrm{~d} y^{\prime} \tag{3.36}
\end{equation*}
$$

the definition of $G_{2}$ is readily obtained in the spatial form by performing the inverse of the transformation $\boldsymbol{\Phi}$. In the case where the sheet has no tension in the fibre direction the equation for $u$ in ALE variables, (3.30), becomes

$$
\begin{equation*}
\frac{\partial}{\partial x^{\prime}}\left(h \frac{\partial u}{\partial x^{\prime}} G_{2}\left(x^{\prime}, \frac{1}{2}, t\right)\right)=0 . \tag{3.37}
\end{equation*}
$$

This is of the same form as the longitudinal momentum equation in the Trouton model, with $G_{2}$ playing the role of a spatially-varying viscosity (setting $\mu_{1}=\mu_{2}=\mu_{3}=0$ gives $G_{2}=4$, the Trouton ratio for a Newtonian thin sheet [49]). We interpret $G_{2}$ as a heterogeneous, time-dependent, 'effective viscosity'. As we shall show, we see the effect of $G_{2}$ is to induce 'necking' in the sheet (the sheet undergoes thinning at a greater rate in some areas of the sheet than others, generating a 'neck'). This behaviour has been observed in Newtonian fluids which possess an inhomogenous viscosity [73].

We also note that if the fibre angle is independent of $x^{\prime}$, or if $\mu_{1}=\mu_{2}=0$ [41], then $G_{2}$ as it appears in equation (3.37) does not possess $x^{\prime}$ dependence. Hence a fluid that does not possess tension in the fibre direction when at rest, and has a uniform fibre direction will behave like a Newtonian fluid, with a modified viscosity. In this case, the centre-line of the fluid is always a straight line, and the model can be solved by transforming to Lagrangian variables, as detailed in [41, 49].

A first integral of (3.37) yields,

$$
\begin{equation*}
h \frac{\partial u}{\partial x^{\prime}} G_{2}=T(t), \tag{3.38}
\end{equation*}
$$

where $T$ is the tension applied to the sheet. Directly from (3.38) we see that $G_{2}$ may induce non-linear behaviours in $u$. For a Newtonian fluid or a transversely isotropic fluid
where only $\mu_{3} \neq 0$, choosing an initial condition of constant thickness across the sheet yields that $u$ must be linear in $x^{\prime}$. In that case, as shown by Howell, $u=\dot{L} x$ for all time, and $h$ is a function of $t$ only [49] (using a similar approach, the same result was shown for a fluid with $\left.\mu_{1}=\mu_{2}=0,[41]\right)$. However, for a transversely isotropic sheet with $\mu_{2} \neq 0$, the existence of the trigonometric terms inside $G_{2}$ changes this. When $\mu_{2}>0$, even if $h\left(x^{\prime}, 0\right)$ is constant, if $\theta\left(x^{\prime}, y, 0\right)$ depends upon $x^{\prime}$, this will result in $u$ becoming nonlinear in $x^{\prime}$, and by (3.28), this will cause $h$ to become spatially non-uniform. In Figure 3.2, we illustrate the early evolution of the thickness of the sheet and the behaviour of $\frac{1}{G_{2}}$, for $h\left(x^{\prime}, 0\right)=1, \theta\left(x^{\prime}, y^{\prime}, 0\right)=\cos \left(4 \pi x^{\prime} y^{\prime}\right)-0.1, \mu_{1}=\mu_{3}=0, \mu_{2}=5$. Notice that the sheet thickness immediately becomes non-uniform, and the location of the peaks and troughs in $\frac{1}{G_{2}}$ correlates with the locations of local minima and maxima of the thickness of the sheet.


Figure 3.2: The evolution of a) the thickness of the sheet and b) the function $\frac{1}{G_{2}}$ up to the time $t=0.5$, pulling at $L(t)=1+t$, with the initial conditions $h\left(x^{\prime}, 0\right)=1, \theta\left(x^{\prime}, y^{\prime}, 0\right)=$ $\cos \left(4 \pi x^{\prime} y^{\prime}\right)-0.1, \mu_{1}=\mu_{3}=0, \mu_{2}=5$.

### 3.3.3 Effect of varying the extensional and shear viscosities $\mu_{2}, \mu_{3}$, with $\mu_{1}=0$.

In this subsection, we continue to use the initial conditions $h\left(x^{\prime}, 0\right)=1, \theta\left(x^{\prime}, y^{\prime}, 0\right)=$ $\cos \left(4 \pi x^{\prime} y^{\prime}\right)-0.1, \mu_{1}=0$, but now vary $\mu_{2}$ and $\mu_{3}$ and compare the state of the sheet at $t=5$. First, we note that setting $\mu_{2}=0$ yields $G_{2}=4$ regardless of the value of $\mu_{3}$. We
plot in Figure 3.3 the thickness and velocity $u$ in the sheet for varied $\mu_{2}$ and notice that for these choices of $\theta\left(x^{\prime}, y^{\prime}, 0\right)$ and $h\left(x^{\prime}, 0\right)$ that we see a global increase in the longitudinal velocity for increasing $\mu_{2}$. Additionally, we see that there are regions of the sheet that thin more quickly for increasing $\mu_{2}$, and other regions that thin more slowly. Intuition based upon the behaviour of a pipe flow would lead one to expect that in regions where the sheet is thicker, the velocity would be lower. This is not true here, and as in the previous subsection, this behaviour is linked to the behaviour of $G_{2}$ as we shall now demonstrate. Taking $\mu_{3}=0$, we have

$$
\begin{equation*}
G_{2}\left(x^{\prime}, \frac{1}{2}, t\right)=\int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{4\left(4+\mu_{2}\right)}{4+\mu_{2} \sin ^{2} 2 \theta} \mathrm{~d} y^{\prime} \tag{3.39}
\end{equation*}
$$

Integrating (3.38) and using $u(1)=1$, we may write

$$
\begin{equation*}
1=T \int_{0}^{1} \frac{1}{h G_{2}\left(x^{\prime}, \frac{1}{2}, t\right)} \mathrm{d} x^{\prime} \tag{3.40}
\end{equation*}
$$

and so

$$
\begin{equation*}
u=\frac{\int_{0}^{x^{\prime}} \frac{1}{h G_{2}} \mathrm{~d} s}{\int_{0}^{1} \frac{1}{h G_{2}} \mathrm{~d} x^{\prime}} \tag{3.41}
\end{equation*}
$$

From equation (3.41), we see that $u$ behaves as a normalised cumulative integral. If $G_{2}$ is fixed, the longitudinal velocity does behave like a pipe flow. Where $h$ is small, $1 / h$ is larger than the averaged value of $1 / h$ across the domain, and hence $u^{(0)}$ will increase in this region. In Figure 3.3, we see that for increasing $\mu_{2}$, whilst $G_{2}$ increases, $h G_{2}$ decreases, leading to an enhanced velocity on the left hand side of the domain. Where $h G_{2}$ is larger, around $x=3$, we see the gradient of $u^{(0)}$ decrease below that of $\mu_{2}=0$.

We note that by (3.40), as the fibres within the fluid sheet flatten out and $G_{2}$ increases everywhere and hence so does the tension, $T$, and that the tension will increase with
increasing $\mu_{2}$.
If we allow $\mu_{2}, \mu_{3} \neq 0$, we now find that

$$
\begin{equation*}
G_{2}\left(x^{\prime}, \frac{1}{2}, t\right)=\int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{4+\mu_{2}+4 \mu_{3}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} \mathrm{~d} y^{\prime} \tag{3.42}
\end{equation*}
$$

We find that increasing $\mu_{3}$ has the effect of globally increasing the value of $G_{2}$ and hence the tension applied to the ends of the sheet, and the effect of damping the uniformitybreaking behaviour of $\mu_{2}$. That is, increasing the term $\mu_{3}$ drives the fluid to behave as 'more Newtonian', whilst increasing $\mu_{2}$ drives the non-Newtonian behaviour of breaking the uniformity of the sheet previously discussed. As an illustrative example, we include Figure 3.4. The figure represents the state of the sheet at $t=5$, with initial conditions $h\left(x^{\prime}, 0\right)=1, \theta\left(x^{\prime}, y^{\prime}, 0\right)=\cos \left(4 \pi x^{\prime} y^{\prime}\right)-0.1$ for varied $\mu_{3}$ and fixed $\mu_{2}=5$. Notice that increasing $\mu_{3}$ causes the thickness of the sheet to exhibit less deviation from uniformity, and the longitudinal velocity to tend towards $u=\dot{L} x^{\prime}$, the solution for a Newtonian fluid.

### 3.3.4 Behaviour of the fibres

We now turn our attention to the behaviour of the fibres within the sheet. Green and Friedman found that for the special case of not extending the sheet ( $\dot{L}=0$ ), that the fibres tend to align parallel to the $y$-axis, and that for the case of an extensional flow with $\mu_{1}, \mu_{2}=0$ that the fibres align with the direction of extension (i.e parallel to the $x$-axis) [41].

For $\mu_{1}=0$, we start by extending the results in section 6 of Ref. [41], for early time with a constant initial fibre direction. If $h_{i}, \theta_{i}$ are uniform, then we can see from equations (3.14) and (3.16) that $\frac{\partial u}{\partial x^{\prime}}=1$, and $\theta$ and $h$ must be functions of time only. Moreover, (3.16) yields

$$
\begin{equation*}
\frac{\partial \theta}{\partial t}=\frac{-\sin 2 \theta\left(4+4 \mu_{3}+2 \mu_{2} \sin ^{2} \theta\right) \frac{1}{L}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} \tag{3.43}
\end{equation*}
$$



Figure 3.3: Comparison of the a) thickness, b) longitudinal velocity and c) $G_{2}$ at $t=5$, pulling at $L(t)=1+t$, for varied $\mu_{2}$, with the conditions $h\left(x^{\prime}, 0\right)=1, \theta\left(x^{\prime}, y^{\prime}, 0\right)=$ $\cos \left(4 \pi x^{\prime} y^{\prime}\right)-0.1, \mu_{1}=\mu_{3}=0$. Note that more extreme behaviour in $G_{2}$ correlates with greater change in the thickness and velocity profile across the sheet.


Figure 3.4: Comparison of a) thickness of the sheet, and b) longitudinal velocity of the sheet at $t=5$ and c) $G_{2}$ at $t=5, \theta\left(x^{\prime}, y^{\prime}, 0\right)=\cos \left(4 \pi x^{\prime} y^{\prime}\right)-0.1$, for $\mu_{1}=0, \mu_{2}=5$, and varied values of $\mu_{3}$.
which implies that the behaviour of the fibres is determined by the $\operatorname{sign}$ of $\sin 2 \theta$. For $0<\theta<\frac{\pi}{2}$, we have $\frac{\partial \theta}{\partial t}<0$, whilst for $\frac{\pi}{2}<\theta<\pi, \frac{\partial \theta}{\partial t}>0$. Therefore, much like the case $\mu_{1}=\mu_{2}=0$, studied by Green and Friedman, the fibres tend to orient themselves with the direction of extension, regardless of the value of $\mu_{2}$, given uniform initial conditions for $h$ and $\theta$. Additionally, we note that $\theta= \pm \frac{\pi}{2}$ is an unstable fixed point of equation (3.43), whilst $\theta=0, \pi$ are stable fixed points.

We now consider the case $\mu_{1}>0$, for an initially constant $h_{i}$ and $\theta_{i}$. We again have that $\frac{\partial u}{\partial x^{\prime}}=1$ and $h, \theta$ remain uniform for all time. Equation (3.16) now yields

$$
\begin{equation*}
\frac{\partial \theta}{\partial t}=\frac{\sin 2 \theta\left(2 \mu_{1} \sin ^{2} \theta-\left(4+4 \mu_{3}+2 \mu_{2} \sin ^{2} \theta\right) \frac{1}{L}\right)}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} \tag{3.44}
\end{equation*}
$$

and so the evolution of the fibre direction is less clear. By again considering the cases $0<\theta<\frac{\pi}{2}, \frac{\pi}{2}<\theta<\pi,-\frac{\pi}{2}<\theta<0,-\pi<\theta<-\frac{\pi}{2}$ we find that in order for the fibres to align along $x$-axis over time, we require

$$
\begin{equation*}
\sin ^{2} \theta\left(L \mu_{1}-\mu_{2}\right)<2+2 \mu_{3} . \tag{3.45}
\end{equation*}
$$

If this condition is satisfied, fibres with angles between $-\frac{\pi}{2}<\theta<\frac{\pi}{2}$ will rotate towards the positive $x$-axis, with fibres outside of this range rotating towards the negative $x$-axis, similarly to the above. However, since this expression includes $L(t)$, it is possible for fibres that initially rotate towards the longitudinal orientation to reverse their evolution as $L \mu_{1}$ grows with time to violate equation (3.45). We illustrate this behaviour in Figure 3.5. For the choices of $\theta_{i}=\frac{\pi}{4}, L_{i}=h_{i}=1, \mu_{1}=5, \mu_{2}=0, \mu_{3}=1$, we give the evolution of the fibre angle and evolution of the left hand side (3.45). Initially, the fibres rotate towards the $x$-axis, until the inequality (3.45) is violated, at which time the fibres reverse their rotation and begin to rotate towards $\theta=\frac{\pi}{2}$.

Finally, we consider a choice of initial fibre angle distribution that is non-uniform. We choose $\theta\left(x^{\prime}, y^{\prime}, 0\right)=\cos \left(4 \pi x^{\prime} y^{\prime}\right)-0.1, h\left(x^{\prime}, 0\right)=1$ with $\mu_{1}=\mu_{3}=0, \mu_{2}=5$. With a


Figure 3.5: Evolution of a) the fibre angle $\theta$, and b) the left hand side of (3.45), $L \mu_{1} \sin ^{2} \theta$, (blue), with the threshold $2+2 \mu_{3}$, (red), for the choices of $\theta_{i}=\frac{\pi}{4}, L_{i}=h_{i}=1, \mu_{1}=$ $5, \mu_{2}=0, \mu_{3}=1$. Note the reversal in the direction of rotation when $L \mu_{1} \sin ^{2} \theta \geq 2+2 \mu_{3}$.


Figure 3.6: a) The initial thickness of the sheet and orientation of the fibres, and b) the thickness of the sheet and orientation of the fibres at $t=5$, for the initial conditions $h\left(x^{\prime}, 0\right)=1, \theta\left(x^{\prime}, y^{\prime}, 0\right)=\cos \left(4 \pi x^{\prime} y^{\prime}\right)-0.1$ and choices of $\mu_{1}=\mu_{3}=0, \mu_{2}=5$.
non-uniform choice of initial fibre distribution, we cannot make analytical progress with (3.16). However, we see in Figure 3.6 that the fibres have a tendency to align in the direction of the sheet when $\mu_{1}=0$. We also note that the rate at which the fibres align in this direction is enhanced in the regions of the sheet that undergoes fastest thinning of the fluid.

### 3.3.5 Centre-line of the fluid: When is it flat?

In the Newtonian problem, it was shown by Howell that the centre-line of the sheet straightens on a timescale shorter than $\frac{L_{0}}{U}$ (and is therefore generally taken to simply be $H=0[16,49])$. This is not necessarily true for a transversely isotropic fluid. It is noted by Green \& Friedman that should $\theta=\theta\left(x^{\prime}, t\right)$ and $\mu_{1}=\mu_{2}=0$, then equations (3.14) and (3.15) with the requirement that $H(0, t)=H(L(t), t)=0$, yields that the centre-line must be flat [41]. We extend this result to include $\mu_{1}, \mu_{2} \neq 0$ by taking a similar approach. Supposing $\theta=\theta\left(x^{\prime}, t\right)$, then the integrand of equations (3.30) and (3.31) can be evaluated explicitly, yielding

$$
\begin{align*}
\frac{\partial}{\partial x^{\prime}}(h f) & =0  \tag{3.46}\\
\frac{\partial^{2}}{\partial x^{\prime 2}}\left(\frac{1}{2} h^{2} f\right) & =\left(\frac{\partial^{2} H}{\partial x^{\prime 2}}+\frac{1}{2} \frac{\partial^{2} h}{\partial x^{\prime 2}}\right) h f \tag{3.47}
\end{align*}
$$

where

$$
\begin{equation*}
f\left(x^{\prime}, t\right)=\frac{\mu_{1} \cos 2 \theta+\frac{1}{L}\left(4+4 \mu_{3}+\mu_{2}\right) \frac{\partial u}{\partial x^{\prime}}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} . \tag{3.48}
\end{equation*}
$$

Expanding the second derivative on the LHS of equation (3.47) and using (3.46) yields that

$$
\begin{equation*}
\frac{\partial^{2} H}{\partial x^{\prime 2}}=0 \tag{3.49}
\end{equation*}
$$

and therefore $H\left(x^{\prime}, t\right) \equiv 0$. Turning our attention to the choice of $\theta\left(x^{\prime}, y^{\prime}, 0\right)=\theta_{i}\left(y^{\prime}\right)$, and now making the assumption that $\mu_{1}=0$ we have that the equation for the centre-line can be written as,

$$
\begin{equation*}
\left(\frac{\partial^{2} H}{\partial x^{\prime 2}}+\frac{1}{2} \frac{\partial^{2} h}{\partial x^{\prime 2}}\right) h G_{2}\left(\frac{1}{2}, t\right)=\frac{\partial^{2}}{\partial x^{\prime 2}}\left(h^{2} \int_{-\frac{1}{2}}^{\frac{1}{2}} G_{2}\left(y^{\prime}, t\right) \mathrm{d} y^{\prime}\right) . \tag{3.50}
\end{equation*}
$$

We recall that, as noted in section 3.3.2, if we choose $\theta_{i}=\theta_{i}\left(y^{\prime}\right)$ only and the initial thickness $h_{i}$ to be uniform, then $G_{2}$ will not possess $x^{\prime}$-dependence and $h$ will also remain


Figure 3.7: Evolution of the centre-line of the sheet under the initial conditions $h\left(x^{\prime}, 0\right)=$ $1, \theta\left(x^{\prime}, y^{\prime}, 0\right)=\sin \left(4 \pi x^{\prime} y^{\prime}\right)-0.1$ with $\mu_{2}=5, \mu_{1}=\mu_{3}=0$.
uniform for all time. As a result we once again obtain (3.49), so that asymmetry in the fibre angles over the centre-line is not sufficient to cause an initially uniform sheet with $\mu_{1}=0$ to deflect.

If $\mu_{1}=0$ and $h_{i}$ is uniform, we must choose $\theta\left(x^{\prime}, y^{\prime}, 0\right)=\theta\left(x^{\prime}, y^{\prime}\right)$ with $\left.\frac{\partial \theta}{\partial y^{\prime}}\right|_{y^{\prime}=0} \neq 0$ to obtain centre-line deflection. In Figure 3.7 we plot the centre-line evolution for the initial conditions $\theta\left(x^{\prime}, y^{\prime}, 0\right)=\sin \left(4 \pi x^{\prime} y^{\prime}\right)-0.1$ with $\mu_{2}=5, \mu_{1}=\mu_{3}=0$. Since the centre-line does not instantaneously collapse to 0 , this suggests that considering the behaviour of the fluid on a short timescale may reveal interesting behaviour that is markedly different from a Newtonian fluid.

If we consider a condition for $h\left(x^{\prime}, 0\right)$ that is not uniform, we find that there will exist a small deflection when $\theta\left(x^{\prime}, y^{\prime}, 0\right)=\theta_{i}\left(y^{\prime}\right)$, since a non-uniform $h$ will induce $x$-dependence in $u_{x}$ via (3.30). Hence, $\theta$ will gain $x^{\prime}$-dependence through its evolution equation (3.29). As an illustrative example, we give the evolution of the centre-line in Figure 3.8 for the choices of $h\left(x^{\prime}, 0^{\prime}\right)=1+x^{\prime 2}, \theta\left(y^{\prime}, 0\right)=\sin \left(4 \pi y^{\prime}\right), \mu_{2}=5, \mu_{1}=\mu_{3}=0$.


Figure 3.8: Evolution of the centre-line of the sheet for the choices of $h\left(x^{\prime}, 0^{\prime}\right)=1+$ $x^{\prime 2}, \theta\left(y^{\prime}, 0\right)=\sin \left(4 \pi y^{\prime}\right), \mu_{2}=5, \mu_{1}=\mu_{3}=0$.

### 3.3.6 Behaviour of sheets possessing tension in the fibre direction, $\mu_{1}>0$.

Here, we briefly examine two special cases for the sheet for which $\mu_{1}>0$. We start by prescribing $L(t)=1+t, h_{i}=1, \mu_{1}=5, \mu_{2}=\mu_{3}=0$, and we test two initial choices of $\theta$, $\theta_{i}=0$, corresponding to the fibres being aligned in the direction of extension, and $\theta_{i}=\frac{\pi}{2}$, corresponding to the fibres being aligned in the transverse direction in the sheet. In Figure 3.9 we plot the tension required to be applied to the sheet to achieve the prescribed rate of pulling for these two initial choices of $\theta$. First, we note that for these choices of $\theta_{i}$, there is no evolution in $\theta$ with time as $\theta=0, \frac{\pi}{2}$ are fixed points of equation (3.29). Next, we notice that for fibres arranged in the transverse direction of the sheet, that the tension applied to the sheet is negative. To explain this we begin with the equation for $u$ in spatial variables,

$$
\begin{equation*}
T=\int_{H^{-}}^{H^{+}} \frac{\mu_{1} \cos 2 \theta+\left(4+4 \mu_{3}+\mu_{2}\right) \frac{\partial u}{\partial x}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} \mathrm{~d} y \tag{3.51}
\end{equation*}
$$

now since $\theta$ has no evolution for these particular choices of $\theta_{i}$ (as they are fixed points of equation (3.27)), then

$$
\begin{equation*}
T=\frac{1}{4\left(1+\mu_{3}\right)}\left(\left(4+4 \mu_{3}+\mu_{2}\right) \frac{\partial u}{\partial x} \pm \mu_{1}\right) h, \tag{3.52}
\end{equation*}
$$

where the positive sign corresponds to $\theta_{i}=0$, and the negative to $\theta_{i}=\frac{\pi}{2}$. We note that the active behaviour of fibres aligned in the longitudinal direction enhances the tension in the sheet. This is similar to the behaviour of cell-seeded hydrogels, where the active behaviour of the suspended self-aligning cells cause an increase in tension across the sheet [69]. In the case of $\theta_{i}=\frac{\pi}{2}$, it is possible that $\mu_{1}>\left(4+4 \mu_{3}+\mu_{2}\right) u_{x}$ and hence $T<0$. We interpret this as being due to the fibres in the transverse direction attempting to contract the sheet, which due to mass conversation, would generate a compression in the longitudinal direction, as the sheet attempts to extend longitudinally. If we define the total tension required to move the sheet at the prescribed speed as $T_{L}$, the tension caused by the fibres as $T_{f}$ and the tension applied to the sheet as $T$, then we expect that

$$
\begin{equation*}
T_{L}=T+T_{f} . \tag{3.53}
\end{equation*}
$$

The rate of extension is too slow to compensate for the compression generated by the fibres pulling in the transverse direction, hence $T<0$. As discussed by Howell for the Newtonian case, [49], when the sheet is in compression we expect buckling to occur, and that the curvature of the centre-line will in time become significant. Thus, in this case, the nearly-straight centre-line scaling assumed in the Green and Friedman model will be violated, and the model will fail to predict the behaviour of the sheet.

### 3.4 Discussion

In this chapter we have constructed a numerical strategy to solve the model proposed by Green \& Friedman for the extensional flow of a thin two-dimensional sheet of a fibrereinforced fluid, first reducing the model by eliminating $u^{(1)}$ and then employing a Arbitrary Lagrangian-Eulerian method. We have shown how the distribution of fibres within the fluid can cause interesting non-Newtonian behaviours such as driving non-uniformity in the development of the thickness of an initially uniformly thick sheet and the generation


Figure 3.9: Evolution of the tension applied to the sheet for two initial choices of fibre direction, a) $\theta_{i}=0$, and b) $\theta_{i}=\frac{\pi}{2}$ up to $t=5$ with $h\left(x^{\prime}, 0\right)=1, \mu_{1}=5, \mu_{2}=\mu_{3}=0$, and prescribed pulling $L=1+t$.
of a non-zero centre-line even with the implicit assumption that the centre-line is nearly straight. Additionally, we are unaware of any existing mathematical models that possess a coupled pair of integro-differential equations with a double integral having limits involving a variable like (3.31). Furthermore, we have investigated the short time behaviour of the model, to create a framework for the examination of sheets with an initially curved centre-line.

Similar to previous work, we see that the fibres of a transversely isotropic fluid generally align in the direction of extension, provided $\mu_{1}=0$, as long as the fibres are not initially pointing in the transverse direction of the sheet. As far as the behaviour of an active transversely isotropic fluid is concerned, preliminarily we have seen that allowing $\mu_{1} \neq 0$ allows the fibres to develop towards alignments that are not in the direction of extension of the fluid. However, if the fibres are aligned in the longitudinal direction of the sheet and possess active behaviour, the tension within the sheet is increased. Active behaviour giving rise to greater tension has been observed in the seeding of hydrogels with a suspension of self-aligning cells [5]. Future work in this area could include constructing more biologically realistic multiphase model that incorporates the work in this chapter as a fibrous extracellular matrix or hydrogel, with the cells exhibiting active behaviour instead of the fibres. This could result in a model of how different experimental setups
lead to different alignment patterns of cells and could determine the best conditions to grow neural tissue.

Our results also show that the behaviour of a passive transversely isotropic fluid sheet is controlled largely by the behaviour of the function $G_{2}$, through which the fibre orientation acts upon the longitudinal velocity and centre-line of the fluid. We interpret this function as the 'effective viscosity' throughout the sheet. In places, this viscosity induces necking in the sheet, as has been seen in Newtonian fluids with an inhomogenous viscosity [73] and is the direct cause of the longitudinal velocity not behaving as a pipe flow intuition would expect. That is, where the sheet is thicker does not necessarily correspond to a decrease in the longitudinal velocity, but rather a change in the gradient $\frac{\partial u}{\partial x}$ driven by $G_{2}$.

There are a number of avenues for further work related to this chapter. We model sheets that are nearly straight, with the employment of a Cartesian co-ordinate system restricting the model to examining sheets which are initially slightly curved, i.e $\frac{H}{L_{0}}$ is small. Where this is not the case, future work could entail the use of a curvilinear co-ordinate system to approach sheets with curvature in the centre-line, in works similar to Ribe [82].

As the thread starts to become very thin, there may be a new regime where the $\mu_{1}$ term in (3.30) dominates the $\frac{\partial u}{\partial x^{\prime}}$ term. Perhaps the behaviour of the sheet in this regime may shed light upon how the active behaviour of the fluid may drive breakup of the sheet. Simpler modifications could include prescribing the tension applied to the ends of the sheet, rather than prescribing the length. Furthermore we could also modify the model to include the effects of surface tension, inertia, and body forces.

## CHAPTER 4

## SHORT TIMESCALE ANALYSIS OF THE EXTENSIONAL FLOW OF A SHEET

We extend the work of the previous chapter by examining the extensional flow a twodimensional transversely isotropic viscous sheet, over a timescale shorter than the $\frac{L_{0}}{U}$ timescale we employed in chapter 3. In Ref. [49], it is demonstrated that the leading order equations for the extensional flow of a slender, viscous, Newtonian sheet predict that the centre-line of the sheet is straight. Hence, the model cannot satisfy an initial condition for the case when the centre-line that is not straight. In order to study the behaviour of initially curved sheets, a short timescale analysis is performed. It is demonstrated that the required timescale must be $\varepsilon^{2} \frac{L_{0}}{U}$ by Buckmaster et al [16], where $L, U$ are the characteristic length and velocity scales respectively. As discussed in the previous chapter, in the transversely isotropic problem, it is similarly impossible to satisfy an arbitrary initial condition for the centre-line, and there exist possible choices for the key parameters and initial distribution fibre angles, that give rise to a centre-line that is not identically zero on the flow timescale. This indicates that there may exist interesting behaviours, different from the Newtonian case, on this short timescale.

We begin by giving the governing equations on this timescale in section 4.1. Next, we derive a reduced model using a now familiar lubrication approximation in section 4.2. This derivation is lengthy, and a summary is given in section 4.2.1, before yet further reductions to the model are made. The numerical strategy is briefly detailed in section 4.2.2. We
compare the results from the short timescale to the initial results from the Green and Friedman model and discuss the effect of changing parameter values in section 4.3.

### 4.1 Governing equations on the short timescale

We seek a short timescale in order to describe the evolution of the centre-line and fibres. As before, we define $L_{0}, h_{0}, U$ to be the initial length, typical initial thickness, and typical value for the velocity for the fluid at the pulled boundary respectively and reintroduce the parameter $\varepsilon=h_{0} / L_{0} \ll 1$, which is the initial inverse aspect ratio of the sheet. Unlike chapter 3, we are interested in the behaviour of the sheet on a short timescale in order to study the movement of the centre-line. We use the same scaling as Buckmaster et al [16] and Howell [49], and re-scale the equations and boundary conditions by setting

$$
\begin{equation*}
\tau=\frac{t}{\varepsilon^{2}} \tag{4.1}
\end{equation*}
$$

Except for the new timescale, we use the same scalings as in chapter 3. The dimensionless equations for the sheet are given in (B.1)-(B.3). Immediately from the kinematic boundary condition (3.19) we see that we must re-scale the vertical velocity $v$ to be small. Hence, we set

$$
v=\frac{V}{\varepsilon^{2}} .
$$

Applying this scaling to the dimensionless equations for the sheet (B.1)-(B.3), yields

$$
\begin{equation*}
\varepsilon^{2} \frac{\partial u}{\partial x}+\frac{\partial V}{\partial y}=0 \tag{4.2}
\end{equation*}
$$

from continuity, whilst the $x$-momentum equation becomes

$$
\begin{align*}
-\varepsilon^{3} \frac{\partial p}{\partial x} & +\varepsilon \frac{\partial^{2} u}{\partial y^{2}}+\varepsilon^{3} \frac{\partial^{2} u}{\partial x^{2}}+\varepsilon^{3} \mu_{1} \frac{\partial}{\partial x}\left(\cos ^{2} \theta\right)+\varepsilon^{2} \mu_{1} \frac{\partial}{\partial y}(\cos \theta \sin \theta) \\
& +\mu_{2} \frac{\partial}{\partial x}\left[\varepsilon^{3} \cos ^{4} \theta \frac{\partial u}{\partial x}+\cos ^{3} \theta \sin \theta\left(\varepsilon^{2} \frac{\partial u}{\partial y}+\varepsilon^{2} \frac{\partial V}{\partial x}\right)+\varepsilon \cos ^{2} \theta \sin ^{2} \theta \frac{\partial V}{\partial y}\right] \\
& +2 \mu_{3} \frac{\partial}{\partial x}\left[2 \varepsilon^{3} \cos ^{2} \theta \frac{\partial u}{\partial x}+\cos \theta \sin \theta\left(\varepsilon^{2} \frac{\partial u}{\partial y}+\varepsilon^{2} \frac{\partial V}{\partial x}\right)\right] \\
& +\mu_{2} \frac{\partial}{\partial y}\left[\cos \theta \sin \theta\left(\varepsilon^{2} \cos ^{2} \theta \frac{\partial u}{\partial x}+\varepsilon \cos \theta \sin \theta\left(\frac{\partial u}{\partial y}+\frac{\partial V}{\partial x}\right)+\sin ^{2} \theta \frac{\partial V}{\partial y}\right)\right] \\
& +\mu_{3} \frac{\partial}{\partial y}\left[\varepsilon \frac{\partial u}{\partial y}+\varepsilon \frac{\partial V}{\partial x}\right]=0 \tag{4.3}
\end{align*}
$$

and in the $y$ direction we have:

$$
\begin{align*}
-\varepsilon^{2} \frac{\partial p}{\partial y} & +\epsilon^{2} \frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\varepsilon^{2} \mu_{1} \frac{\partial}{\partial y}\left(\sin ^{2} \theta\right)+\varepsilon^{3} \mu_{1} \frac{\partial}{\partial x}(\cos \theta \sin \theta) \\
& +\mu_{2} \frac{\partial}{\partial y}\left[\varepsilon^{2} \sin ^{2} \theta \cos ^{2} \theta \frac{\partial u}{\partial x}+\varepsilon \cos \theta \sin ^{3} \theta\left(\frac{\partial u}{\partial y}+\frac{\partial V}{\partial x}\right)+\sin ^{4} \theta \frac{\partial V}{\partial y}\right] \\
& +2 \mu_{3} \frac{\partial}{\partial y}\left[2 \sin ^{2} \theta \frac{\partial V}{\partial y}+\varepsilon \cos \theta \sin \theta\left(\frac{\partial u}{\partial y}+\frac{\partial V}{\partial x}\right)\right] \\
& +\mu_{2} \frac{\partial}{\partial x}\left[\varepsilon^{3} \sin \theta \cos ^{3} \theta \frac{\partial u}{\partial x}+\varepsilon^{2} \cos ^{2} \theta \sin ^{2} \theta\left(\frac{\partial u}{\partial y}+\frac{\partial V}{\partial x}\right)+\varepsilon \cos \theta \sin ^{3} \theta \frac{\partial V}{\partial y}\right] \\
& +\mu_{3} \frac{\partial}{\partial x}\left[\varepsilon^{2} \frac{\partial u}{\partial y}+\varepsilon^{2} \frac{\partial V}{\partial x}\right]=0 \tag{4.4}
\end{align*}
$$

The equation for the evolution of the fibre angles, (3.3), becomes

$$
\begin{equation*}
\frac{\partial \theta}{\partial \tau}+\varepsilon^{2} u \frac{\partial \theta}{\partial x}+V \frac{\partial \theta}{\partial y}=-\varepsilon^{2} \sin \theta \cos \theta \frac{\partial u}{\partial x}-\varepsilon \sin ^{2} \theta \frac{\partial u}{\partial y}+\varepsilon \cos ^{2} \theta \frac{\partial V}{\partial x}+\sin \theta \cos \theta \frac{\partial V}{\partial y} \tag{4.5}
\end{equation*}
$$

We must also apply the scaling to the boundary conditions. The no stress boundary conditions give us

$$
\begin{array}{r}
\varepsilon \frac{\partial u}{\partial y}+\varepsilon \frac{\partial V}{\partial x}+\varepsilon^{2} \mu_{1} \cos \theta \sin \theta+\mu_{2} \cos \theta \sin \theta\left(\varepsilon^{2} \cos ^{2} \theta \frac{\partial u}{\partial x}+\cos \theta \sin \theta\left(\varepsilon \frac{\partial u}{\partial y}+\varepsilon \frac{\partial V}{\partial x}\right)+\right. \\
\left.\sin ^{2} \theta \frac{\partial V}{\partial y}\right)+\mu_{3}\left(\varepsilon \frac{\partial V}{\partial x}+\varepsilon \frac{\partial u}{\partial y}\right)=\varepsilon\left[\frac{\partial H}{\partial x} \pm \frac{1}{2} \frac{\partial h}{\partial x}\right]\left[-\varepsilon^{2} p+2 \varepsilon^{2} \frac{\partial u}{\partial x}\right. \\
+\varepsilon^{2} \mu_{1} \cos ^{2} \theta+\mu_{2} \cos ^{2} \theta\left(\varepsilon^{2} \cos ^{2} \theta \frac{\partial u}{\partial x}+\cos \theta \sin \theta\left(\varepsilon \frac{\partial u}{\partial y}+\varepsilon \frac{\partial V}{\partial x}\right)+\sin ^{2} \theta \frac{\partial V}{\partial y}\right) \\
\left.+2 \mu_{3} \cos \theta\left(2 \varepsilon^{2} \cos \theta \frac{\partial u}{\partial x}+\sin \theta\left(\varepsilon \frac{\partial u}{\partial y}+\varepsilon \frac{\partial V}{\partial x}\right)\right)\right], \text { on } y=H^{ \pm}, \quad(4.6) \\
-\varepsilon^{2} p+2 \frac{\partial V}{\partial y}+\varepsilon^{2} \mu_{1} \sin ^{2} \theta+\mu_{2} \sin ^{2} \theta\left(\varepsilon^{2} \cos ^{2} \theta \frac{\partial u}{\partial x}+\cos \theta \sin \theta\left(\varepsilon \frac{\partial u}{\partial y}+\varepsilon \frac{\partial V}{\partial x}\right)+\sin ^{2} \theta \frac{\partial V}{\partial y}\right) \\
+2 \mu_{3}\left(2 \sin ^{2} \theta \frac{\partial V}{\partial y}+\sin \theta \cos \theta\left(\varepsilon \frac{\partial u}{\partial y}+\varepsilon \frac{\partial V}{\partial x}\right)\right)=\varepsilon\left[\frac{\partial H}{\partial x} \pm \frac{1}{2} \frac{\partial h}{\partial x}\right]\left[\varepsilon \frac{\partial u}{\partial y}+\varepsilon \frac{\partial V}{\partial x}\right. \\
+\varepsilon^{2} \mu_{1} \cos \theta \sin \theta+\mu_{2} \cos \theta \sin \theta\left(\varepsilon^{2} \cos ^{2} \theta \frac{\partial u}{\partial x}+\cos \theta \sin \theta\left(\varepsilon \frac{\partial u}{\partial y}+\varepsilon \frac{\partial V}{\partial x}\right)+\sin ^{2} \theta \frac{\partial V}{\partial y}\right) \\
\left.+\mu_{3}\left(\varepsilon \frac{\partial V}{\partial x}+\varepsilon \frac{\partial u}{\partial y}\right)\right] \text { on } y=H^{ \pm}, \quad(4.7) \tag{4.7}
\end{array}
$$

in the $x$ and $y$ directions respectively. We also will have the boundary conditions

$$
\begin{align*}
u(0, \tau)=0, \quad u(L, \tau) & =\dot{L},  \tag{4.8}\\
H(0, \tau)=H(L, \tau) & =0,  \tag{4.9}\\
\frac{\partial H}{\partial x}(0, \tau)=\frac{\partial H}{\partial x}(L, \tau) & =0, \tag{4.10}
\end{align*}
$$

and will need to prescribe initial conditions for $\theta^{(0)}$ and $h^{(0)}$. Throughout this chapter, we will continue to use $L(t)=1+t$ unless otherwise stated, which gives the right hand boundary condition $u(L, \tau)=1$.

### 4.2 Thin film approximation

Once again, we introduce the assumption that the sheet is thin. We reduce the model by exploiting the slender geometry of the sheet by expanding our variables as a power series of the inverse aspect ratio of the sheet, $\varepsilon$ :

$$
u \sim u^{(0)}+\varepsilon u^{(1)}+\ldots, \text { etc. }
$$

As before, we see that the modification to transverse isotropy requires that we include odd powers in our expansion. At leading order the continuity equation gives

$$
\begin{equation*}
\frac{\partial V^{(0)}}{\partial y}=0 \tag{4.11}
\end{equation*}
$$

with the kinematic condition

$$
\begin{equation*}
V^{(0)}=\frac{\partial H^{(0)}}{\partial \tau} \pm \frac{1}{2} \frac{\partial h^{(0)}}{\partial \tau} ; \text { on } y=H^{(0)^{ \pm}} \tag{4.12}
\end{equation*}
$$

where, as in the previous chapter, $H^{(0)^{ \pm}}=H^{(0)} \pm \frac{h^{(0)}}{2}$. Integrating (4.11) with the kinematic condition yields

$$
\begin{equation*}
V^{(0)}=\frac{\partial H^{(0)}}{\partial \tau}, \quad \frac{\partial h^{(0)}}{\partial \tau}=0 \tag{4.13}
\end{equation*}
$$

Much like the Newtonian problem [49], the transverse velocity is independent of depth, and there is no thinning of the sheet on this timescale. Additionally, we obtain an equation for $\theta^{(0)}$ at this order, which is

$$
\begin{equation*}
\frac{\partial \theta^{(0)}}{\partial \tau}+\frac{\partial H^{(0)}}{\partial \tau} \frac{\partial \theta^{(0)}}{\partial y}=0 . \tag{4.14}
\end{equation*}
$$

An immediate consequence of (4.14) is that movement of the centre-line of the fluid is required in order to have rotation of the fibres. To obtain equations for $u^{(0)}, p^{(0)}$ and $H^{(0)}$
we must proceed to higher orders. At $\mathcal{O}(\varepsilon)$ we obtain

$$
\begin{equation*}
\frac{\partial^{2} u^{(0)}}{\partial y^{2}}+\mu_{2} \frac{\partial}{\partial y}\left(\cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)}\left(\frac{\partial u^{(0)}}{\partial y}+\frac{\partial V^{(0)}}{\partial x}\right)\right)+\mu_{3} \frac{\partial}{\partial y}\left(\frac{\partial u^{(0)}}{\partial y}+\frac{\partial V^{(0)}}{\partial x}\right)=0 \tag{4.15}
\end{equation*}
$$

from the $x$-momentum equation, with the corresponding boundary condition

$$
\begin{align*}
\frac{\partial u^{(0)}}{\partial y}+\frac{\partial V^{(0)}}{\partial x}+\mu_{2} \cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)} & \left(\frac{\partial u^{(0)}}{\partial y}+\frac{\partial V^{(0)}}{\partial x}\right) \\
& +\mu_{3}\left(\frac{\partial u^{(0)}}{\partial y}+\frac{\partial V^{(0)}}{\partial x}\right)=0 ; \text { on } y=H^{(0)^{ \pm}} \tag{4.16}
\end{align*}
$$

Integration of (4.15) and application of (4.16) yields

$$
\begin{equation*}
\left(\frac{\partial u^{(0)}}{\partial y}+\frac{\partial V^{(0)}}{\partial x}\right)\left(1+\mu_{2} \cos ^{2} \theta \sin ^{2} \theta+\mu_{3}\right)=0 \tag{4.17}
\end{equation*}
$$

hence, we recover the statement for $u^{(0)}$

$$
\begin{equation*}
u^{(0)}=\bar{u}(x, \tau)+\left(H^{(0)}-y\right) \frac{\partial^{2} H^{(0)}}{\partial \tau \partial x}, \tag{4.18}
\end{equation*}
$$

where $\bar{u}(x, t)$ is a function arising from the integration of (4.17). This is precisely the same result one obtains for a Newtonian fluid [49], although the result appears in our analysis at $\mathcal{O}(\varepsilon)$ instead of $\mathcal{O}\left(\varepsilon^{2}\right)$. As $u^{(0)}$ possesses $y$-dependence, the flow is not extensional on this timescale. As noted by Howell [49], dependence of $u^{(0)}$ on $y$ leads to bending stresses within the sheet.

Consideration of equations at $\mathcal{O}\left(\varepsilon^{2}\right)$ allow us to obtain an expression for $p^{(0)}$. First, the continuity equation at this order yields

$$
\begin{equation*}
\frac{\partial u^{(0)}}{\partial x}+\frac{\partial V^{(2)}}{\partial y}=0 \tag{4.19}
\end{equation*}
$$

then the $y$-momentum equation at $\mathcal{O}\left(\varepsilon^{2}\right)$ is

$$
\begin{align*}
&-\frac{\partial p^{(0)}}{\partial y}+\frac{\partial^{2} V^{(0)}}{\partial x^{2}}+\frac{\partial^{2} V^{(2)}}{\partial y^{2}}+\mu_{1} \frac{\partial}{\partial y}\left(\sin ^{2} \theta^{(0)}\right)+\mu_{2} \frac{\partial}{\partial y}\left(\cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}+\right. \\
&\left.+\cos \theta^{(0)} \sin ^{3} \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)+\sin ^{4} \theta \frac{\partial V^{(2)}}{\partial y}\right) \\
&+2 \mu_{3} \frac{\partial}{\partial y}\left(2 \sin ^{2} \theta^{(0)} \frac{\partial V^{(2)}}{\partial y}+\cos \theta^{(0)} \sin \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)\right)=0 \tag{4.20}
\end{align*}
$$

with the associated boundary condition

$$
\begin{align*}
&-p^{(0)}+2 \frac{\partial V^{(2)}}{\partial y}+ \mu_{1} \sin ^{2} \theta^{(0)}+\mu_{2}\left(\cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}\right. \\
&\left.+\cos \theta^{(0)} \sin ^{3} \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)+\sin ^{4} \theta \frac{\partial V^{(2)}}{\partial y}\right) \\
&+2 \mu_{3}\left(2 \sin ^{2} \theta^{(0)} \frac{\partial V^{(2)}}{\partial y}+\cos \theta^{(0)} \sin \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)\right)=0 ; \text { on } y=H^{(0)^{ \pm}} . \tag{4.21}
\end{align*}
$$

There are a number of terms involving $H^{(1)}$ that arise in the calculation of (4.21). These terms are multiplied by $\frac{\partial u^{(0)}}{\partial y}+\frac{\partial V^{(0)}}{\partial x}$ and are thus omitted. Noting that $V^{(0)}$ must be a function of $x, t$ only, we can directly integrate (4.20)

$$
\begin{align*}
-p^{(0)}+y \frac{\partial^{2} V^{(0)}}{\partial x^{2}} & +\frac{\partial V^{(2)}}{\partial y}+\mu_{1} \sin ^{2} \theta^{(0)}+\mu_{2}\left(\cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}\right. \\
& \left.+\cos \theta^{(0)} \sin ^{3} \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)+\sin ^{4} \theta \frac{\partial V^{(2)}}{\partial y}\right) \\
+ & 2 \mu_{3}\left(2 \sin ^{2} \theta^{(0)} \frac{\partial V^{(2)}}{\partial y}+\cos \theta^{(0)} \sin \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)\right)+c(x, \tau)=0 . \tag{4.22}
\end{align*}
$$

Applying the boundary conditions (4.21) and using (4.19) allows us to directly obtain the function $c$,

$$
c(x, \tau)=-\frac{\partial \bar{u}}{\partial x}-\frac{\partial H^{(0)}}{\partial x} \frac{\partial^{2} H^{(0)}}{\partial x \partial \tau}-H \frac{\partial^{3} H^{(0)}}{\partial^{2} x \partial \tau},
$$

and hence the fibre-enhanced leading order pressure is

$$
\begin{align*}
p^{(0)}=-2 \frac{\partial u^{(0)}}{\partial x}+ & \mu_{1} \sin ^{2} \theta^{(0)}+\mu_{2}\left(\cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}\right. \\
& \left.+\cos \theta^{(0)} \sin ^{3} \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)+\sin ^{4} \theta \frac{\partial V^{(2)}}{\partial y}\right) \\
+ & 2 \mu_{3}\left(2 \sin ^{2} \theta^{(0)} \frac{\partial V^{(2)}}{\partial y}+\cos \theta^{(0)} \sin \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)\right)=0 . \tag{4.23}
\end{align*}
$$

We note here that setting $\mu_{1}=\mu_{2}=\mu_{3}=0$ recovers the expected Newtonian pressure. Now, the $x$-momentum equation is

$$
\begin{align*}
& \frac{\partial^{2} u^{(1)}}{\partial y^{2}}+\mu_{1} \frac{\partial}{\partial y}\left(\cos \theta^{(0)} \sin \theta^{(0)}\right)+\mu_{2} \frac{\partial}{\partial y}\left(\cos ^{3} \theta^{(0)} \sin ^{2} \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}\right. \\
&+\cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)\left.+\cos \theta^{(0)} \sin ^{3} \theta^{(0)} \frac{\partial V^{(2)}}{\partial y}\right) \\
&+\mu_{3} \frac{\partial}{\partial y}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)=0 \tag{4.24}
\end{align*}
$$

with the associated boundary condition

$$
\begin{align*}
\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}+\mu_{1} \cos \theta^{(0)} \sin \theta^{(0)}+ & \mu_{2}\left(\cos ^{3} \theta^{(0)} \sin ^{2} \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}\right. \\
+\cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}\right. & \left.\left.+\frac{\partial V^{(1)}}{\partial x}\right)+\cos \theta^{(0)} \sin ^{3} \theta^{(0)} \frac{\partial V^{(2)}}{\partial y}\right) \\
& +\mu_{3}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)=0, \text { on } y=H^{(0)^{ \pm}}, \tag{4.25}
\end{align*}
$$

combining these yields a compatibility condition

$$
\begin{align*}
\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right) & \left(1+\mu_{2} \cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)}+\mu_{3}\right)+\mu_{1} \cos \theta^{(0)} \sin \theta^{(0)} \\
& +\mu_{2} \frac{\partial u^{(0)}}{\partial x}\left(\cos ^{3} \theta^{(0)} \sin \theta^{(0)}-\cos \theta^{(0)} \sin ^{3} \theta^{(0)}\right)=0 \tag{4.26}
\end{align*}
$$

We note that in our analysis, $V^{(1)}$ never appears without $u^{(1)}$. We can thus view this compatibility condition as an equation to eliminate both $V^{(1)}$ and $u^{(1)}$.

In order to close the model, we must go to yet higher orders in order to obtain equations for $u^{(0)}, H^{(0)}$. Our approach is similar to the Newtonian case: we integrate the relevant equations over the depth of the sheet and apply the no-stress boundary conditions at $y=H^{(0)^{ \pm}}$. In our approach, a number of higher order terms in the boundary conditions will be eliminated by substitution of previously obtained quantities. At next order, equation (4.26) also appears as part of the boundary conditions. Using this equation to cancel out numerous terms greatly simplifies those conditions. Following this process, we may write the $\mathcal{O}\left(\varepsilon^{3}\right) x$-momentum equation as

$$
\begin{align*}
& \frac{\partial}{\partial x}\left[-p^{(0)}+\right. 2 \frac{\partial u^{(0)}}{\partial x}+\mu_{1} \cos ^{2} \theta^{(0)}+\mu_{2}\left(\cos ^{4} \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}\right. \\
&\left.+\cos ^{3} \theta^{(0)} \sin \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)+\cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)} \frac{\partial V^{(2)}}{\partial y}\right) \\
&+\left.2 \mu_{3}\left(2 \cos ^{2} \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}+\cos \theta^{(0)} \sin \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)\right)\right]-\frac{\partial^{2} u^{(0)}}{\partial x^{2}} \\
&=-\frac{\partial}{\partial y}\left[\frac{\partial u^{(2)}}{\partial y}+\frac{\partial V^{(2)}}{\partial x}+\mu_{1}\left(\theta^{(1)} \cos 2 \theta^{(0)}\right)+\mu_{2}\left(\cos ^{3} \theta^{(0)} \sin \theta^{(0)} \frac{\partial u^{(1)}}{\partial x}\right.\right. \\
&+\theta^{(1)}\left(\cos ^{4} \theta^{(0)}-3 \cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)}\right) \frac{\partial u^{(0)}}{\partial x}+\cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)}\left(\frac{\partial u^{(2)}}{\partial y}+\frac{\partial V^{(2)}}{\partial x}\right) \\
&+\frac{1}{2} \theta^{(1)} \sin 4 \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)+\cos \theta^{(0)} \sin ^{3} \theta^{(0)} \frac{\partial V^{(3)}}{\partial y} \\
&\left.\left.+\theta^{(1)}\left(3 \cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)}-\sin ^{4} \theta^{(0)}\right) \frac{\partial V^{(2)}}{\partial y}\right)+\mu_{3}\left(\frac{\partial u^{(2)}}{\partial y}+\frac{\partial V^{(2)}}{\partial x}\right)\right]+\frac{\partial^{2} V^{(2)}}{\partial x \partial y}, \tag{4.27}
\end{align*}
$$

where we have 'added 0 ' to both sides of the equation so that (4.27) takes a similar form to the boundary condition

$$
\begin{align*}
& \frac{\partial u^{(2)}}{\partial y}+\frac{\partial V^{(2)}}{\partial x}+\mu_{1} \theta^{(1)} \cos 2 \theta^{(0)}+\mu_{2}\left(\cos ^{3} \theta^{(0)} \sin \theta^{(0)} \frac{\partial u^{(1)}}{\partial x}\right. \\
& +\theta^{(1)}\left(\cos ^{4} \theta^{(0)}-3 \cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)}\right) \frac{\partial u^{(0)}}{\partial x} \\
& +\cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)}\left(\frac{\partial u^{(2)}}{\partial y}+\frac{\partial V^{(2)}}{\partial x}\right)+\frac{1}{2} \theta^{(1)} \sin 4 \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right) \\
& \left.+\cos \theta^{(0)} \sin ^{3} \theta^{(0)} \frac{\partial V^{(3)}}{\partial y}+\theta^{(1)}\left(3 \cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)}-\sin ^{4} \theta^{(0)}\right) \frac{\partial V^{(2)}}{\partial y}\right) \\
& +\mu_{3}\left(\frac{\partial V^{(2)}}{\partial x}+\frac{\partial u^{(2)}}{\partial y}\right) \\
& =\left(\frac{\partial H^{(0)}}{\partial x} \pm \frac{1}{2} \frac{\partial h^{(0)}}{\partial x}\right)\left[-p^{(0)}+2 \frac{\partial u^{(0)}}{\partial x}+\mu_{1} \cos ^{2} \theta^{(0)}\right. \\
& +\mu_{2}\left(\cos ^{4} \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}+\cos ^{3} \theta^{(0)} \sin \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)+\cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)} \frac{\partial V^{(2)}}{\partial y}\right) \\
& \left.2 \mu_{3}\left(2 \cos ^{2} \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}+\cos \theta^{(0)} \sin \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)\right)\right] ; \text { on } y=H^{(0)} \pm \frac{h^{(0)}}{2} \text {. } \tag{4.28}
\end{align*}
$$

We note that the remainder terms outside of the derivatives in (4.27) cancel due to $\mathcal{O}\left(\varepsilon^{2}\right)$ continuity equation (4.19). Additionally, a number of terms involving $H^{(1)}$ appear in the computation of (4.28). These terms reduce to zero as a result of lower order results, and are omitted. Integrating equation (4.27) over the depth of the sheet yields

$$
\begin{equation*}
\int_{H^{(0)-}}^{H^{(0)^{+}}} \frac{\partial}{\partial x}\left(-p^{(0)}+g_{1}(x, \tau)\right) \mathrm{d} y=-\left[\frac{\partial u^{(2)}}{\partial y}+\frac{\partial V^{(2)}}{\partial x}+g_{2}(x, \tau)\right]_{y=H^{(0)^{-}}}^{y=H^{(0)^{+}}}, \tag{4.29}
\end{equation*}
$$

where

$$
\begin{align*}
& g_{1}=-p^{(0)}+2 \frac{\partial u^{(0)}}{\partial x}+\mu_{1} \cos ^{2} \theta^{(0)}+\mu_{2}\left(\cos ^{4} \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}\right. \\
& \left.+\cos ^{3} \theta^{(0)} \sin \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)+\cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)} \frac{\partial V^{(2)}}{\partial y}\right) \\
& +2 \mu_{3}\left(2 \cos ^{2} \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}+\cos \theta^{(0)} \sin \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)\right), \tag{4.30}
\end{align*}
$$

$$
\begin{align*}
& g_{2}=\mu_{1} \theta^{(1)} \cos 2 \theta^{(0)}+ \mu_{2}\left(\cos ^{3} \theta^{(0)} \sin \theta^{(0)} \frac{\partial u^{(1)}}{\partial x}\right. \\
&+\theta^{(1)}\left(\cos ^{4} \theta^{(0)}-3 \cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)}\right) \frac{\partial u^{(0)}}{\partial x} \\
&+\cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)}\left(\frac{\partial u^{(2)}}{\partial y}+\frac{\partial V^{(2)}}{\partial x}\right)+\frac{1}{2} \theta^{(1)} \sin 4 \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right) \\
&\left.+\cos \theta^{(0)} \sin ^{3} \theta^{(0)} \frac{\partial V^{(3)}}{\partial y}+\theta^{(1)}\left(3 \cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)}-\sin ^{4} \theta^{(0)}\right) \frac{\partial V^{(2)}}{\partial y}\right) \\
&+\mu_{3}\left(\frac{\partial V^{(2)}}{\partial x}+\frac{\partial u^{(2)}}{\partial y}\right) \tag{4.31}
\end{align*}
$$

are functions containing the collected $\mu_{1}, \mu_{2}, \mu_{3}$ terms from (4.27) and are readily obtained by inspection. Application of (4.28) to (4.29) now yields

$$
\begin{align*}
\int_{H^{(0)^{-}}}^{H^{(0)^{+}}} \frac{\partial}{\partial x}\left(-p^{(0)}+g_{1}\right) \mathrm{d} y=\left(\frac{\partial H^{(0)}}{\partial x}\right. & \left.-\frac{1}{2} \frac{\partial h^{(0)}}{\partial x}\right)\left(-p^{(0)}+g_{1}\right)_{y=H^{(0)^{-}}} \\
& -\left(\frac{\partial H^{(0)}}{\partial x}+\frac{1}{2} \frac{\partial h^{(0)}}{\partial x}\right)\left(-p^{(0)}+g_{1}\right)_{y=H^{(0)^{+}}} \tag{4.32}
\end{align*}
$$

Use of the Leibniz rule, (4.19), and substitution of (4.23), we now obtain an equation for $\bar{u}$ (as defined in equation (4.18))

$$
\begin{array}{r}
\int_{H^{(0)^{-}}}^{H^{(0)^{+}}}\left(4 \frac{\partial u^{(0)}}{\partial x}+\mu_{1} \cos 2 \theta^{(0)}+\mu_{2}\left(\cos ^{2} 2 \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}+\frac{1}{4} \sin 4 \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)\right)\right. \\
\left.+4 \mu_{3} \frac{\partial u^{(0)}}{\partial x}\right) \mathrm{d} y=T(\tau) . \tag{4.33}
\end{array}
$$

A similar, albeit significantly more involved, process at $\mathcal{O}\left(\varepsilon^{4}\right)$ yields an equation for $H^{(0)}$, the details of which we provide in appendix C.1.

$$
\begin{align*}
\frac{\partial}{\partial x} \int_{H^{(0)^{-}}}^{H^{(0)+}} \frac{\partial}{\partial x} \int_{H^{(0)^{-}}}^{y}\left(4 \frac{\partial u^{(0)}}{\partial x}\right. & +\mu_{1} \cos 2 \theta^{(0)}+\mu_{2} \cos ^{2} 2 \theta^{(0)} \frac{\partial u^{(0)}}{\partial x} \\
& \left.+\frac{\mu_{2}}{4} \sin 4 \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)+4 \mu_{3} \frac{\partial u^{(0)}}{\partial x}\right) \mathrm{d} s \mathrm{~d} y=0 \tag{4.34}
\end{align*}
$$

At this point, using equation (4.26) to eliminate the $u^{(1)}$ and $V^{(1)}$ terms, the equations (4.33) and (4.34) can be written in the familiar form

$$
\begin{align*}
\frac{\partial}{\partial x} \int_{H^{-}}^{H^{+}} \frac{\mu_{1} \cos 2 \theta+\left(4+4 \mu_{3}+\mu_{2}\right) \frac{\partial u}{\partial x}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} \mathrm{~d} y & =0  \tag{4.35}\\
\frac{\partial}{\partial x} \int_{H^{-}}^{H^{+}} \frac{\partial}{\partial x} \int_{H^{-}}^{y} \frac{\mu_{1} \cos 2 \theta+\left(4+4 \mu_{3}+\mu_{2}\right) \frac{\partial u}{\partial x}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} \mathrm{~d} s \mathrm{~d} y & =0 . \tag{4.36}
\end{align*}
$$

Application of the Leibniz rule to (4.36) and use of (4.35) yields

$$
\begin{align*}
\frac{\partial^{2}}{\partial x^{2}} \int_{H^{-}}^{H^{+}} \int_{H^{-}}^{y} \frac{\mu_{1} \cos 2 \theta+\left(4+4 \mu_{3}+\mu_{2}\right) \frac{\partial u}{\partial x}}{4+4 \mu_{3}+} \mu_{2} \sin ^{2} 2 \theta & \mathrm{~d} y \\
& =\left(\frac{\partial^{2} H}{\partial x^{2}}+\frac{1}{2} \frac{\partial^{2} h}{\partial x^{2}}\right) \int_{H^{-}}^{H^{+}} \frac{\mu_{1} \cos 2 \theta+\left(4+4 \mu_{3}+\mu_{2}\right) \frac{\partial u}{\partial x}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} \mathrm{~d} y \tag{4.37}
\end{align*}
$$

We note that these equations are of the same form as (3.14), (3.15), with the difference being that $u^{(0)}$ now possesses $y$-dependence.

### 4.2.1 Summary

- At $O(1)$ we obtained equations for $V^{(0)}$ and $\theta^{(0)}$ that were the same for a Newtonian fluid, and demonstrate that on this timescale the sheet is not thinning to leading order.
- Next, at $\mathcal{O}(\varepsilon)$ we obtain an equation for $u^{(0)}$ in terms of $H^{(0)}$ and introduce $\bar{u}$.
- At $\mathcal{O}\left(\varepsilon^{2}\right)$ we obtain $V^{(2)}$ in terms of $u^{(0)}$ from continuity, and leading order pressure, $p^{(0)}$, by integrating the $y$-momentum equation. From the $x$-momentum equation we obtain an equation for $u_{y}^{(1)}+V_{x}^{(1)}$ in terms of $u^{(0)}$. Since $u^{(1)}$ and $V^{(1)}$ appear together everywhere, this equation allows us to eliminate all $u^{(1)}$ and $V^{(1)}$ terms from the equation for pressure, and the integral equations we obtain at higher orders.
- At $\mathcal{O}\left(\varepsilon^{3}\right)$ we obtain an equation for $\bar{u}$ by integrating the $x$-momentum equation
at this order with its associated boundary condition, and use $\mathcal{O}\left(\varepsilon^{2}\right)$ continuity to collect the extra terms.
- In a similar way, at $\mathcal{O}\left(\varepsilon^{4}\right)$ we integrate the $y$-momentum equation across the sheet to obtain an equation for the centre-line $H^{(0)}$.

We now have derived a closed system of equations for the variables $\theta^{(0)}, u^{(0)}, \bar{u}, H^{(0)}$, namely equations (4.14),(4.18),(4.35),(4.37) respectively. Additionally, $v^{(0)}, p^{(0)}$ may be computed via (4.13) and (4.23) respectively, and there is no thinning on this timescale, hence we simply specify $h^{(0)}$. Our system of equations may be reduced to three equations in three variables by substitution of the result for $u^{(0)}$ into the integral equations, which we discuss in the next subsection. Finally, for completeness, we also state the boundary conditions here:

$$
\begin{align*}
\bar{u}(0, \tau)=0, \quad \bar{u}(1, \tau) & =1,  \tag{4.38}\\
H(0, \tau)=H(1, \tau) & =0  \tag{4.39}\\
\frac{\partial H}{\partial x}(0, \tau)=\frac{\partial H}{\partial x}(1, \tau) & =0 \tag{4.40}
\end{align*}
$$

with initial conditions prescribed for $\theta, h$. The new boundary conditions given for $\bar{u}$ are equivalent to those given for $u^{(0)}$ in (4.8).

### 4.2.2 Further reduction of model

In this subsection, we go yet further in reducing the number of variables and equations in our model, and give some details of our numerical strategy. In order to numerically solve the coupled pair of integro-differential equations, we continue by substituting the
expression for $u^{(0)}$, equation (4.18) into (4.35), (4.37).

$$
\begin{align*}
& \frac{\partial}{\partial x} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{\mu_{1} \cos 2 \theta+\left(4+4 \mu_{3}+\mu_{2}\right) \frac{\partial \bar{u}}{\partial x}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} h \mathrm{~d} \tilde{y}+\frac{\partial}{\partial x}\left(\frac{\partial H}{\partial x} \frac{\partial^{2} H}{\partial x \partial \tau} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{\left(4+4 \mu_{3}+\mu_{2}\right)}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} h \mathrm{~d} \tilde{y}\right. \\
&\left.-\frac{\partial^{3} H}{\partial x^{2} \partial \tau} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{\left(4+4 \mu_{3}+\mu_{2}\right) \tilde{y}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} h^{2} \mathrm{~d} \tilde{y}\right)=0, \tag{4.41}
\end{align*}
$$

where we have used the the substitution $y=H+h \tilde{y}$ to simplify the limits of the integrals. Similarly, (4.37) gives

$$
\begin{gather*}
\frac{\partial^{2}}{\partial x^{2}}\left(\int_{-\frac{1}{2}-\frac{1}{2}}^{\frac{1}{2}} \int_{\tilde{y}}^{\tilde{\mu_{1}} \cos 2 \theta+\left(4+4 \mu_{3}+\mu_{2}\right) \frac{\partial \bar{u}}{\partial x}} h^{2} \mathrm{~d} \tilde{y}^{\prime} \mathrm{d} \tilde{y}\right. \\
+\frac{\partial H}{\partial x}+\mu_{2} \sin ^{2} 2 \theta \\
\partial x \partial \tau \\
\int_{-\frac{1}{2}-\frac{1}{2}}^{2} \int_{-\mu_{3}+\mu_{2} \sin ^{2} 2 \theta}^{2} \frac{4+4 \mu_{3}+\mu_{2}}{\frac{1}{2}} \tilde{y}^{\prime} \mathrm{d} \tilde{y} \\
-\frac{\partial^{3} H}{\partial x^{2} \partial \tau} \int_{-\frac{1}{2}-\frac{1}{2}}^{\frac{1}{2}} \int_{-\frac{\tilde{y}}{\tilde{y}}}^{\left.\frac{\left(4+4 \mu_{3}+\mu_{2}\right) \tilde{y}^{\prime}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} h^{3} \mathrm{~d} \tilde{y}^{\prime} \mathrm{d} \tilde{y}\right)} \\
=\left(\frac{\partial^{2} H}{\partial x^{2}}+\frac{1}{2} \frac{\partial^{2} h}{\partial x^{2}}\right)\left(\int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{\mu_{1} \cos 2 \theta+\left(4+4 \mu_{3}+\mu_{2}\right) \frac{\partial \bar{u}}{\partial x}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta}\right.  \tag{4.42}\\
+\frac{\partial H}{\partial x} \frac{\partial^{2} H}{\partial x \partial \tau} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{4+4 \mu_{3}+\mu_{2}}{4+4 \mu_{2}+\mu_{2} \sin ^{2} 2 \theta} h \mathrm{~d} \tilde{y} \\
\left.-\frac{\partial^{3} H}{\partial x^{2} \partial \tau} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{\left(4+4 \mu_{3}+\mu_{2}\right) \tilde{y}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} h^{2} \mathrm{~d} \tilde{y}\right)
\end{gather*}
$$

Where we have simplified the limits of the double integrals by first using the transformation $y^{\prime}=H+h \tilde{y}^{\prime}$ to transmute the limits of the inner integral, followed by using $y=H+h \tilde{y}$ on the outer integral.

Equations (4.41), (4.42) appear significantly more complex than (4.35), (4.36), however there are several benefits to this form of the equations. Firstly, substituting (4.18) into our
integral equations has reduced the model to three equations in three variables. We now need to solve for $\theta^{(0)}, \bar{u}, H^{(0)}$ using equations (4.14),(4.41),(4.42) respectively. Moreover, as we will choose an upwinding scheme to discretise (4.14), and $\frac{\partial \bar{u}}{\partial x}$ depends on only $x, \tau$ and can be removed from the integral, the integrals are pre-computable at each time step, which significantly eases the numerical solution.

The strategy is as follows: given an initial condition for $\theta$, $H$, we simultaneously solve for $\bar{u}$ at the current time step, and $H$ at the next time step using a FTCS finite difference discretisation. Then we use equation (4.14) to update $\theta$ to the next time step using an upwinding method. We repeat this until we reach the desired time. We give the discretisations of equations (4.14),(4.41),(4.42) and details of the construction of the resulting linear system in appendix C.2.

### 4.3 Results

In the previous chapter, we established that a nonzero centre-line can exist on the $\frac{L_{0}}{U}$ timescale. In order to capture the full behaviour of the centre-line, we turned our attention to the $\varepsilon^{2} \frac{L_{0}}{U}$ timescale. In Figure 4.1a, we give the evolution of the centre-line over $\tau$, for the initial conditions of $\mu_{1}=\mu_{3}=0, \mu_{2}=5, L(0)=1, \theta(x, y, 0)=\sin (4 \pi x y)-0.1, H(x, 0)=0$, up to $\tau=200000$, and then compare the values of $H(x, \tau=200000)$ with $H(x, t=0)$. Note that there is a more pronounced trough around $x=0.5$ than in Figure 3.7. This is due to some evolution in $\theta$ throughout the short timescale by equation (4.14), which changes the initial condition of $\theta$ on the $\frac{L_{0}}{U}$ timescale.

In Figure 4.1b, we plot the position of the centre-line at $\tau=200000$, together with the initial $H^{(0)}$ produced by solving the Green and Friedman model $(t=0)$. We see that the long time behaviour of the short timescale model closely matches the result produced by the Green and Friedman model, which provides validation for the numerical techniques employed in both chapters 3 and 4 . We also, in Figure 4.1c, give the maximum of the absolute difference across the sheet between the initial centre-line given by solving
the Green and Friedman model, and the centre-line given by solving the short timescale problem. We note that the initial delay in the change in absolute difference is caused by the centre-line initially rising from flat to assume a similar shape to the final centre-line, before decaying. We show this behaviour in Figure 4.1c and Figure 4.1d. The formation of the peaks and troughs clear in Figure4.1a at $\tau=100$ can be observed in Figure 4.1b at $\tau=25$, after the centre-line has risen from the initial condition of $H=0$.

For a Newtonian fluid, Howell was able to obtain an analytical expression for the decay of the centre-line of an initially curved sheet undergoing tension by use of eigenfunction expansions [49], assuming the same boundary conditions we use in this chapter, $H(0, \tau)=$ $H(1, \tau)=\frac{\partial H}{\partial x}(0, \tau)=\frac{\partial H}{\partial x}(1, \tau)=0$. It is found that the centre-line decays exponentially to $H=0$. The behaviour for a transversely isotropic fluid is more complex. The results plotted in Figure 4.1 began with the initial condition $H(x, \tau=0)=0$, and we immediately see that the convergence to the Green and Friedman centre-line is not exponential for all time.

### 4.3.1 Effect of key parameters upon convergence

In this subsection we discuss the effect of increasing $\mu_{2}, \mu_{3}$ upon the convergence of the short timescale centre-line to the result from the Green and Friedman model. First we note that if $\mu_{2}=0, \mu_{3}$ has no effect upon convergence. In Figure 4.2 we give a plot of the decay of the maximum value of $H(x, \tau)$ for the initial conditions of $H(x, 0)=$ $\frac{1}{20} e^{-\frac{(x-0.5)^{2}}{0.01}}, \theta(x, y, 0)=\sin (4 \pi x y), h(x, 0)=1, L=1$. There is no difference in the decay of the centre-line to flat between the Newtonian case and $\mu_{3}=10$ and by equation (4.14), there is also no difference in the rotation of the fibres.

Now choosing $\mu_{2}>0$, in Figure 4.3 we plot the maximum absolute difference across the sheet between the centre-line on the short timescale and the result obtained by solving equation (3.31) for varied values of $\mu_{2}, \mu_{3}$ with the conditions $h(x, 0)=1, \theta(x, y, 0)=$ $\sin (4 \pi x y)-0.1, \mu_{1}=0, \mu_{2}=5, L(0)=1$. First, in Figure 4.3a, we fix $\mu_{3}=0$ and vary $\mu_{2}$ (note the case of $\mu_{2}=5$ corresponds to the example given above). Similarly to chapter 3 ,


Figure 4.1: Behaviour of the centre-line a) up to $\tau=200000$ (short timescale), where $\tau=0$ is omitted as $H(x, 0)=0$, and b ) comparison of the centre-line of the fluid plotted in the physical variables at $\tau=200000$ (short timescale) and $t=0$ (Green and Friedman). In c) we give the behaviour of the centre-line from $\tau=0$ to $\tau=100$, and in d) we plot the maximum of the absolute difference between the evolving centre-line on the short timescale and the Green and Friedman result. The conditions for all of the above are $H(x, 0)=0, h(x, 0)=1, \theta(x, y, 0)=\sin (4 \pi x y)-0.1, \mu_{1}=\mu_{3}=0, \mu_{2}=5, L(0)=1$.


Figure 4.2: The decay of the maximum value of $H(x, \tau)$ for the conditions $H(x, 0)=$ $\frac{1}{20} e^{-\frac{(x-0.5)^{2}}{0.01}}, \mu_{1}=\mu_{2}=0, h(x, 0)=1, L=1$.


Figure 4.3: Maximum absolute difference across the sheet between the centre-line on the short timescale and the result obtained by solving equation (3.31) for a) $\mu_{3}=0$, $\mu_{2}=1,2,3,4,5$ and b) $\mu_{2}=5, \mu_{3}=1,2,3,4,5$, with the conditions $H(x, 0)=0, h(x, 0)=$ $1, \theta(x, y, 0)=\sin (4 \pi x y)-0.1, \mu_{1}=0, L(0)=1$.
increasing $\mu_{2}$ gives rise to stronger non-Newtonian effects within the sheet. As $\mu_{2}$ increases, the maximum error in Figure 4.3a also increases - this corresponds to the deepening of the trough around $x=0.5$ seen in Figure 4.1a. In Figure 4.3b, we fix $\mu_{2}=5$ and vary $\mu_{3}$ (as before, the case of $\mu_{3}=0$ corresponds to the example given above). Once again, we see that the effect of increasing $\mu_{3}$ is to moderate the effects of $\mu_{2}$ and force the sheet to behave in a 'more Newtonian' manner.

### 4.4 Discussion

In this chapter, we have developed a short timescale analysis for the extensional flow of an inertia-less viscous transversely isotropic sheet. Combined with the model from chapter 3, we have a complete description of the movement of the centre-line. To summarise, a sheet of $\mathcal{O}\left(\varepsilon L_{0}\right)$ thickness that is 'nearly flat' (i.e the displacement of the centre-line is at most $\left.\mathcal{O}\left(\varepsilon^{2} L_{0}\right)\right)$ is put under a tension by moving its ends at a prescribed speed, will begin to straighten on the timescale $\mathcal{O}\left(\varepsilon^{2} \frac{L_{0}}{U}\right)$, without stretching, with the displacement of the centre-line being given by (4.42), which must be simultaneously solved with (4.41). Unlike a Newtonian fluid [49, 16], the straightening of the sheet does not complete on this
timescale, and further straightening of the sheet occurs on the $\mathcal{O}\left(\frac{L_{0}}{U}\right)$ timescale, where the sheet is now stretching and the motion of the fluid is given by the equations (3.28)-(3.31).

We also considered the effects of varying the anisotropic extensional and shear viscosities. Similarly to the $\mathcal{O}\left(\frac{L_{0}}{U}\right)$ timescale, increasing the anisotropic extensional viscosity, $\mu_{2}$, gives rise to greater non-Newtonian effects. The convergence of the centre-line to the result from the Green and Friedman model takes longer, and there is a greater degree of fibre rotation, whilst increasing the anisotropic shear viscosity, $\mu_{3}$, moderates these effects. Future work could involve increasing the range of values examined for $\mu_{2}$. In our simulations, we found that increasing $\mu_{2}$ significantly increased $\frac{\partial H}{\partial \tau}$, which resulted in the requirement to choose an extremely small step size in order not to violate the Courant-Friedrichs-Lewy condition when solving (4.14). A remedy for this could include using an adaptive step size.

## CHAPTER 5

## THE EXTENSIONAL FLOW OF AN AXISYMMETRIC TRANSVERSELY ISOTROPIC THREAD

### 5.1 Introduction

We consider the extensional flow of a thin thread of an incompressible, transversely isotropic, viscous fluid. We use the same asymptotic and numerical techniques as discussed in previous chapters.

A biological motivation for studying this problem is that it provides a simplified representation of the 'spinnbarkeit' or 'spinnability' test, which is applied to cervical mucus as a means of assessing fertility [34]. The test entails taking a sample of mucus and stretching it. Around ovulation, the mucus has a lower pH , a higher concentration of water (which has the effect of lowering the viscosity of the mucus), and the fibrous reinforcement takes a more parallel alignment that allows sperm to migrate. At this point the mucus can be stretched the furthest, i.e. the fluid exhibits maximum spinnbarkeit. Conversely, during the most infertile parts of the menstrual cycle, the mucus does not stretch and simply breaks $[64,106]$. Understanding the dynamics of stretching a transversely isotropic thread can provide some basic insights into how factors such as fibre concentration and alignment influence spinnbarkeit. This extends the work of chapter 3 by considering a geometry that allows us to include a second angle in the description of the direction of
the fibres, which will allow us to investigate the importance of the fibre alignment in the cross-section of the fluid thread. Comparison between the sheet and the thread, which both reduce to the Trouton model in a Newtonian context, may provide insight into the mechanical behaviour of anisotropic fluids.

We derive a system of governing equations for a transversely isotropic viscous fluid thread under the assumptions that the thread is axisymmetric, and is free of both inertia and body forces in section 5.2. We exploit the slender geometry of the thread using a similar thin film approach as previous chapters, we reduce the governing equations to a leading-order model (section 5.3) which is then solved numerically alongside a small-angle system for the purposes of validation (section 5.5), and results are discussed in section 5.6.

### 5.2 Governing equations

We consider an axisymmetric, inertialess, viscous thread. Here, we allow the azimuthal velocity to be non-zero in order to account for azimuthal velocities induced by the fibres, but maintain axisymmetry. We use the cylindrical coordinate system $\left(r^{*}, \theta, x^{*}\right)$ and the flow field is given by $\boldsymbol{u}^{*}=\left(v^{*}, w^{*}, u^{*}\right)$. The thread is bounded by a curve $r^{*}=R^{*}\left(x^{*}, t^{*}\right)$. Throughout, asterisks are used to denote dimensional quantities. A schematic of the problem is given in Figure 5.1, where $\hat{\boldsymbol{n}}$ is the outward pointing normal on the boundary of the thread and $L^{*}\left(t^{*}\right)$ is the half length of the thread, which we will later prescribe in dimensionless form. The ends of the sheet, at $x^{*}= \pm L^{*}$, are pulled apart at speed $\dot{L}^{*}$. The mass and momentum balances are,

$$
\begin{align*}
\nabla^{*} \cdot \boldsymbol{u}^{*} & =0  \tag{5.1}\\
\nabla^{*} \cdot \boldsymbol{\sigma}^{*} & =0 \tag{5.2}
\end{align*}
$$



Figure 5.1: Schematic of the extensional flow of a thread. The fluid is fixed between two plates at $x^{*}= \pm L$, by a no slip boundary condition. The plates are then pulled apart at a prescribed speed $L^{*}$. Here dot represents $\mathrm{d} / \mathrm{d} t$. The free boundary of the thread, given by a no-stress boundary condition, is located at $R^{*}\left(x^{*}, t^{*}\right)$.

We use the familiar constitutive law for a transversely isotropic fluid as given in (1.9). These equations are solved subject to a kinematic boundary condition for a free surface

$$
\begin{equation*}
\frac{\partial R^{*}}{\partial t^{*}}+u^{*} \frac{\partial R^{*}}{\partial x^{*}}=v^{*} ; \text { on } r^{*}=R^{*}\left(x^{*}, t^{*}\right), \tag{5.3}
\end{equation*}
$$

and a no-stress condition on the free boundary

$$
\begin{equation*}
\boldsymbol{\sigma}^{*} \cdot \hat{\boldsymbol{n}}=\mathbf{0} ; \text { on } r^{*}=R^{*}\left(x^{*}, t^{*}\right) \tag{5.4}
\end{equation*}
$$

In component form, the mass and momentum conservation equations yield

$$
\begin{align*}
\frac{\partial u^{*}}{\partial x^{*}}+\frac{\partial v^{*}}{\partial r^{*}}+\frac{v^{*}}{r^{*}} & =0  \tag{5.5}\\
\frac{\partial \sigma_{r r}^{*}}{\partial r^{*}}+\frac{\partial \sigma_{r x}^{*}}{\partial x^{*}}+\frac{1}{r^{*}}\left(\sigma_{r r}^{*}-\sigma_{\theta \theta}^{*}\right) & =0  \tag{5.6}\\
\frac{\partial \sigma_{r \theta}^{*}}{\partial r^{*}}+\frac{\partial \sigma_{\theta x}^{*}}{\partial x^{*}}+\frac{2 \sigma_{r \theta}^{*}}{r^{*}} & =0  \tag{5.7}\\
\frac{\partial \sigma_{r x}^{*}}{\partial r^{*}}+\frac{\partial \sigma_{x x}^{*}}{\partial x^{*}}+\frac{\sigma_{r x}^{*}}{r^{*}} & =0 \tag{5.8}
\end{align*}
$$



Figure 5.2: Characterisation of a fibre in terms of the angles $\alpha, \beta$. a) shows the cross-section along the length of the thread, whilst b) shows the cross section of the fibre taken at an arbitrary $x^{*}$.
whilst the kinematic condition and no-stress boundary conditions (5.3) and (5.4) give:

$$
\begin{align*}
& \frac{\partial R^{*}}{\partial t^{*}}+u^{*} \frac{\partial R^{*}}{\partial x^{*}}=v^{*} ; \text { on } r^{*}=R^{*}\left(x^{*}, t^{*}\right),  \tag{5.9}\\
& \frac{\partial R^{*}}{\partial x^{*}} \sigma_{r x}^{*}=\sigma_{r r}^{*} ; \text { on } r^{*}=R^{*}\left(x^{*}, t^{*}\right),  \tag{5.10}\\
& \frac{\partial R^{*}}{\partial x^{*}} \sigma_{\theta x}^{*}=\sigma_{\theta r}^{*} ; \text { on } r^{*}=R^{*}\left(x^{*}, t^{*}\right),  \tag{5.11}\\
& \frac{\partial R^{*}}{\partial x^{*}} \sigma_{x x}^{*}=\sigma_{x r}^{*} ; \text { on } r^{*}=R^{*}\left(x^{*}, t^{*}\right) . \tag{5.12}
\end{align*}
$$

In order to describe the evolution of the fibre alignment, we introduce a unit vector $\boldsymbol{a}$ as defined in chapter 1. For a cylindrical fluid thread, we use

$$
\boldsymbol{a}=\left(a_{r}, a_{\theta}, a_{x}\right)=(\sin \alpha \cos \beta, \sin \alpha \sin \beta, \cos \alpha),
$$

where $\alpha$ and $\beta$ are the angles the fibre makes with the unit vectors $\boldsymbol{e}_{x}^{*}$ and $\boldsymbol{e}_{r}^{*}$ respectively, a visualisation is given in Figure 5.2. The three components of the fibre direction equation (1.15) in the $r^{*}, \theta, x^{*}$ directions are,

$$
\begin{align*}
\cos \alpha \cos \beta \frac{D \alpha}{D t^{*}}-\sin \alpha \sin \beta \frac{D \beta}{D t^{*}}+\sin \alpha \cos \beta \zeta^{*} & =\sin \alpha \cos \beta \frac{\partial v^{*}}{\partial r^{*}}+\cos \alpha \frac{\partial v^{*}}{\partial x^{*}}  \tag{5.13}\\
\cos \alpha \sin \beta \frac{D \alpha}{D t^{*}}+\sin \alpha \cos \beta \frac{D \beta}{D t^{*}}+\sin \alpha \sin \beta \zeta^{*} & =\sin \alpha \cos \beta\left(\frac{\partial w^{*}}{\partial r^{*}}-\frac{w^{*}}{r^{*}}\right) \\
& +\cos \alpha \frac{\partial w^{*}}{\partial x^{*}}+\sin \alpha \sin \beta \frac{v^{*}}{r^{*}}  \tag{5.14}\\
-\sin \alpha \frac{D \alpha}{D t^{*}}+\cos \alpha \zeta^{*} & =\sin \alpha \cos \beta \frac{\partial u^{*}}{\partial r^{*}}+\cos \alpha \frac{\partial u^{*}}{\partial x^{*}}, \tag{5.15}
\end{align*}
$$

where $\frac{D}{D t^{*}}=\frac{\partial}{\partial t^{*}}+u^{*} \frac{\partial}{\partial x^{*}}+v^{*} \frac{\partial}{\partial r^{*}}$ is the convective derivative. As we have three equations in two variables we must perform a consistency check upon the equations. To do this we first construct an evolution equation for $\beta$ by combining equations (5.13) and (5.14), yielding

$$
\begin{align*}
\frac{D \beta}{D t^{*}}=\cos ^{2} \beta\left(\frac{\partial w^{*}}{\partial r^{*}}-\frac{w^{*}}{r^{*}}\right)+\sin \beta \cos \beta\left(\frac{v^{*}}{r^{*}}-\right. & \left.\frac{\partial v^{*}}{\partial r^{*}}\right) \\
& +\cot \alpha\left(\cos \beta \frac{\partial w^{*}}{\partial x^{*}}-\sin \beta \frac{\partial v^{*}}{\partial x^{*}}\right) \tag{5.16}
\end{align*}
$$

Similarly, one can eliminate the derivatives of $\beta$ by again combining (5.13),(5.14), which yields a more complicated equation for $\alpha$ :

$$
\begin{align*}
\cos \alpha \frac{D \alpha}{D t^{*}}+\sin \alpha \zeta^{*}=\sin \alpha\left(\cos ^{2} \beta \frac{\partial v^{*}}{\partial r^{*}}+\sin ^{2} \beta \frac{v^{*}}{r^{*}}\right) & +\sin \alpha \sin \beta \cos \beta\left(\frac{\partial w^{*}}{\partial r^{*}}-\frac{w^{*}}{r^{*}}\right) \\
& +\cos \alpha\left(\cos \beta \frac{\partial v^{*}}{\partial x^{*}}+\sin \beta \frac{\partial w^{*}}{\partial x^{*}}\right) \tag{5.17}
\end{align*}
$$

Finally, substitution of equation (5.15) allows us to calculate the fractional rate of extension of the fibre, $\zeta^{*}$ :

$$
\begin{array}{r}
\zeta^{*}=\sin ^{2} \alpha\left(\cos ^{2} \beta \frac{\partial v^{*}}{\partial r^{*}}+\sin ^{2} \beta \frac{v^{*}}{r^{*}}\right)+\sin ^{2} \alpha \sin \beta \cos \beta\left(\frac{\partial w^{*}}{\partial r^{*}}-\frac{w^{*}}{r^{*}}\right) \\
+\sin \alpha \cos \alpha\left(\cos \beta \frac{\partial v^{*}}{\partial x^{*}}+\sin \beta \frac{\partial w^{*}}{\partial x^{*}}\right)+\sin \alpha \cos \alpha \cos \beta \frac{\partial u^{*}}{\partial r^{*}}+\cos ^{2} \alpha \frac{\partial u^{*}}{\partial x^{*}} . \tag{5.18}
\end{array}
$$

Since we can also calculate $\zeta^{*}$ directly via (1.14), which provides the same result, this provides a check on the consistency of the equations. An alternative combination of (5.15) and (5.17) yields

$$
\begin{align*}
\frac{D \alpha}{D t^{*}}= & \sin \alpha \cos \alpha\left(\cos ^{2} \beta \frac{\partial v^{*}}{\partial r^{*}}+\sin ^{2} \alpha \frac{v^{*}}{r^{*}}\right)+\sin \alpha \sin \beta \cos \alpha \cos \beta\left(\frac{\partial w^{*}}{\partial r^{*}}-\frac{w^{*}}{r^{*}}\right) \\
& +\cos ^{2} \alpha\left(\cos \beta \frac{\partial v^{*}}{\partial x}+\sin \beta \frac{\partial w^{*}}{\partial x}\right)-\sin \alpha\left(\sin \alpha \cos \beta \frac{\partial u^{*}}{\partial r}+\cos \alpha \frac{\partial u^{*}}{\partial x}\right) \tag{5.19}
\end{align*}
$$

Finally, we require boundary conditions for $\alpha$ and $\beta$. We choose

$$
\begin{align*}
& \frac{\partial \alpha}{\partial x^{*}}=0 ; \text { on } x^{*}=0  \tag{5.20}\\
& \frac{\partial \beta}{\partial x^{*}}=0 ; \text { on } x^{*}=0 \tag{5.21}
\end{align*}
$$

to ensure symmetry about the mid-point of the thread. Together with equations (5.5)-(5.8), their associated boundary conditions (5.9)-(5.12), and the constitutive law (1.9), equations (5.19) and (5.16) with boundary conditions for $\alpha$ and $\beta$ given by (5.20) and (5.21) provide a complete set of governing equations and boundary conditions. We choose to use (5.19) and (5.16) as the equations for $\alpha$ and $\beta$ as these expressions later yield the leading-order equations most amenable to the numerical methods we later employ. We will also need initial conditions for $\alpha, \beta$ and $R$ in addition to a prescribed pulling speed $\dot{L}$. We shall prescribe these later in dimensionless form.

### 5.2.1 Nondimensionalisation

We nondimensionalise with the following scalings

$$
\begin{aligned}
& \left(u^{*}, v^{*}, w^{*}\right)=U^{*}(u, \varepsilon v, \varepsilon w),\left(x^{*}, r^{*}\right)=L_{0}^{*}(x, \varepsilon r), R^{*}=\varepsilon L_{0}^{*} R, t^{*}=\frac{L_{0}^{*}}{U^{*}} t \\
& \left(\sigma_{x x}^{*}, \sigma_{\theta \theta}^{*}, \sigma_{r r}^{*}\right)=\frac{\mu^{*} U^{*}}{L_{0}^{*}}\left(\sigma_{x x}, \sigma_{\theta \theta}, \sigma_{r r}\right),\left(\sigma_{x r}^{*}, \sigma_{x \theta}^{*}, \sigma_{\theta r}^{*}\right)=\frac{\mu^{*} U^{*}}{\varepsilon L_{0}^{*}}\left(\sigma_{x r}, \sigma_{x \theta}, \sigma_{\theta r}\right), \\
& \zeta^{*}=\frac{U^{*}}{\varepsilon L_{0}^{*}} \zeta, p^{*}=\frac{\mu^{*} U^{*}}{L_{0}^{*}} p,
\end{aligned}
$$

where $\varepsilon=\frac{R_{0}^{*}}{L_{0}^{*}}$ is the inverse aspect ratio of the thread, $L_{0}^{*}$ is the initial half length of the fibre, and $R_{0}^{*}$ is the maximum value of $R^{*}\left(x^{*}, 0\right)$ over the thread. $U^{*}=\dot{L}^{*}$ is the characteristic velocity for the problem. We make a particular choice of the length of the fibre, which we define in dimensionless form as $L(t)=1+t$. This choice is equivalent to prescribing $\dot{L}=1$. In general, one may choose to specify a tension upon the fibre instead of prescribing the length. The continuity equation (5.5) and $r$-momentum balance
(5.6) remain unchanged by these transformations, whilst rescaling the $\theta$ and $x$-momentum balances respectively become

$$
\begin{align*}
& \varepsilon \frac{\partial \sigma_{x \theta}}{\partial x}+\frac{\partial \sigma_{r \theta}}{\partial r}+\frac{2}{r} \sigma_{r \theta}=0,  \tag{5.22}\\
& \varepsilon^{2} \frac{\partial \sigma_{x x}}{\partial x}+\frac{\partial \sigma_{r x}}{\partial r}+\frac{\sigma_{r x}}{r}=0 . \tag{5.23}
\end{align*}
$$

Similarly, the kinematic boundary condition (5.9) and $r$-direction no-stress condition (5.10) remain unchanged, with the other no-stress boundary conditions (5.11) and (5.12) yielding

$$
\begin{align*}
\varepsilon \frac{\partial R}{\partial x} \sigma_{\theta x} & =\sigma_{\theta r} ; \text { on } r=R(x, t),  \tag{5.24}\\
\varepsilon^{2} \frac{\partial R}{\partial x} \sigma_{x x} & =\sigma_{x r} ; \text { on } r=R(x, t) . \tag{5.25}
\end{align*}
$$

The equation governing the evolution of the fibre angle $\alpha$, equation (5.19), supplies

$$
\begin{align*}
\varepsilon \frac{D \alpha}{D t}= & \varepsilon \sin \alpha \cos \alpha\left(\cos ^{2} \beta \frac{\partial v}{\partial r}+\sin ^{2} \alpha \frac{v}{r}\right)+\varepsilon \sin \alpha \sin \beta \cos \alpha \cos \beta\left(\frac{\partial w}{\partial r}-\frac{w}{r}\right) \\
& +\varepsilon^{2} \cos ^{2} \alpha\left(\cos \beta \frac{\partial v}{\partial x}+\sin \beta \frac{\partial w}{\partial x}\right)-\sin \alpha\left(\sin \alpha \cos \beta \frac{\partial u}{\partial r}+\varepsilon \cos \alpha \frac{\partial u}{\partial x}\right), \tag{5.26}
\end{align*}
$$

with the equation governing $\beta$, (5.16), giving

$$
\begin{align*}
& \sin \alpha \frac{D \beta}{D t}=\sin ^{2} \alpha \cos \beta\left(\frac{\partial w}{\partial r}-\frac{w}{r}\right) \\
& \quad+\sin \alpha \sin \beta \cos \beta\left(\frac{v}{r}-\frac{\partial v}{\partial r}\right)-\varepsilon \cos \alpha \sin \beta \frac{\partial v}{\partial x}+\varepsilon \cos \alpha \cos \beta \frac{\partial w}{\partial x} \tag{5.27}
\end{align*}
$$

with the dimensionless fractional rate of extension of the fibre in the fibre direction, $\zeta$, given by

$$
\begin{array}{r}
\zeta=\varepsilon \sin ^{2} \alpha\left(\cos ^{2} \beta \frac{\partial v}{\partial r}+\sin ^{2} \beta \frac{v}{r}\right)+\varepsilon \sin ^{2} \alpha \sin \beta \cos \beta\left(\frac{\partial w}{\partial r}-\frac{w}{r}\right)+\varepsilon \cos ^{2} \alpha \frac{\partial u}{\partial x} \\
+\varepsilon^{2} \sin \alpha \cos \alpha\left(\cos \beta \frac{\partial v}{\partial x}+\sin \beta \frac{\partial w}{\partial x}\right)+\sin \alpha \cos \alpha \cos \beta \frac{\partial u}{\partial r} \tag{5.28}
\end{array}
$$

### 5.3 Thin film approximation

We exploit the slender geometry of the thread to simplify the governing equations in precisely the same way as in previous chapters. We expand the dependent variables as power series of $\varepsilon$,

$$
u \sim u^{(0)}+\varepsilon u^{(1)}+\varepsilon^{2} u^{(2)}+\ldots, \text { etc, }
$$

with similar expressions for $v, p, R, \alpha, \beta$ and the components of the stress tensor. Unlike the Newtonian problem studied by Howell [49], odd powers of $\varepsilon$ appear in the governing equations and so must be included in the asymptotic expansions.

### 5.3.1 Leading Order

At leading order, the mass and momentum balances yield

$$
\begin{align*}
\frac{v^{(0)}}{r}+\frac{\partial v^{(0)}}{\partial r}+\frac{\partial u^{(0)}}{\partial x} & =0,  \tag{5.29}\\
\frac{\partial \sigma_{r r}^{(0)}}{\partial r}+\frac{\partial \sigma_{r x}^{(0)}}{\partial x}+\frac{1}{r}\left(\sigma_{r r}^{(0)}-\sigma_{\theta \theta}^{(0)}\right) & =0,  \tag{5.30}\\
\frac{\partial \sigma_{r \theta}^{(0)}}{\partial r}+\frac{2}{r} \sigma_{r \theta}^{(0)} & =0,  \tag{5.31}\\
\frac{\partial \sigma_{r x}^{(0)}}{\partial r}+\frac{\sigma_{r x}^{(0)}}{r} & =0, \tag{5.32}
\end{align*}
$$

with the kinematic and no-stress boundary conditions

$$
\begin{array}{r}
\frac{\partial R^{(0)}}{\partial t}+u^{(0)} \frac{\partial R^{(0)}}{\partial x}=v^{(0)} ; \text { on } r=R^{(0)}(x, t) \\
\sigma_{r r}^{(0)}=\frac{\partial R^{(0)}}{\partial x} \sigma_{r x}^{(0)} ; \text { on } r=R^{(0)} \\
\sigma_{\theta r}^{(0)}=0 ; \text { on } r=R^{(0)} \\
\sigma_{x r}^{(0)}=0 ; \text { on } r=R^{(0)} \tag{5.36}
\end{array}
$$

Considering the $x$-momentum equation (5.32) with the associated boundary condition (5.36) yields

$$
\begin{equation*}
\sigma_{r x}^{(0)}=\frac{\partial u^{(0)}}{\partial r}\left(1+\mu_{2} \cos ^{2} \alpha^{(0)} \sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)}+\mu_{3} \sin ^{4} \alpha^{(0)} \sin ^{2} \beta^{(0)} \cos ^{2} \beta^{(0)}\right)=0, \tag{5.37}
\end{equation*}
$$

hence,

$$
\begin{equation*}
\frac{\partial u^{(0)}}{\partial r}=0 \tag{5.38}
\end{equation*}
$$

so we conclude $u^{(0)}=u^{(0)}(x, t)$. Therefore, the modification to include transverse isotropy does not change the fact that the flow is extensional. We note that this result yields $\zeta^{(0)}=0$, from (5.28), and that equation (5.26) gives an identity at this order. Similarly, we have that

$$
\begin{equation*}
\sigma_{r \theta}^{(0)}=\sigma_{x \theta}^{(0)}=\sigma_{r x}^{(0)}=0, \tag{5.39}
\end{equation*}
$$

hence the $\theta$-momentum equation (5.31) and the $r$-momentum equation (5.32) also reduce to identities. We can integrate the continuity equation (5.29) and noting that the axisymmetry of the problem demands that $v^{(0)}=0$ at $r=0$, we may conclude

$$
\begin{equation*}
v^{(0)}=-\frac{r}{2} \frac{\partial u^{(0)}}{\partial x} . \tag{5.40}
\end{equation*}
$$

Direct substitution of $v^{(0)}$ into (5.33) and rearrangement yields

$$
\begin{equation*}
\frac{\partial R^{(0)}}{\partial t}+u^{(0)} \frac{\partial R^{(0)}}{\partial x}+\frac{R^{(0)}}{2} \frac{\partial u^{(0)}}{\partial x}=0 . \tag{5.41}
\end{equation*}
$$

Now, the $r$-momentum equation (5.30) leads directly to an equation for the leading order pressure in terms of the velocities and the fibre angles

$$
\begin{array}{r}
\frac{\partial}{\partial r}\left[-p^{(0)}-\frac{\partial u^{(0)}}{\partial x}\left(1+2 \mu_{3} \sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)}\right)+\sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)}\left(\mu_{1}+\mu_{2} \zeta^{(1)}\right)\right. \\
\left.+2 \mu_{3} \sin ^{2} \alpha^{(0)} \sin \beta^{(0)} \cos \beta^{(0)}\left(\frac{\partial w^{(0)}}{\partial r}-\frac{w^{(0)}}{r}\right)+2 \mu_{3} \sin \alpha^{(0)} \cos \alpha^{(0)} \cos \beta^{(0)} \frac{\partial u^{(1)}}{\partial r}\right] \\
+\frac{1}{r}\left[-2 \mu_{3} \frac{\partial u^{(0)}}{\partial x} \sin ^{2} \alpha^{(0)} \cos 2 \beta^{(0)}+\sin ^{2} \alpha^{(0)} \cos 2 \beta^{(0)}\left(\mu_{1}+\mu_{2} \zeta^{(1)}\right)\right. \\
\left.+2 \mu_{3} \sin \alpha^{(0)} \cos \alpha^{(0)} \cos \beta^{(0)} \frac{\partial u^{(1)}}{\partial r}\right]=0 . \tag{5.42}
\end{array}
$$

We note that this equation requires

$$
\begin{equation*}
\alpha^{(0)}=0 ; \text { on } r=0, \tag{5.43}
\end{equation*}
$$

in order to prevent the second term in the (5.42) from becoming unbounded. Finally, equation (5.27) yields an equation for $\beta$,

$$
\begin{equation*}
\frac{D \beta^{(0)}}{D t}=\cos ^{2} \beta^{(0)}\left(\frac{\partial w^{(0)}}{\partial r}-\frac{w^{(0)}}{r}\right), \tag{5.44}
\end{equation*}
$$

where we have used (5.40) in order to eliminate terms involving $v^{(0)}$.
To briefly summarise, at leading order we have used the $x$-momentum equation to determine that we do indeed have extensional flow, and from continuity we obtained $v^{(0)}$ in terms of $u^{(0)}$ and used this along with the kinematic condition to derive an equation for conservation of mass (5.41). Additionally, we obtained an equation for pressure in terms of $u^{(0)}, u^{(1)}, w^{(0)}, \alpha^{(0)}$ and $\beta^{(0)}$ from the leading order $r$-momentum equation, (5.30). Equations (5.38),(5.40),(5.41) all arise in precisely the same form as for a Newtonian fluid [49]. Unlike in the Newtonian case, the equation for pressure is not analytically tractable as $u^{(1)}, \alpha^{(0)}, \beta^{(0)}$ all depend upon $r$.

It remains to obtain equations for $u^{(0)}, u^{(1)}, w^{(0)}, \alpha^{(0)}$ in order to close the model. To this end, we continue to higher orders.

### 5.3.2 Obtaining $u^{(1)}, w^{(0)}$ and $\alpha^{(0)}$

In order to obtain equations for $u^{(1)}, w^{(0)}$ and $\alpha^{(0)}$, we now consider the governing equations at $\mathcal{O}(\varepsilon)$. From the $\theta$ and $x$-momentum equations (5.22) and (5.23) and their associated boundary conditions (5.24) and (5.25) respectively, we have

$$
\begin{align*}
\frac{\partial \sigma_{r x}^{(1)}}{\partial r}+\frac{\sigma_{r x}^{(1)}}{r} & =0,  \tag{5.45}\\
\frac{\partial \sigma_{r \theta}^{(1)}}{\partial r}+\frac{2}{r} \sigma_{r \theta}^{(1)} & =0, \tag{5.46}
\end{align*}
$$

subject to

$$
\begin{align*}
& \sigma_{r x}^{(1)}=0 ; \text { on } r=R^{(0)}(x, t),  \tag{5.47}\\
& \sigma_{\theta r}^{(1)}=0 ; \text { on } r=R^{(0)}(x, t) . \tag{5.48}
\end{align*}
$$

Both equations integrate easily; applying the boundary conditions (5.47)-(5.48) yields

$$
\begin{align*}
\sigma_{r x}^{(1)} & =0,  \tag{5.49}\\
\sigma_{r \theta}^{(1)} & =0 . \tag{5.50}
\end{align*}
$$

Equations (5.49),(5.50) provide two simultaneous equations for $\frac{\partial w^{(0)}}{\partial r}-\frac{w^{(0)}}{r}$ and $\frac{\partial u^{(1)}}{\partial r}$, namely

$$
\begin{array}{r}
\frac{\partial u^{(1)}}{\partial r}\left[1+\mu_{2} \sin ^{2} \alpha^{(0)} \cos ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)}+\mu_{3}\left(\sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)}+\cos ^{2} \alpha^{(0)}\right)\right] \\
+\left(\frac{\partial w^{(0)}}{\partial r}-\frac{w^{(0)}}{r}\right)\left[\mu_{2} \sin ^{3} \alpha^{(0)} \cos \alpha^{(0)} \sin \beta^{(0)} \cos ^{2} \beta^{(0)}+\mu_{3} \sin \alpha^{(0)} \cos \alpha^{(0)} \sin \beta^{(0)}\right] \\
+\frac{\partial u^{(0)}}{\partial x}\left[\frac{\mu_{2}}{2} \sin \alpha^{(0)} \cos \alpha^{(0)} \cos \beta^{(0)}\left(3 \cos ^{2} \alpha^{(0)}-1\right)+\mu_{3} \sin \alpha^{(0)} \cos \alpha^{(0)} \cos \beta^{(0)}\right] \\
+\mu_{1} \sin \alpha^{(0)} \cos \alpha^{(0)} \cos \beta^{(0)}=0, \tag{5.51}
\end{array}
$$

and

$$
\begin{array}{r}
\frac{\partial u^{(1)}}{\partial r}\left[\mu_{2} \sin ^{3} \alpha^{(0)} \cos \alpha^{(0)} \sin \beta^{(0)} \cos ^{2} \beta^{(0)}+\mu_{3} \sin \alpha^{(0)} \cos \alpha^{(0)} \sin \beta^{(0)}\right] \\
+\left(\frac{\partial w^{(0)}}{\partial r}-\frac{w^{(0)}}{r}\right)\left[1+\mu_{2} \sin ^{4} \alpha^{(0)} \sin ^{2} \beta^{(0)} \cos ^{2} \beta^{(0)}+\mu_{3} \sin ^{2} \alpha^{(0)}\right] \\
+\frac{\partial u^{(0)}}{\partial x}\left[\frac{\mu_{2}}{2} \sin ^{2} \alpha^{(0)} \sin \beta^{(0)} \cos \beta^{(0)}\left(3 \cos ^{2} \alpha^{(0)}-1\right)-2 \mu_{3} \sin ^{2} \alpha^{(0)} \sin ^{2} \beta^{(0)} \cos ^{2} \alpha^{(0)}\right] \\
+\mu_{1} \sin ^{2} \alpha^{(0)} \sin \beta^{(0)} \cos \beta^{(0)}=0 . \tag{5.52}
\end{array}
$$

Solving (5.51) and (5.52) gives

$$
\begin{align*}
\frac{\partial u^{(1)}}{\partial r} & =\mathcal{F}_{1}\left(\alpha^{(0)}, \beta^{(0)}\right) \frac{\partial u^{(0)}}{\partial x}+\mu_{1} \mathcal{F}_{2}\left(\alpha^{(0)}, \beta^{(0)}\right),  \tag{5.53}\\
\frac{\partial w^{(0)}}{\partial r}-\frac{w^{(0)}}{r} & =\mathcal{G}_{1}\left(\alpha^{(0)}, \beta^{(0)}\right) \frac{\partial u^{(0)}}{\partial x}+\mu_{1} \mathcal{G}_{2}\left(\alpha^{(0)}, \beta^{(0)}\right), \tag{5.54}
\end{align*}
$$

where $\mathcal{F}_{1}, \mathcal{F}_{2}, \mathcal{G}_{1}, \mathcal{G}_{2}$ are lengthy functions given in appendix D. 1 as equations (D.3)-(D.6). These expressions identify $u^{(1)}$ and $w^{(0)}$ in terms of only $\alpha^{(0)}, \beta^{(0)}$ and $u^{(0)}$. Also at $\mathcal{O}(\varepsilon)$, (5.26) yields an equation for $\alpha^{(0)}$ :

$$
\begin{align*}
\frac{D \alpha^{(0)}}{D t}=-\frac{3}{2} \sin \alpha^{(0)} \cos \alpha^{(0)} \frac{\partial u^{(0)}}{\partial x}+\sin \alpha^{(0)} \cos \alpha^{(0)} \sin \beta^{(0)} & \cos \beta^{(0)}\left(\frac{\partial w^{(0)}}{\partial r}-\frac{w^{(0)}}{r}\right) \\
& -\sin ^{2} \alpha^{(0)} \cos \beta^{(0)} \frac{\partial u^{(1)}}{\partial r} \tag{5.55}
\end{align*}
$$

Finally, we obtain a statement for $\zeta^{(1)}$ at this order:

$$
\begin{align*}
& \zeta^{(1)}=\sin ^{2} \alpha^{(0)} \sin \beta^{(0)} \cos \beta^{(0)}\left(\frac{\partial w^{(0)}}{\partial r}-\frac{w^{(0)}}{r}\right)+\sin \alpha^{(0)} \cos \alpha^{(0)} \cos \beta^{(0)} \frac{\partial u^{(1)}}{\partial r} \\
&+\frac{1}{2} \frac{\partial u^{(0)}}{\partial x}\left(3 \cos ^{2} \alpha^{(0)}-1\right) \tag{5.56}
\end{align*}
$$

An equation for $u^{(0)}$ is still required in order to close the model. We must go to higher orders again in order to obtain this.

### 5.3.3 Closing the model

At $O\left(\varepsilon^{2}\right)$ the momentum balance in the $x$-direction is given by

$$
\begin{array}{r}
\frac{\partial\left(\sigma_{x r}^{(2)}\right)}{\partial r}+\frac{\sigma_{x r}^{(2)}}{r}+\frac{\partial \sigma_{x x}^{(0)}}{\partial x}=0, \\
\sigma_{r x}^{(2)}=\sigma_{x x}^{(0)} \frac{\partial R^{(0)}}{\partial x} ; \text { on } r=R^{(0)} . \tag{5.58}
\end{array}
$$

We integrate (5.57) over the thread to obtain

$$
\begin{equation*}
\int_{0}^{R^{(0)}} \frac{\partial}{\partial r}\left(r \sigma_{x r}^{(2)}\right) \mathrm{d} r+\int_{0}^{R^{(0)}} \frac{\partial}{\partial x}\left(r \sigma_{x x}^{(0)}\right) \mathrm{d} r=0 . \tag{5.59}
\end{equation*}
$$

Use of the Leibniz rule and application of the boundary condition (5.58), yields

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(\bar{\sigma}_{x x}^{(0)}\right)=0 \tag{5.60}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\sigma}_{x x}^{(0)}=\int_{0}^{R^{(0)}} r \sigma_{x x}^{(0)} \mathrm{d} r, \tag{5.61}
\end{equation*}
$$

which is the axial tension of the thread, and is the analogue of equation (3.14) for a sheet, and

$$
\begin{align*}
& \sigma_{x x}^{(0)}=-p^{(0)}+2 \frac{\partial u^{(0)}}{\partial x}\left(1+2 \mu_{3} \cos ^{2} \alpha^{(0)}\right)+\cos ^{2} \alpha^{(0)}\left(\mu_{1}+\mu_{2} \zeta^{(1)}\right) \\
&+2 \mu_{3} \sin \alpha^{(0)} \cos \alpha^{(0)} \cos \beta^{(0)} \frac{\partial u^{(1)}}{\partial r} \tag{5.62}
\end{align*}
$$

To summarise, we may use equations (5.53) and (5.54) to eliminate $u^{(1)}$ and $w^{(0)}$ from equations (5.42), (5.44), (5.55), and (5.60). At this point, we have now derived a system of five equations for $R^{(0)}, u^{(0)}, p^{(0)}, \alpha^{(0)}$, and $\beta^{(0)}$, namely (5.41), (5.42), (5.44), (5.55), and (5.60). In order to solve this problem numerically given initial conditions for $R^{(0)}, \alpha^{(0)}, \beta^{(0)}$,
we proceed as follows: First, we simultaneously solve (5.42) and (5.60) using centered finite differences, in order to obtain $p^{(0)}$ and $u^{(0)}$ at $t=0$. Once obtained, we update $R^{(0)}, \alpha^{(0)}, \beta^{(0)}$ to the next time step using equations (5.41),(5.55),(5.44) respectively, by employing a upwinding finite difference scheme. With the updated values of $R^{(0)}, \alpha^{(0)}, \beta^{(0)}$, we calculate $u^{(0)}$ and $p^{(0)}$ at this new time step, and we repeat this process until the desired time is reached.

### 5.3.4 Twisting of the fibre

In general, a two-dimensional Stokes flow with a stress-free boundary allows an arbitrary translation and rigid body rotation to be added to the flow. To eliminate this rotation and determine $w^{(0)}$ uniquely we consider the twist of the thread. Following Cummings and Howell [22], we take moments about the $x$-axis at $\mathcal{O}\left(\varepsilon^{2}\right)$. At this order the $\theta$-momentum equation and associated boundary condition gives

$$
\begin{gather*}
\frac{\partial \sigma_{r \theta}^{(2)}}{\partial r}+\frac{2}{r} \sigma_{r \theta}^{(2)}+\frac{\partial \sigma_{\partial x}^{(1)}}{\partial x}=0,  \tag{5.63}\\
\sigma_{r \theta}^{(2)}=\frac{\partial R^{(0)}}{\partial x} \sigma_{x \theta}^{(1)} ; \text { on } r=R^{(0)} . \tag{5.64}
\end{gather*}
$$

Taking moments about the centre-line of the thread, $r=0$ and integrating over the thread, we obtain

$$
\begin{equation*}
\int_{0}^{2 \pi} \int_{0}^{R^{(0)}}\left(\frac{\partial\left(\sigma_{r \theta}^{(2)}\right)}{\partial r}+\frac{2 \sigma_{r \theta}^{(2)}}{r}+\frac{\partial \sigma_{\theta x}^{(1)}}{\partial x}\right) r^{2} \mathrm{~d} r \mathrm{~d} \theta=0 . \tag{5.65}
\end{equation*}
$$

As the thread is axisymmetric, we may eliminate the integral in $\theta$, and rewrite (5.65) as

$$
\begin{equation*}
\int_{0}^{R^{(0)}} \frac{\partial}{\partial r}\left(r^{2} \sigma_{r \theta}^{(2)}\right) \mathrm{d} r+\int_{0}^{R^{(0)}} \frac{\partial}{\partial x}\left(r^{2} \sigma_{\theta x}^{(1)}\right) \mathrm{d} r=0, \tag{5.66}
\end{equation*}
$$

Integrating (5.66) with the boundary condition (5.64) and applying the Leibniz rule, we have

$$
\begin{equation*}
\frac{\partial}{\partial x} \int_{0}^{R^{(0)}} r^{2} \sigma_{\theta x}^{(1)} \mathrm{d} r=0 \tag{5.67}
\end{equation*}
$$

where

$$
\begin{align*}
\sigma_{\theta x}^{(1)} & =\sin \alpha^{(0)} \cos \alpha^{(0)} \sin \beta^{(0)}\left(\mu_{1}+\mu_{2} \zeta^{(1)}\right)+\mu_{3}\left(\sin ^{2} \alpha^{(0)} \sin \beta^{(0)} \cos \beta^{(0)} \frac{\partial u^{(1)}}{\partial r}\right. \\
& \left.+\sin \alpha^{(0)} \cos \alpha^{(0)} \cos \beta^{(0)}\left(\frac{\partial w^{(0)}}{\partial r}-\frac{w^{(0)}}{r}\right)+\sin \alpha^{(0)} \cos \alpha^{(0)} \sin \beta^{(0)} \frac{\partial u^{(0)}}{\partial x}\right) . \tag{5.68}
\end{align*}
$$

We note that integrating (5.67) allows us to remove all spatial dependencies

$$
\begin{equation*}
\int_{0}^{R^{(0)}} r^{2} \sigma_{\theta x}^{(1)} \mathrm{d} r=k(t), \tag{5.69}
\end{equation*}
$$

since $k$ is a function of only $t$, there can be no twist across the thread. If there is rotation at the boundary, this rotation must be uniform across the thread. Once the system of equations in the previous section has been solved, $w^{(0)}$ can be obtained using equation (5.54). Then, use of the equation (5.69) accounts for any rigid body rotation imposed at the boundary.

### 5.4 Transformation to fixed boundary problem

Although the system of equations derived in the previous section are a significant simplification compared to the full system, they are still too complex to permit further analytical progress. In order to solve the system numerically, we transform the problem from a moving boundary problem to a fixed boundary problem by using the transformation:

$$
\begin{equation*}
\lambda=\frac{x}{L(t)}, \quad \gamma=\frac{r}{R^{(0)}(x, t)}, \quad t=\tau . \tag{5.70}
\end{equation*}
$$

In all that follows, we have eliminated all terms involving $u^{(1)}$ and $w^{(0)}$ by employing equations (5.53) and (5.54), and used trigonometric identities where possible to condense the equations. We now write

$$
R^{(0)}(x, t)=R^{(0)}(\lambda, \tau), \quad \hat{\alpha}^{(0)}(x, r, t)=\hat{\alpha}^{(0)}(\lambda, \gamma, \tau), \text { etc. }
$$

Applying the transformation to equation (5.41), we have

$$
\begin{equation*}
\frac{\partial R^{(0)}}{\partial \tau}+\left(\frac{u^{(0)}-\dot{L} \lambda}{L}\right) \frac{\partial R^{(0)}}{\partial \lambda}+\frac{R^{(0)}}{2 L} \frac{\partial u^{(0)}}{\partial \lambda}=0, \tag{5.71}
\end{equation*}
$$

for conservation of mass. The equation for the fibre angle $\alpha^{(0)}$, (5.55) becomes

$$
\begin{align*}
\frac{\partial \alpha^{(0)}}{\partial \tau}+\frac{u^{(0)}-\lambda \dot{L}}{L} \frac{\partial \alpha^{(0)}}{\partial \lambda}=\frac{1}{L} & \left(-\frac{3}{2} \sin \alpha^{(0)} \cos \alpha^{(0)}+\sin \alpha^{(0)} \cos \alpha^{(0)} \sin \beta^{(0)} \cos \beta^{(0)} \mathcal{G}_{1}+\right. \\
& \left.-\sin ^{2} \alpha^{(0)} \cos \beta^{(0)} \mathcal{F}_{1}\right) \frac{\partial u^{(0)}}{\partial \lambda} \\
& +\mu_{1}\left(\frac{1}{4} \sin 2 \alpha^{(0)} \sin 2 \beta^{(0)} \mathcal{G}_{2}-\sin ^{2} \alpha^{(0)} \cos \beta^{(0)} \mathcal{F}_{2}\right), \tag{5.72}
\end{align*}
$$

where we have eliminated the $u^{(1)}$ and $w^{(0)}$ terms using equations (5.53) and (5.54). From equation (5.44) we obtain a transformed equation for $\beta^{(0)}$

$$
\begin{equation*}
\frac{\partial \beta^{(0)}}{\partial \tau}+\frac{u^{(0)}-\lambda \dot{L}}{L} \frac{\partial \beta^{(0)}}{\partial \lambda}=\frac{1}{L} \cos ^{2} \beta^{(0)} \mathcal{G}_{1} \frac{\partial u^{(0)}}{\partial \lambda}+\mu_{1} \cos ^{2} \beta^{(0)} \mathcal{G}_{2} . \tag{5.73}
\end{equation*}
$$

We note that the expected derivatives with respect to $\gamma$ in equations (5.72),(5.73) do not appear as their coefficients cancel out during the transformation. The equation for pressure, (5.42) becomes:

$$
\begin{equation*}
\frac{\partial}{\partial \gamma}\left[-p^{(0)}+\mathcal{H}_{0} \frac{\partial u^{(0)}}{\partial \lambda}+\mu_{1} \mathcal{H}_{1}\right]+\frac{1}{\gamma}\left[\mathcal{H}_{2} \frac{\partial u^{(0)}}{\partial \lambda}+\mu_{1} \mathcal{H}_{3}\right]=0 \tag{5.74}
\end{equation*}
$$

where the functions $\mathcal{H}_{i}$ are also lengthy trigonometric functions of $\alpha^{(0)}, \beta^{(0)}$, and are given in the Appendix as (D.12)-(D.15). We note that in the numerics, every $\mathcal{H}_{i}$ is precomputable
at each timestep. Similarly, we may write the equation for $u^{(0)}$ in a similarly condensed form, by using equations (5.53) and (5.56) to eliminate $\frac{\partial u^{(1)}}{\partial r}$ and $\zeta^{(1)}$ in (5.62), before again substituting the resulting expression for $\sigma_{x x}^{(0)}$ into (5.60), using (5.61), and expanding. The result is

$$
\begin{equation*}
\frac{\partial}{\partial \lambda}\left(R^{(0)^{2}}\left(\frac{1}{L} \mathcal{J}_{0} \frac{\partial u^{(0)}}{\partial \lambda}+\mu_{1} \mathcal{J}_{1}-\int_{0}^{1} p^{(0)} \gamma \mathrm{d} \gamma\right)\right)=0 \tag{5.75}
\end{equation*}
$$

Much like the functions $\mathcal{H}_{i}$, the pair of functions $\mathcal{J}_{0}, \mathcal{J}_{1}$ are lengthy, precomputable functions of $\alpha^{(0)}, \beta^{(0)}$ terms and are given in the appendix as (D.17)-(D.18). Our numerical approach is as follows. Given initial conditions in $R^{(0)}, \alpha^{(0)}, \beta^{(0)}$, we first pre-compute the functions $\mathcal{H}_{0}, \mathcal{H}_{1}, \mathcal{H}_{2}, \mathcal{H}_{3}, \mathcal{J}_{0}, \mathcal{J}_{1}$ using equations (D.12)-(D.15) and (D.17)-(D.18). We then simultaneously solve equations (5.74) and (5.75) using a FTCS finite difference scheme for $u^{(0)}$ and $p^{(0)}$ at the first time step. We then use a upwinding scheme upon equations (5.71),(5.72),(5.73) to update $R^{(0)}, \alpha^{(0)}, \beta^{(0)}$ respectively to the next time step whereupon the process is repeated until a desired time is reached. We note that the construction of the linear system given by equations (5.74) and (5.75) is similar to that given by the short timescale squeezing flow problem studied in chapter 2, with the major differences being greater pre-compuation of coefficients, and that $p^{(0)}$ depends upon two variables, with $u^{(0)}$ depending on one, which is the opposite to the problem considered in chapter 2. The construction for the squeeze flow solver is given in Appendix A.1, and we omit the details of the construction of the solver for equations (5.74)-(5.75) from this thesis.

### 5.5 Validation of numerical methods in a small angle regime

Before describing the numerical scheme, we first consider a small $\alpha$ limit, such that the fibres are lying "nearly flat" along the axis of the thread. This gives a simplified set of governing equations which may be separately solved and used to validate the numerical solutions. As we will subsequently show, a special case arises when $\mu_{1}=0$ that allows for analytical progress using a Lagrangian transformation. Comparing the analytical solution
of the special case with the solutions to the small $\alpha$ system and the full model will provide validation for both sets of numerics.

### 5.5.1 Governing equations of the small angle regime

We begin by writing

$$
\begin{equation*}
\alpha^{(0)}=\eta \hat{\alpha}, \tag{5.76}
\end{equation*}
$$

where $\eta$ is a small parameter. Similarly to the small $\mu_{2}$ analysis in chapter 2 , we require $\varepsilon \ll \eta \ll 1$ in order for this simplification to be consistent with the thin film expansion that has been performed. We have

$$
\begin{gathered}
\sin \alpha^{(0)}=\eta \hat{\alpha}-\frac{1}{6} \eta^{3} \hat{\alpha}^{3}+\ldots \\
\cos \alpha^{(0)}=1-\frac{1}{2} \eta^{2} \hat{\alpha}^{2}+\ldots
\end{gathered}
$$

We start by applying the approximation to equations (5.51)-(5.52) for $u^{(1)}$ and $w^{(0)}$ :

$$
\begin{equation*}
\frac{\partial u^{(1)}}{\partial r}=\frac{-\eta \hat{\alpha}}{1+\mu_{3}} \cos \beta^{(0)}\left(\mu_{1}+\frac{\partial u^{(0)}}{\partial x}\left(\mu_{2}+\mu_{3}\right)\right)+\mathcal{O}\left(\eta^{2}\right), \tag{5.77}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial w^{(0)}}{\partial r}-\frac{w^{(0)}}{r}=\frac{-\eta \hat{\alpha} \mu_{3} \sin \beta^{(0)} \cos \beta^{(0)}}{1+\mu_{3}}\left(\mu_{1}+\frac{\partial u^{(0)}}{\partial x}\left(\mu_{2}+\mu_{3}\right)\right)+\mathcal{O}\left(\eta^{2}\right) . \tag{5.78}
\end{equation*}
$$

Hence, upon substitution into other equations in the model, the lowest order contribution from $u^{(1)}$ and $w^{(0)}$ terms is at $\mathcal{O}(\eta)$. Along with (5.56), these results reduce equation (5.42) to

$$
\begin{equation*}
\frac{\partial}{\partial r}\left(-p^{(0)}-\frac{\partial u^{(0)}}{\partial x}\right)+\mathcal{O}(\eta)=0 \tag{5.79}
\end{equation*}
$$

which, to leading order, is the result obtained for the Newtonian problem [49]. Direct integration and use of (5.34) in precisely the same way as the Newtonian case yields pressure directly

$$
\begin{equation*}
p^{(0)}=-\frac{\partial u^{(0)}}{\partial x}+\mathcal{O}\left(\eta^{2}\right) . \tag{5.80}
\end{equation*}
$$

Substituting these expressions into $\sigma_{x x}^{(0)}$, we obtain

$$
\begin{equation*}
\sigma_{x x}^{(0)}=3 \frac{\partial u^{(0)}}{\partial x}+\mu_{1}+\mu_{2} \frac{\partial u^{(0)}}{\partial x}+4 \mu_{3} \frac{\partial u^{(0)}}{\partial x}+\mathcal{O}\left(\eta^{2}\right) . \tag{5.81}
\end{equation*}
$$

This allows us to eliminate pressure from the momentum balance, which allows us to reduce equation (5.60) from an integro-differential equation to a partial differential equation:

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(\frac{R^{(0)^{2}}}{2}\left(\frac{\partial u^{(0)}}{\partial x}\left(3+\mu_{2}+4 \mu_{3}\right)+\mu_{1}\right)\right)+\mathcal{O}(\eta)=0 . \tag{5.82}
\end{equation*}
$$

Additionally, at leading order, the fibre equations simplify to

$$
\begin{align*}
\frac{D \hat{\alpha}}{D t}= & -\frac{3 \hat{\alpha}}{2} \frac{\partial u^{(0)}}{\partial x}+\mathcal{O}(\eta),  \tag{5.83}\\
& \frac{D \beta^{(0)}}{D t}=0+\mathcal{O}(\eta), \tag{5.84}
\end{align*}
$$

and conservation of mass remains unchanged. Upon applying the co-ordinate transformation defined in (5.70), we obtain the following system of equations

$$
\begin{align*}
& \frac{\partial R^{(0)}}{\partial \tau}+\frac{1}{L} \frac{\partial R^{(0)}}{\partial \lambda}\left(u^{(0)}-\lambda \dot{L}\right)+\frac{R}{2 L} \frac{\partial u^{(0)}}{\partial \lambda}=0  \tag{5.85}\\
& \frac{\partial}{\partial \lambda}\left(\frac{R^{(0)^{2}}}{2}\left(\frac{\partial u^{(0)}}{\partial \lambda}\left(3+\mu_{2}+4 \mu_{3}\right)+L \mu_{1}\right)\right)=0  \tag{5.86}\\
& \frac{\partial \hat{\alpha}}{\partial \tau}+\frac{\left(u^{(0)}-\lambda \dot{L}\right)}{L} \frac{\partial \hat{\alpha}}{\partial \lambda}=-\frac{3 \hat{\alpha}}{2 L} \frac{\partial u^{(0)}}{\partial \lambda}  \tag{5.87}\\
& \frac{\partial \beta^{(0)}}{\partial \tau}+\frac{\left(u^{(0)}-\lambda \dot{L}\right)}{L} \frac{\partial \beta^{(0)}}{\partial \lambda}=0 \tag{5.88}
\end{align*}
$$

with

$$
\begin{array}{ll}
u(0, \tau)=0, & u(1, \tau)=1, \quad L(\tau)=1+\tau, R(\lambda, 0)=R_{0}(\lambda) \\
\left.\frac{\partial R}{\partial \lambda}\right|_{\lambda=0}=0, & \hat{\alpha}(\lambda, \gamma, 0)=\hat{\alpha}_{0}(\lambda, \gamma), \quad \beta(\lambda, \gamma, 0)=\beta_{0}(\lambda, \gamma) . \tag{5.89}
\end{array}
$$

We note that the absence of a $\gamma$ derivative in equations (5.87) and (5.88) implies that each $r-\theta$ cross section evolves as a whole as the cross section evolves along the thread.

To briefly summarise, equations (5.85)-(5.88) give four partial differential equations as conservation laws for mass and momentum with two conditions governing the fibre angles. We note that the mass and momentum conservation laws decouple from the fibre equations, and that equation (5.82) contains an 'enhanced' Trouton ratio, which is 3 for a Newtonian axisymmetric thread [49], with additional terms related to the anisotropic extensional and shear viscosities.

To solve this system numerically for given initial $R, \hat{\alpha}, \beta$, we first use equation (5.85) to obtain $u^{(0)}$ at the initial time, using a centred space finite difference scheme. We then use an upwind finite difference scheme upon equations (5.85), (5.87), (5.88) to update $R, \hat{\alpha}, \beta^{(0)}$ respectively to the next time step. At this point, we return to (5.86) to update $u^{(0)}$ to the next time step and repeat this process until the desired time is reached.

### 5.5.2 Special case: Analytical solution for $\mu_{1}=0$

It is possible to make further analytical progress under the assumption that $\mu_{1}=0$. The equations (5.41) and (5.82) are analytically tractable by use of a Lagrangian coordinate transformation similar to the approach used by Howell in two dimensions [49]. We employ the Lagrangian coordinates $\tau, \psi, \rho$ as defined by

$$
\frac{\partial x}{\partial \tau}=u(x(\rho, \tau), \tau), \frac{\partial r}{\partial \tau}=v(r(\psi, \tau), \tau), x(\rho, 0)=\rho, r(\psi, 0)=\psi, t=\tau
$$

Applying the transformation, equations (5.41), (5.82)-(5.84) give

$$
\begin{array}{r}
\frac{\partial R^{(0)^{2}}}{\partial \tau}+R^{(0)^{2}} \frac{\partial u^{(0)}}{\partial \rho}\left(\frac{\partial x}{\partial \rho}\right)^{-1}=0 \\
\left(3+\mu_{2}+4 \mu_{3}\right) R^{(0)^{2}} \frac{\partial u^{(0)}}{\partial \rho}\left(\frac{\partial x}{\partial \rho}\right)^{-1}=T_{0}(\tau), \\
\frac{\partial \hat{\alpha}}{\partial \tau}=-\frac{3 \hat{\alpha}}{2} \frac{\partial u^{(0)}}{\partial \rho}\left(\frac{\partial x}{\partial \rho}\right)^{-1}, \\
\frac{\partial \beta^{(0)}}{\partial \tau}=0 \tag{5.93}
\end{array}
$$

where we have multiplied (5.90) by $2 R^{(0)}$, and we have obtained equation (5.91) by taking the first integral of (5.82) before applying the transformation. The function $T_{0}(\tau)$ represents the tension applied to the ends of the fluid thread. At this point, it is clear that equations (5.90)-(5.91) are very similar to the Trouton model studied by Howell [49], and for the purposes of validating the full model we follow the same approach to constructing their solution. We may immediately integrate equation (5.90) to obtain a statement for $x$ :

$$
\begin{equation*}
\frac{\partial x}{\partial \rho}=\frac{R_{0}^{(0)^{2}}(\rho)}{R^{(0)^{2}}(\rho, \tau)} \tag{5.94}
\end{equation*}
$$

Direct substitution of (5.90) into (5.91) gives

$$
\begin{equation*}
\frac{\partial R^{(0)^{2}}}{\partial \tau}+\frac{T_{0}}{3+\mu_{2}+4 \mu_{3}}=0, \tag{5.95}
\end{equation*}
$$

which is a very similar result to that for a Newtonian thread, with a modified tension term [49]. Upon integration, we obtain

$$
\begin{equation*}
R^{(0)^{2}}=R_{0}^{(0)^{2}}-g(\tau), \tag{5.96}
\end{equation*}
$$

where, $\dot{g}(\tau)=\frac{T_{0}(\tau)}{3+\mu_{2}+4 \mu_{3}}, g(0)=0$. As with a Newtonian thread, there are two methods to determine $g$ : we may specify either the half-length of the fibre, or the tension applied to
the thread. If we specify the half-length of the fibre, $L(\tau)$, then $g$ is given by the relation

$$
\begin{equation*}
L(\tau)=\int_{0}^{1} \frac{R^{(0)^{2}}(\rho, 0)}{R^{(0)^{2}}(\rho, \tau)} \mathrm{d} \rho=\int_{0}^{1} \frac{R^{(0)^{2}}(\rho, 0)}{R^{(0)^{2}}(\rho, 0)-g(\tau)} \mathrm{d} \rho \tag{5.97}
\end{equation*}
$$

We choose to prescribe an initial radius $R_{0}^{(0)}$ that is uniform, which allows us to obtain

$$
\begin{array}{r}
g=R_{0}^{(0)^{2}}\left(\frac{L-1}{L}\right), \\
T_{0}=\left(3+\mu_{2}+4 \mu_{3}\right) R_{0}^{(0)^{2}}\left(1+\frac{\dot{L}}{L^{2}}\right), \\
R^{(0)}=\frac{R_{0}^{(0)}}{\sqrt{L}}, \\
x=\rho L, \\
u=\rho \dot{L}, \tag{5.102}
\end{array}
$$

which gives the same solution for $R^{(0)}, u^{(0)}$ as the Newtonian problem, with the exception that the tension contains the 'enhanced Trouton ratio' found in equation (5.91). Physically, this simply means that one must apply a greater tension to a fluid thread containing fibre reinforcement with a nearly flat fibre alignment to induce precisely the same result as a Newtonian fluid thread. We note that the equations for the bulk properties of the flow, (5.90)-(5.91), do not possess terms involving the fibre-angles. In this regime, there is a one way coupling such that the flow is influencing the fibres, but the fibres do not influence the flow. We can exploit this by using (5.92) and (5.93) to calculate the fibre behaviour directly. Equation (5.93) immediately gives us that a uniform initial $\beta^{(0)}$ would remain constant and uniform. Equation (5.92) gives

$$
\begin{equation*}
\hat{\alpha}=\frac{\hat{\alpha}_{0}}{L^{3 / 2}} . \tag{5.103}
\end{equation*}
$$

Choosing $L=1+\tau$, we present in Figure 5.3 a direct comparison between the analytical results, the small angle-equations (5.85)-(5.88) and the full system (5.71)-(5.75) for the initial choices of $R_{0}^{(0)}=1, \hat{\alpha}_{0}=0.01 \pi$, with $\mu_{2}=50, \mu_{3}=25$. We note first that choosing
initial conditions that are uniform remain so, hence the values of $R^{(0)}$ and $\hat{\alpha}$ presented in Figure 5.3 represents the angle at every point in the domain. We see that as the thread thins, the angle of the fibres decays to zero, representing the fibres aligning in the direction of extension. This is similar behaviour to the sheet when $\mu_{1}=0$ as described in Chapter 3. We see that the errors are small - in Figure 5.4 we give the relative errors between the analytical result, and the numerical solutions of the small angle system of equations and the full model. In Figure 5.4a we see that the maximum relative error for $\hat{\alpha}$ between the analytical results and the output of the full system of equations is $0.3 \%$, and Figure 5.4 b show that the relative error between the small angle equations and the full model is $0.1 \%$. Figures 5.4c and 5.4 d show that the relative error for $R^{(0)}$ between the analytical results and the output of the full system of equations is $0.09 \%$ respectively.


Figure 5.3: Comparison of the evolution of a) $\hat{\alpha}$ between the full system of equations and the analytical result, b) $\hat{\alpha}$ between the full system of equations and the small angle equations, c) $R^{(0)}$ between the full system of equations and the analytical result and d) $R^{(0)}$ between the full system of equations and the small angle equations for the initial conditions $\alpha=0.01 \pi, R_{0}^{(0)}=1$ with $\mu_{2}=50, \mu_{3}=25$.


Figure 5.4: Figures showing the relative error in the results presented in Figure 5.3. The relative errors are a) between the analytical result and numerical solution of the full model for $\hat{\alpha}, \mathrm{b}$ ) between the solutions of the small-angle equations and the full model for $\hat{\alpha}, \mathrm{c}$ ) between the analytical result and numerical solution of the full model for $R^{(0)}$, and d ) between the solutions of the small-angle equations and the full model for $R^{(0)}$.

### 5.5.3 Comparison between small $-\alpha$ and full system

Here, we compare the numerical results of the full model (5.71)-(5.75) with the output of the small $\alpha$ equations, (5.85)-(5.88), with two sets of initial conditions that we cannot make further analytical progress with. First, in Figure 5.5, we present a comparison between the small angle system and full model for a thread without active behaviour $\left(\mu_{1}=0\right)$. We make the initial choices of $R_{0}^{0)}=1+\lambda^{2}, \hat{\alpha}_{0}=0.01 \pi, \mu_{1}=0, \mu_{2}=50, \mu_{3}=25$. We plot in Figure 5.5a the maximum relative error between the small angle equations and the full system across the thread for each of the quantities $\hat{\alpha}, u^{(0)}, R^{(0)}$. We see that for these initial conditions and parameter choices that the errors are small, with the error for $u^{(0)}$ in particular being $0.0032 \%$ at $\tau=10$. Moreover, the errors appear to have converged by $\tau=10$. We also give plots for the evolution of $R^{(0)}$ and $u^{(0)}$ and note that this choice of initial condition for $R^{(0)}$ induces $\lambda$-dependence in $\hat{\alpha}$, as $u^{(0)}$ is no longer linear, as we would expect from equation (5.94).

The second comparison involves the activation of $\mu_{1}$ terms. We choose $\hat{\alpha}_{0}=0.01 \lambda \gamma, \mu_{1}=$ $1, \mu_{2}=25, \mu_{3}=100$. The activation of the $\mu_{1}$ term introduces error, and we change the initial radius of the thread to possess less curvature. We choose $R_{0}^{(0)}=1+\frac{1}{10} \sqrt{\left(1+\lambda^{2}\right)}$. We see that the relative errors are larger than the previous case, but remain under $1 \%$ up to $\tau=0$. We see in Figures 5.6a that unlike the previous comparisons with $\mu_{1}=0$ above, the errors continue to grow with time. We note that the velocity profile in Figure 5.6b adopts a concave down shape, which is markedly different to the behaviour of both the sheet discussed in Chapter 3 and the analytical solutions for $\mu_{1}=0$. The globally increased velocity appears to have led to a greater rate of thinning, see Figure 5.6c compared to the analytical case shown in Figure 5.3. As we shall show in the next section, activation of $\mu_{1}$ can cause $\alpha^{(0)}$ to grow in the full model, which may lead to a small- $\alpha$ approximation becoming invalid.


Figure 5.5: Evolution of a) the relative error between the full system of equations and the small angle equations, b) of $u^{(0)}$ and c) $R^{(0)}$ for initial conditions $\alpha=0.01 \pi, R_{0}^{(0)}=$ $1+\lambda^{2}, \mu_{2}=50, \mu_{3}=25$.


Figure 5.6: Evolution of a) the relative error between the full system of equations and the small angle equations, b) of $u^{(0)}$ and c) $R^{(0)}$ for initial conditions $\alpha=0.01 \lambda \gamma, R_{0}^{(0)}=$ $1+\frac{1}{10} \sqrt{1+x^{2}}, \mu_{1}=1, \mu_{2}=25, \mu_{3}=100$.

### 5.6 Results

### 5.6.1 Solutions for $\mu_{1}=0$

Having now validated the numerical methods, we study the effect of varying the viscosities $\mu_{2}, \mu_{3}$ with $\mu_{1}=0$ fixed. To this end, we first turn our attention to consider the behaviour of transversely isotropic sheets that have an initially constant thickness, which for simplicity we set $R^{(0)}(\lambda, 0)=1$. We start by setting $\beta^{(0)}(\lambda, \gamma, 0)=0$, and we note that this choice of $\beta$ has the effect of fixing the fibres into a spoke-like arrangement for all time, as $\beta^{(0)}=0$ is a fixed point of equation (5.73). We then give plots of the longitudinal velocity $u^{(0)}$ and radius $R^{(0)}$ in the physical variables, both initially and at $\tau=10$, for the choices $\mu_{1}=0, \mu_{2}=0, \alpha^{(0)}(\lambda, \gamma, 0)=\lambda \gamma, \beta^{(0)}(\lambda, \gamma, 0)=0$, with varied $\mu_{3}$ in Figure 5.7. We see that similarly to the extensional flow of the sheet in chapter 3, increasing $\mu_{3}$ has the effect of reducing the (qualitative) non-Newtonian behaviour of the thread - both the velocity and radius deviate less from the Newtonian solution for an initially uniform thread and that the fibres align with the direction of extension of the fluid.

If we now choose a $\beta^{(0)}(\lambda, \gamma, 0) \neq 0$, the behaviour of the thread is significantly more complex. In Figure 5.8 we give similar plots, but with the initial choice of $\beta^{(0)}(\lambda, \gamma, 0)=\frac{\pi}{4}$ and we see that the effect of increasing $\mu_{3}$ is much more complex than that of the sheet. We see, in Figure 5.8c that increasing $\mu_{3}$ allows $\alpha^{(0)}$ to grow, representing the fibres rotating to orient in the transverse direction of the thread, against the motion of the fluid. In the same regions, $\beta^{(0)}$ grows towards $\frac{\pi}{2}$, which represents the components of the fibres in the cross-section of the thread evolving from a spiral arrangement to a hoop orientation. This is in contrast to the behaviour of the fibres within a transversely isotropic sheet, which rotate to align with the direction of extension when $\mu_{1}=0$, and gives rise to more complicated flow profiles than the sheet (Figure 5.8a).

We also see that near $\gamma=0$, where $\alpha^{(0)}$ is initially relatively small, that the fibres do align with the direction of extension and that there is little evolution in $\beta^{(0)}$, which is consistent with the small- $\alpha$ equations.


Figure 5.7: Plots of a) initial $u^{(0)}$ and b) $u^{(0)}$ at $\tau=10$, c) $R^{(0)}$ at $\tau=10$, for $\mu_{3}=$ $0,10,25,50,100$, with initial conditions $\alpha(\lambda, \gamma, 0)=\lambda \gamma, \beta(\lambda, \gamma, 0)=0, R_{0}^{(0)}=1, \mu_{1}=$ $\left.0, \mu_{2}=25 . d\right)$ Evolution of the fibre angle for $\mu_{3}=100$.


Figure 5.8: The a) longitudinal velocity, $\left.u^{(0)}, \mathrm{b}\right)$ radius of the thread, $R^{(0)}, \mathrm{c}$ ) fibre angles $\alpha^{(0)}$ and d) $\beta^{(0)}$, at $\tau=10$, for varied $\mu_{3}=0,10,25,50,100$ for initial conditions $\alpha(\lambda, \gamma, 0)=\lambda \gamma, \beta(\lambda, \gamma, 0)=\frac{\pi}{4}, R_{0}^{(0)}=1, \mu_{1}=0, \mu_{2}=25 . u^{(0)}$ and $R^{(0)}$ are plotted in the physical variables, whilst the fibre angles $\alpha^{(0)}$ and $\beta^{(0)}$ are plotted in the transformed variables for ease of comparison.

We now turn to examining the behaviour of the thread with varied $\mu_{2}$. We fix $\mu_{3}$ with $\mu_{1}=0$. Similarly to the sheet, increasing $\mu_{2}$ has the effect of causing the thread to behave in a more non-Newtonian manner. In Figure 5.9 we give plots of the longitudinal velocity, radius of the thread and fibre angles $\alpha^{(0)}, \beta^{(0)}$, at $\tau=10$, for varied $\mu_{2}$ and conditions of $\alpha(\lambda, \gamma, 0)=\lambda \gamma, \beta(\lambda, \gamma, 0)=\frac{\pi}{4}, R_{0}^{(0)}=1, \mu_{1}=0, \mu_{3}=25$. We see that increasing $\mu_{2}$ has the effect of inhibiting the longitudinal velocity and increasing the rate of thinning of the thread. In the regions where the thread is thinner, one might expect the velocity to be enhanced. However, if we compare between different values of $\mu_{2}$, we see that although the rate of thinning has been increased, the velocity across the whole of the thread has been inhibited. We expect an expression, similar to $G_{2}$, for an inhomogeneous viscosity exists, but it is difficult to observe from equations (5.74) and (5.75).

We also note that increasing $\mu_{2}$ appears to have a significantly lesser effect upon the rotation of the fibres compared to $\mu_{3}$. In Figures 5.9c and 5.9d we show the orientation of the fibres for the conditions above and we see that the final positions of the fibres exhibit less variance than Figure 5.8, where we varied $\mu_{3}$. We note that increasing $\mu_{2}$ has the effect of increasing $\alpha^{(0)}$ so that the fibres are less oriented towards the direction of extension, whilst there is very little difference between $\mu_{2}=0$ and $\mu_{2}=100$ in the fibre angle within the cross-section of the sheet.


Figure 5.9: The a) longitudinal velocity, $u^{(0)}$, b) radius of the thread, $R^{(0)}$, c) fibre angles $\alpha^{(0)}$ and d) $\beta^{(0)}$, at $\tau=10$, for varied $\mu_{2}=0,10,25,50,100$ for initial conditions $\alpha(\lambda, \gamma, 0)=\lambda \gamma, \beta(\lambda, \gamma, 0)=\frac{\pi}{4}, R_{0}^{(0)}=1, \mu_{1}=0, \mu_{3}=25 . u^{(0)}$ and $R^{(0)}$ are plotted in the physical variables, whilst the fibre angles $\alpha^{(0)}$ and $\beta^{(0)}$ are plotted in the transformed variables for ease of comparison.

### 5.7 Conclusion

We investigated a small-angle behaviour of the model, validating the numerical techniques for the full system of equations against a small- $\alpha$ analysis. We found that in this regime the fibres aligned with the direction of extension, and that there was a one-way coupling between the fibres and the fluid, with the fluid affecting the orientation of the fibres. However the orientation of the fibres did not play a role in the evolution of the velocity or radius of the fluid. We found that variations of the parameters $\mu_{1}, \mu_{2}, \mu_{3}$ do affect the behaviour of the flow, with $\mu_{2}, \mu_{3}$ forming an enhanced Trouton viscosity. In this regime, the flow is essentially Newtonian with a modified tension provided $\mu_{1}=0$.

In chapter 3, we saw that the fibres of a transversely isotropic fluid align in the direction of extension, provided $\mu_{1}=0$, and that the fibres were not initially pointing in the transverse direction. Here, we require also that $\mu_{3}=0$. We found that for a transversely isotropic thread, $\mu_{3}$ plays a role in creating non-Newtonian behaviours, unlike in chapters 2-4, and may even be a greater driver of these behaviours than $\mu_{2}$, as shown in Figures 5.8 and 5.9. There appears to be two regimes of behaviour, one where the extensional viscosity dominates the behaviour of the flow, and one where the shear viscosity is dominant.

Throughout this chapter, we have seen behaviours where varying a parameter led to results which were more complex than expected. For example, we saw, in Figure 5.7 that increasing $\mu_{3}$ has the effect of reducing the change in the radius over the longitudinal direction. In this figure, we would expect that the thread when $\mu_{3}=0$ to undergo breakup earlier than the thread when $\mu_{3}=100$. In this case, the spinnability of the thread would be increased by an increase of $\mu_{3}$. However, we saw in Figure 5.8 that the thread is thinner when $\mu_{3}=25$ compared to $\mu_{3}=0,100$. This implies that the spinnability of the thread is also influenced by the fibre angles, in addition to the key parameters, as we might expect. As a result, we suggest that these behaviours are related to an inhomogenous viscosity similar to $G_{2}$ in Chapter 3. It may be possible to construct this viscosity numerically from equation (5.75), which is the equivalent of (3.30). This could lead to greater insight into
the mechanical behaviour of the thread, and which components of our model have the greatest affect upon the spinnability of the thread.

There are a number of potential avenues for future work, the most obvious of which is that the results presented here are for $\mu_{1}=0$. We have seen in chapter 3 and in section 5.5 that activation of the $\mu_{1}$ term can cause issues with tension and the numerical approach.

We could also relax the the requirement of axisymmetry of the thread. This would give rise to a setting wherein we could study the development of the centre-line of the thread in a nearly-straight setting, similar to the work presented in chapter 4. Alternatively, we could construct a curvilinear coordinate system following the centre-line of the thread, similarly to Refs. [29, 102]. Moreover, we would also expect to see short time-scale behaviour in such a setting, and comparison with the sheet may lead to additional insight into the mechanical changes induced by the addition of the second fibre angle. Further work might also include investigations of the effects of inertia, surface tension, body forces or compressibility. Finally, we may include some degree of entanglement and alignment as the fibres in cervical mucus may not always align as assumed in this model, and may also be entangled.

## CHAPTER 6

## CONCLUSION

In this final chapter we summarise the main results of the thesis, and suggest further work which could be carried out.

### 6.1 Summary of findings

We have derived models for the thin film flow of a transversely isotropic fluid in the three contexts of a squeezing flow, the extensional flow of a sheet, and the extensional flow of an axisymmetric thread. In all cases the result was a system of leading-order equations which depended upon the thickness and longitudinal velocity, along with either the pressure (chapters 2,5) or centre-line (chapters 3, 4). The extensional flow problems studied in chapters 3-5 resulted in models that are a generalisation of the Trouton model for the extensional flow of a Newtonian fluid [49].

In chapter 2 we derived a model describing the squeezing flow of an incompressible, viscous, transversely isotropic fluid. We found that the majority of the fibres reorient themselves to be parallel with the $x$-axis on a shorter timescale than that of the flow, with the exception of a thin layer around half-depth of the film. On the short timescale, we found that

- The orientation of the fibres does have an effect on the flow, inhibiting the longitudinal flow in some regions, whilst enhancing it in others. In particular, when $\mu_{2}$ is small,
the greatest changes to the flow occur where $\theta \sim \frac{\pi}{4}$.
- Increasing the anisotropic extensional viscosity, $\mu_{2}$, increased the non-Newtonian behaviours of the sheet, whilst increasing the anisotropic shear viscosity $\mu_{3}$ inhibited these behaviours. We note that increasing $\mu_{3}$ causes a significant increase of the magnitude of the pressure, but not the shape.
- By measuring the force of the fluid on the upper plate, that $\mu_{3}$ can be calculated. This provides a setting where $\mu_{3}$ may be determined by experiment.
- The tension generated by the fibres in the fibre direction, $\mu_{1}$, plays no role at leading order.

We then turned to the extensional flow of a transversely isotropic sheet in chapter 3 . This problem was studied by Howell [49] for a Newtonian fluid, and some special cases for a transveresly isotropic fluid were examined by Green and Friedman [41]. We manipulated the model of Green and Friedman to eliminate $u^{(1)}$, and constructed a numerical strategy to solve the equations in the general case. As was the case in chapter 2 , the presence of the fibres caused interesting non-Newtonian behaviours to appear. We found

- A passive transversely isotropic sheet has a generalised Trouton viscosity, $G_{2}$, that depends on the fibre angle and could vary both spatially and temporally, controlled the behaviours of the sheet. The behaviours of the thickness and longitudinal velocity of the sheet were linked to $G_{2}$.
- As per the squeezing flow studied in chapter 2 , increasing $\mu_{2}$ enhanced the nonNewtonian behaviours of the sheet, whilst increasing $\mu_{3}$ inhibited these behaviours. In particular, increasing $\mu_{2}$ had the effect of increasing the rate of thinning in some regions of the sheet, whilst inhibiting thinning to a greater degree in others.
- The centre-line need not be straight for a transversely isotropic fluid.
- When $\mu_{1} \neq 0$, care must be taken to ensure that the rate of extension is fast enough to compensate for the compression generated by the fibres pulling in the transverse direction. Otherwise, the sheet will buckle and the model is not valid.

We were unable to satisfy an arbitrary initial condition for the centre-line of the fluid, which also occurs in the Newtonian problem [49]. In order to study the behaviour of initially curved sheets, and motivated by the non-Newtonian behaviour of the centre-line, we examined the short timescale behaviour of a transversely isotropic sheet in chapter 4. We derived equations governing the evolution of the flow and fibre angles on this timescale. This flow was not extensional, as there are bending stresses within the sheet on this timescale. Interestingly, the rotation of the fibres depended only upon the movement of the centre-line (equation (4.14)). We also found that the convergence of an arbitrary initial condition for the centre-line to the result predicted by the model in chapter 3 was not exponential. This is in contrast to the Newtonian case, where the centre-line decays exponentially to straight with homogeneous boundary conditions, as shown in [49]. We again considered the effects of varying the anisotropic extensional and shear viscosities and again found that increasing the anisotropic extensional viscosity, $\mu_{2}$, gives rise to greater non-Newtonian effects. In this problem, increasing $\mu_{2}$ had the effect of slightly increasing the time taken for the convergence of the centre-line to that predicted by the Green and Friedman model, and induced a greater degree of fibre rotation.

The final problem considered was the extensional flow of an axisymmetric, incompressible, viscous, transversely isotropic thread, in chapter 5. In this setting we included two fibre angles, one describing the angle with the $x$-axis, which was precisely the same as in chapters 2-4, and another angle describing the orientation of the fibres within the cross-section of the fluid. We found that

- When the fibre angle in the cross-section of the thread was fixed such that the fibres had a 'spoke-like' arrangement in the cross section of the thread, increasing $\mu_{3}$ inhibited the non-Newtonian behaviours of the thread.
- However, when this restriction was removed, $\mu_{3}$ was responsible for the development of some non-Newtonian behaviours, rather than inhibiting them as in chapters 2-4. These behaviours arose when $\mu_{3} \gg \mu_{2}$, which means that the shear viscosity was dominating the behaviour of the flow.
- The fibres within the thread were able to rotate away from the longitudinal direction when $\mu_{1}=0$, particularly when $\mu_{3}$ was increased. This is in strong contrast to the sheet, where if $\mu_{1}=0$ the fibres would align in the direction of extension regardless of the values of $\mu_{2}, \mu_{3}$.

These complex behaviours throughout chapter 5 may be as a result of an inhomogenous viscosity, similar to the function $G_{2}$ discovered in chapter 3. As discussed in chapter 5, it may be possible to construct this viscosity numerically from equation (5.75). It may be possible to pick out certain combinations of parameters and fibre angles that cause the thread to quickly thin in a certain region, which would drastically decrease the spinnability of the thread. In this case, we could directly link the model derived in chapter 5 to measurements of spinnability of cervical mucus.

### 6.2 Future work

The work in this thesis was motivated by understanding how the interplay between the fibrous micro-structure and macroscopic flow of fluids such as collagen gel and cervical mucus altered their mechanical properties. Inclusion of effects such as inertia, surface tension and body forces may significantly alter the behaviour of the fluid and would lead to more realistic models. It is also possible that the fibres interact with each other and become entangled. This could be incorporated by using models of entanglement such as those in Ref. [56]. In addition, comparison of these models with experimental data could reveal the values of the key parameters.

The models presented in this thesis are complex coupled systems involving partial differential equations or integro-partial differential equations that do not yield readily
to analytical techniques. Therefore, there are opportunities for improved numerical techniques, or perhaps simplifications of the equations via other arguments. In particular, our numerical strategy in chapter 4 limited the range of values for the key parameters we could select. Large values of $\mu_{2}$ resulted in a choice of an extremely small time step in order not to violate the Courant-Friedrichs-Lewy condition. This resulted in long computational time. More sophisticated approaches may yield shorter computational times, or a wider range of parameter values to be tested. We also note the following particular areas

- We have not studied the breakup of the extensional flows of sheets and threads in this thesis. Non-Newtonian effects are known to play a role in the breakup of viscoelastic jets, as discussed in chapter 1.
- The squeezing flow in chapter 2 included free boundaries that were straight. In reality, we might expect this to not be the case, and that the boundary has a radius of curvature.
- In addition, the squeezing flow possessed thin layers close to $x=0$ and $y=\frac{h}{2}$, where fibre alignment appears to take place on a longer timescale. Examining the movement of the fibres in this region on a longer timescale could yield interesting non-Newtonian results.
- An unrealistic two-dimensional geometry was assumed. A three-dimensional geometry would require two angles to define the direction of the fibres, and as we saw in chapter 5 , this gave rise to a significant increase in the complexity of the equations.
- The model in chapter 3 models sheets with the employment of a Cartesian coordinate system restricting the model to examining sheets which are initially slightly curved. Where this is not the case, future work could entail the use of a curvilinear co-ordinate system to approach sheets with curvature in the centre-line, as in works similar to Ribe [82].
- In chapters 4 and 5 , only sheets and threads for which $\mu_{1}=0$ were considered. As
we saw in chapter 3 , $\mu_{1}$ can drive interesting non-Newtonian behaviours and should be considered.
- In chapter 5, there appears to be at least two regimes when $\mu_{1}=0$. Perhaps further asymptotic work could yield simpler equations in an regime where either the extensional or shear viscosities are dominant.
- Removing the assumption of axisymmetry of the thread and employment of a curvilinear co-ordinate system would provide a more realistic model.

Transversely isotropic fluids arise in a variety of contexts in industry and biology and it is therefore important to understand how the anisotropy induced by the fibres affect the underlying mechanics of the material. Throughout this thesis, we have applied systematic perturbation techniques to transversely isotropic thin film flows. This has allowed us to identify key timescales over which the flow and fibre alignment evolves, and uncover the non-Newtonian behaviours exhibited by this class of fluid. Whilst our present theory is not complete and the models presented in this thesis may not be immediately applicable in practice, we believe they represent a useful step towards improving our understanding of the mechanics of materials possessing a fibrous microstructure.

## Appendices

## APPENDIX A

## APPENDIX FOR SQUEEZING FLOW

## A. 1 Discretisation of the short time squeeze flow equations

In this appendix we give the discretisation and construction of the numerical solver we use to solve the short time squeezing flow problem. To summarise, our equations are

$$
\begin{gather*}
\frac{\partial}{\partial x} \int_{0}^{h_{i}} u \mathrm{~d} y=-\dot{h}^{(0)},  \tag{A.1}\\
\frac{\partial \theta^{(0)}}{\partial \tau}=-\sin ^{2} \theta^{(0)} \frac{\partial u^{(0)}}{\partial y},  \tag{A.2}\\
-\frac{\partial p^{(0)}}{\partial x}+\left(1+\mu_{3}+\mu_{2} \sin ^{2} \theta^{(0)} \cos ^{2} \theta^{(0)}\right) \frac{\partial^{2} u^{(0)}}{\partial y^{2}}+\mu_{2} \frac{\partial}{\partial y}\left(\sin ^{2} \theta^{(0)} \cos ^{2} \theta^{(0)}\right) \frac{\partial u^{(0)}}{\partial y}=0, \tag{A.3}
\end{gather*}
$$

where pressure, longitudinal velocity, and fibre direction, $p^{(0)}(x, \tau), u^{(0)}(x, y, \tau), \theta^{(0)}(x, y, \tau)$ are the quantities to be computed. The distance between the plates, $h_{i}$, the velocity of the upper plate, $\dot{h}^{(0)}$, and an initial condition for the fibre direction $\theta(x, y, 0)$ are prescribed. The strategy is as follows. Given $\theta(x, y, 0)$, we simultaneously solve (A.1) and (A.3) to obtain $p^{(0)}, u^{(0)}$ at the first time step, before using (A.2) updating $\theta^{(0)}$ to the next time step. We repeat this process until we reach a desired time. We discretise with

$$
\begin{equation*}
\theta^{(0)}\left(x_{i}, y_{j}, \tau_{k}\right)=\theta_{i, j}^{k}, \text { etc } \tag{A.4}
\end{equation*}
$$

where $i=1: M+1, j=1: N+1, k=1: T+1$ where $M, N$ are the number of steps in the $x, y$-directions and $T$ is the number of time steps. The discretisation of equation (A.2) is

$$
\begin{equation*}
\theta_{i, j}^{k+1}=\theta_{i, j}^{k}-\frac{\Delta \tau}{2 \Delta y}\left(u_{i, j+1}^{k}-u_{i, j-1}^{k}\right) \sin ^{2} \theta_{i, j}^{k}, \tag{A.5}
\end{equation*}
$$

where at the ends of the domain the centred finite differences on the right hand side of (A.5) are replaced by the appropriate one-sided approximations. We next consider equation (A.3). It is first helpful to define $\Gamma(x, y, \tau)=\sin ^{2} \theta^{(0)} \cos ^{2} \theta^{(0)}$. The discretisation is then

$$
\begin{equation*}
-\frac{p_{i+1}^{k}-p_{i-1}^{k}}{2 \Delta x}+\left(1+\mu_{3}+\mu_{2} \Gamma_{i, j}^{k}\right) \frac{u_{i, j+1}^{k}-2 u_{i, j}^{k}+u_{i, j-1}^{k}}{\Delta y^{2}}+\mu_{2} \frac{\Gamma_{i, j+1}^{k}-\Gamma_{i, j-1}^{k}}{2 \Delta y} \frac{u_{i, j+1}^{k}-u_{i, j-1}^{k}}{2 \Delta y}=0, \tag{A.6}
\end{equation*}
$$

where we have already used that $\frac{\partial p^{(0)}}{\partial y}=0$. In order to approach the integral equation (A.1), we define

$$
\begin{equation*}
I(x, \tau)=\int_{0}^{h_{i}} u \mathrm{~d} y \tag{A.7}
\end{equation*}
$$

then application of the the trapezoidal rule gives

$$
\begin{equation*}
I_{i}^{k}=\frac{\Delta y}{2}\left(u_{i, 1}^{k}+u_{i, N+1}^{k}+2 \sum_{n=2}^{N} u_{i, n}^{k}\right) \tag{A.8}
\end{equation*}
$$

and hence we discretise (A.1) as

$$
\begin{equation*}
\frac{\Delta y}{4 \Delta x}\left(\left(u_{i+1,1}^{k}+u_{i+1, N+1}^{k}+2 \sum_{n=2}^{N} u_{i+1, n}^{k}\right)-\left(u_{i-1,1}^{k}+u_{i-1, N+1}^{k}+2 \sum_{n=2}^{N} u_{i-1, n}^{k}\right)\right)=-\dot{h} . \tag{A.9}
\end{equation*}
$$

The structure of the implicit solver for $u^{(0)}, p^{(0)}$ will then take the form

$$
\left(\begin{array}{cc}
\boldsymbol{M}_{U} & \boldsymbol{M}_{P}  \tag{A.10}\\
\boldsymbol{M}_{I C} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{M}_{P B}
\end{array}\right)\binom{\boldsymbol{U}}{\boldsymbol{P}}=\left(\begin{array}{l}
\mathbf{0} \\
\boldsymbol{b} \\
\mathbf{0}
\end{array}\right),
$$

where $\boldsymbol{P}$ is simply the column vector of $p_{i}^{k}$, for all $i$, and $\boldsymbol{U}$ takes the form

$$
\boldsymbol{U}=\left(\begin{array}{c}
\boldsymbol{U}_{1}  \tag{A.11}\\
\boldsymbol{U}_{2} \\
\vdots \\
\boldsymbol{U}_{M+1}
\end{array}\right)
$$

where each $\boldsymbol{U}_{i}$ contains a column vector of the elements $u_{i, j}$ for all $j$. The vector $\boldsymbol{b}$, of length $M-1$, contains the RHS of equation (A.9) which we apply for $i=2: M$. At $i=1, M+1$ we apply the no-stress boundary condition (i.e $p^{(0)}=0$ on $x= \pm L$ ), the terms of which are contained in $\boldsymbol{M}_{P B}$. Now, the matricies $\boldsymbol{M}_{U}, \boldsymbol{M}_{P}$ contain the terms related to $u^{(0)}, p^{(0)}$ in equation (A.6), as well as the boundary conditions for $u^{(0)}$ on $y=0, h$. Now, $\boldsymbol{M}_{U}$ is a $(M+1)(N+1) \times(M+1)(N+1)$ matrix, and is comprised of a collection of smaller matricies. We begin by defining

$$
\begin{align*}
& \gamma_{i, j}=\frac{1}{\Delta y^{2}}\left(1+\mu_{3}+\mu_{2} \Gamma_{i, j}^{k}\right),  \tag{A.12}\\
& \lambda_{i, j}=\frac{\mu_{2}}{4 \Delta y^{2}}\left(\Gamma_{i, j+1}-\Gamma_{i, j-1}\right), \tag{A.13}
\end{align*}
$$

to simplify the coefficients of $u_{i, j}^{k}$. Now, define
$\boldsymbol{D}_{i}=\left(\begin{array}{cccccc}1 & & & & & \\ \gamma_{i, 2}-\lambda_{i, 2} & -2 \lambda_{i, 2} & \gamma_{i, 2}+\lambda_{i, 2} & & & \\ 0 & \gamma_{i, 3}-\lambda_{i, 3} & -2 \lambda_{i, 3} & \gamma_{i, 3}+\lambda_{i, 3} & & \\ & & \ddots & \ddots & \ddots & \\ & & & & & \\ & & & & \gamma_{i, N}-\lambda_{i, N} & -2 \lambda_{i, N} \\ & & \gamma_{i, N}+\lambda_{i, N} \\ & & & & & 1\end{array}\right)$

So that each $D_{i}$ is a $(N+1) \times(N+1)$ matrix. The first and final rows of $D_{i}$ correspond to the boundary conditions $u^{(0)}=0$ on $y=0, h$. Now, $\boldsymbol{M}_{U}$ is

$$
\boldsymbol{M}_{U}=\left(\begin{array}{ccccc}
\boldsymbol{D}_{1} & \mathbf{0} & & &  \tag{A.15}\\
\mathbf{0} & \boldsymbol{D}_{2} & \mathbf{0} & & \\
& \ddots & \ddots & \ddots & \\
& & & \boldsymbol{D}_{M} & \mathbf{0} \\
& & & \mathbf{0} & \boldsymbol{D}_{M+1}
\end{array}\right)
$$

The matrix $\boldsymbol{M}_{P}$ is of dimension $(M+1)(N+1) \times(M+1)$ is similarly constructed from smaller block matricies. We begin by defining the matricies $\boldsymbol{J}_{i}$ to be a $(N+1) \times(M+1)$ matrix for each $i=1: M+1$. For $i=1, M+1$ we must adjust the discretisation (A.6), we simply use a forward (backward) finite difference scheme for the $\frac{\partial p^{(0)}}{\partial x}$ at either ends of the domain respectively. Then,

$$
\begin{align*}
& \boldsymbol{J}_{1}=\left(\begin{array}{cccc}
0 & 0 & 0 & \ldots \\
\frac{1}{\Delta x} & \frac{-1}{\Delta x} & 0 & \\
\vdots & \vdots & \vdots & \\
\frac{1}{\Delta x} & \frac{-1}{\Delta x} & 0 & \\
0 & 0 & 0 & \ldots
\end{array}\right),  \tag{A.16}\\
& i-1^{\text {th }} \quad i+1^{\text {th }} \\
& \boldsymbol{J}_{i}=\left(\begin{array}{cccccccc}
0 & \ldots & & & & & & 0 \\
0 & \ldots & \frac{1}{2 \Delta x} & 0 & \frac{-1}{2 \Delta x} & 0 & \ldots & \\
& & & \vdots & \vdots & \vdots & & \\
0 & \ldots & \frac{1}{2 \Delta x} & 0 & \frac{-1}{2 \Delta x} & 0 & \ldots & \\
0 & & & & & &
\end{array}\right),
\end{align*}
$$

for $i=2: M$. The matrix $\boldsymbol{J}_{M+1}$ is similar to $\boldsymbol{J}_{1}$, except that the last two columns are filled. Finally, we can write $\boldsymbol{M}_{p}$ :

$$
\boldsymbol{M}_{p}=\left(\begin{array}{c}
\boldsymbol{J}_{1}  \tag{A.17}\\
\boldsymbol{J}_{2} \\
\vdots \\
\boldsymbol{J}_{M+1}
\end{array}\right) .
$$

We turn our attention to the construction of $\boldsymbol{M}_{I C}, \boldsymbol{M}_{P B}$. We apply the integral condition (A.1) on $i=2: M$, with the no stress boundary condition $p^{(0)}=0$, on $x= \pm L$ being applied on $i=1, M+1$. We define $\boldsymbol{M}_{I C}$ to be

Each row of $\boldsymbol{M}_{\boldsymbol{I C}}$ possesses $2(N+1)$ non-zero entries, corresponding to the use of the Simpsons rule upon the integral condition (see (A.9)). Finally, the matrix $\boldsymbol{M}_{P B}$ is a $2 \times(M+1)$ matrix. The no-stress boundary conditions supply $p_{1}^{k}=p_{M+1}^{k}=0$ for all $k$. Hence, we simply have

$$
\boldsymbol{M}_{P B}=\left(\begin{array}{llll}
1 & 0 & \ldots &  \tag{A.18}\\
\\
0 & \ldots & 0 & 1
\end{array}\right)
$$

## A. 2 Functions defined in Section 2.6.1

In this appendix, we present the functions $\mathcal{W}$ and $\mathcal{Z}$, as defined by integrals in Section 2.6.1 for completeness. As these functions are rather lengthy, they were omitted from the main Chapter for the sake of concision. We begin by considering the function $\mathcal{W}$ as
defined in equation (2.37). We may write

$$
\begin{equation*}
\mathcal{W}=\mathcal{W}_{1}\left(x, y, \tau, \theta_{i}\right)-\mathcal{W}_{1}\left(x, 0, \tau, \theta_{i}\right), \tag{A.19}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{W}_{1}=-\frac{\log Q}{144 x^{2} \tau^{2} \tan ^{2} \theta_{i}} & +\frac{1}{144 x^{2} \tau^{2} \tan ^{3} \theta_{i}}\left(\arctan \left(\frac{1+6 x \tau \tan \theta_{i}(1-2 y)}{\tan \theta_{i}}\right)\right) \\
& -\frac{1}{144 x^{2} \tau^{2} Q \tan ^{2} \theta_{i}}\left(6 x \tau(1-2 y) \tan \theta_{i}+1+\tan ^{2} \theta_{i}\right), \tag{A.20}
\end{align*}
$$

and

$$
\begin{equation*}
Q=\left(1+6 x \tau \tan \theta_{i}(1-2 y)\right)^{2}+\tan ^{2} \theta_{i} . \tag{A.21}
\end{equation*}
$$

Similarly, we may express $\mathcal{Z}$ in closed form, we write

$$
\begin{equation*}
\mathcal{Z}=\mathcal{Z}_{1}\left(x, y, \tau, \theta_{i}\right)-\mathcal{Z}_{1}\left(x, 0, \tau, \theta_{i}\right), \tag{A.22}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{Z}_{1}=( & \left.\frac{3 \tan ^{2} \theta_{i}-6(1-2 y) x \tau \tan \theta_{i}-1}{1728 x^{3} \tau^{3} \tan ^{4} \theta_{i}}\right) \arctan \left(\frac{1+6 x \tau \tan \theta_{i}(1-2 y)}{\tan \theta_{i}}\right) \\
& +\left(\frac{4+12(1-2 y) x \tau \tan \theta_{i}}{3456 x^{3} \tau^{3} \tan ^{3} \theta_{i}}\right) \log Q+\frac{y}{72 x^{2} \tau^{2} \tan ^{2} \theta_{i}}-y \mathcal{W}_{1}\left(x, 0, \tau, \theta_{i}\right) . \tag{A.23}
\end{align*}
$$

## APPENDIX B

## APPENDIX FOR TI SHEET

## B. 1 Model equations in full

For the purposes of convenience, we give the dimensionless forms of (3.1), (3.2) and (3.3) in component form,

$$
\begin{equation*}
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}=0 \tag{B.1}
\end{equation*}
$$

for conservation of mass, with the momentum equation (3.2) yielding in the $x$-direction:

$$
\begin{align*}
-\varepsilon^{2} \frac{\partial p}{\partial x} & +\frac{\partial^{2} u}{\partial y^{2}}+\varepsilon^{2} \frac{\partial^{2} u}{\partial x^{2}}+\varepsilon^{2} \mu_{1} \frac{\partial}{\partial x}\left(\cos ^{2} \theta\right)+\varepsilon \mu_{1} \frac{\partial}{\partial y}(\cos \theta \sin \theta) \\
& +\mu_{2} \frac{\partial}{\partial x}\left[\varepsilon^{2} \cos ^{4} \theta \frac{\partial u}{\partial x}+\cos ^{3} \theta \sin \theta\left(\varepsilon \frac{\partial u}{\partial y}+\varepsilon^{3} \frac{\partial v}{\partial x}\right)+\varepsilon^{2} \cos ^{2} \theta \sin ^{2} \theta \frac{\partial v}{\partial y}\right] \\
& +2 \mu_{3} \frac{\partial}{\partial x}\left[2 \varepsilon^{2} \cos ^{2} \theta \frac{\partial u}{\partial x}+\cos \theta \sin \theta\left(\varepsilon \frac{\partial u}{\partial y}+\varepsilon^{3} \frac{\partial v}{\partial x}\right)\right] \\
& +\mu_{2} \frac{\partial}{\partial y}\left[\cos \theta \sin \theta\left(\varepsilon \cos ^{2} \theta \frac{\partial u}{\partial x}+\cos \theta \sin \theta\left(\frac{\partial u}{\partial y}+\varepsilon^{2} \frac{\partial v}{\partial x}\right)+\varepsilon \sin ^{2} \theta \frac{\partial v}{\partial y}\right)\right] \\
& +\mu_{3} \frac{\partial}{\partial y}\left[\frac{\partial u}{\partial y}+\varepsilon^{2} \frac{\partial v}{\partial x}\right]=0 \tag{B.2}
\end{align*}
$$

whilst in the $y$ direction we have:

$$
\begin{align*}
-\varepsilon \frac{\partial p}{\partial y} & +\varepsilon^{3} \frac{\partial^{2} v}{\partial x^{2}}+\varepsilon \frac{\partial^{2} v}{\partial y^{2}}+\varepsilon \mu_{1} \frac{\partial}{\partial y}\left(\sin ^{2} \theta\right)+\varepsilon^{2} \mu_{1} \frac{\partial}{\partial x}(\cos \theta \sin \theta) \\
& +\mu_{2} \frac{\partial}{\partial y}\left[\varepsilon \sin ^{2} \theta \cos ^{2} \theta \frac{\partial u}{\partial x}+\cos \theta \sin ^{3} \theta\left(\frac{\partial u}{\partial y}+\varepsilon^{2} \frac{\partial v}{\partial x}\right)+\varepsilon \sin ^{4} \theta \frac{\partial v}{\partial y}\right] \\
& +2 \mu_{3} \frac{\partial}{\partial y}\left[2 \varepsilon \sin ^{2} \theta \frac{\partial v}{\partial y}+\cos \theta \sin \theta\left(\frac{\partial u}{\partial y}+\varepsilon^{2} \frac{\partial v}{\partial x}\right)\right] \\
& +\mu_{2} \frac{\partial}{\partial x}\left[\varepsilon^{2} \sin \theta \cos ^{3} \theta \frac{\partial u}{\partial x}+\cos ^{2} \theta \sin ^{2} \theta\left(\varepsilon \frac{\partial u}{\partial y}+\varepsilon^{3} \frac{\partial v}{\partial x}\right)+\varepsilon^{2} \cos \theta \sin ^{3} \theta \frac{\partial v}{\partial y}\right] \\
& +\mu_{3} \frac{\partial}{\partial x}\left[\varepsilon \frac{\partial u}{\partial y}+\varepsilon^{3} \frac{\partial v}{\partial x}\right]=0 \tag{B.3}
\end{align*}
$$

with the fibre director field being given by

$$
\begin{equation*}
\varepsilon \frac{\partial \theta}{\partial t}+\varepsilon u \frac{\partial \theta}{\partial x}+\varepsilon v \frac{\partial \theta}{\partial y}=-\varepsilon \sin \theta \cos \theta \frac{\partial u}{\partial x}-\sin ^{2} \theta \frac{\partial u}{\partial y}+\varepsilon^{2} \cos ^{2} \theta \frac{\partial v}{\partial x}+\varepsilon \sin \theta \cos \theta \frac{\partial v}{\partial y} . \tag{B.4}
\end{equation*}
$$

## B. 2 Simplification of the equation for $\theta$

In the main text, we claimed that equation (3.27) permitted great simplification by noting that the equation corresponded only to advection in a purely horizontal direction the reference domain. To demonstrate this simplification, suppose $\tilde{\theta}\left(x^{\prime}, y^{\prime}, t\right)$ is a function defined over $D_{\text {ref }}$ that satisfies the advection equation

$$
\begin{equation*}
\frac{\partial \tilde{\theta}}{\partial t}+\tilde{u} \frac{\partial \tilde{\theta}}{\partial x^{\prime}}=\tilde{f} \tag{B.5}
\end{equation*}
$$

where $\tilde{u}\left(x^{\prime}, t\right)$ and $\tilde{f}\left(x^{\prime}, t\right)$ are a horizontal advection velocity and forcing term respectively. We can relate $\theta(x, y, t)=\tilde{\theta}\left(x\left(x^{\prime}, t\right), y\left(x^{\prime}, y^{\prime}, t\right), t\right)$, and using the mapping $\boldsymbol{\Phi}$, which gives

$$
\begin{array}{r}
\frac{\partial \tilde{\theta}}{\partial t}=\frac{\partial \theta}{\partial t}+\frac{\dot{L} x}{L} \frac{\partial \theta}{\partial x}+\left(\frac{\partial H}{\partial t}+\left(\frac{y-H}{h}\right) \frac{\partial h}{\partial t}+\frac{\dot{L} x}{L}\left(\frac{\partial H}{\partial x}+\left(\frac{y-H}{h}\right) \frac{\partial h}{\partial x}\right)\right) \frac{\partial \theta}{\partial y} \\
\frac{\partial \tilde{\theta}}{\partial x^{\prime}}=L \frac{\partial \theta}{\partial x}+L\left(\frac{\partial H}{\partial x}+\left(\frac{y-H}{h}\right) \frac{\partial h}{\partial x}\right) \frac{\partial \theta}{\partial y} \tag{B.7}
\end{array}
$$

Substituting (B.6)-(B.7) into (B.5), then yields

$$
\begin{array}{r}
\frac{\partial \theta}{\partial t}+\frac{\partial \theta}{\partial x}\left(L \tilde{u}+\frac{\dot{L} x}{L}\right)+\frac{\partial \theta}{\partial y}\left(\frac{\partial H}{\partial t}+\left(\frac{y-H}{h}\right) \frac{\partial h}{\partial t}+\left(\frac{\partial H}{\partial x}+\left(\frac{y-H}{h}\right) \frac{\partial h}{\partial x}\right)\left(L \tilde{u}+\frac{\dot{L} x}{L}\right)\right) \\
=\tilde{f}, \tag{B.8}
\end{array}
$$

we now choose $u(x, t)=L \tilde{u}+\frac{\dot{L} x}{L}$, in order to recover the correct coefficient of $\frac{\partial \theta}{\partial x}$. Examining the coefficient of the $\frac{\partial \theta}{\partial y}$ term we note that

$$
\begin{array}{r}
\frac{\partial H}{\partial t}+\left(\frac{y-H}{h}\right) \frac{\partial h}{\partial t}+u\left(\frac{\partial H}{\partial x}+\left(\frac{y-H}{h}\right) \frac{\partial h}{\partial x}\right) \\
=\frac{\partial H}{\partial t}+u \frac{\partial H}{\partial x}+\left(\frac{y-H}{h}\right)\left(-h \frac{\partial u}{\partial x}\right) \\
=\frac{\partial H}{\partial t}+\frac{\partial}{\partial x}(u H)-y \frac{\partial u}{\partial x}=v \tag{B.11}
\end{array}
$$

where we have used the equation for conservation of mass, (3.8), to obtain (B.10). Here, we have demonstrated that the coefficient of $\theta_{y}$ is precisely $v$ when mapping back from $D_{\text {ref }}$ to the original domain. Therefore, we have shown that the advection of $\theta$ is purely horizontal upon the reference domain, with velocity $\tilde{u}\left(x^{\prime}, t\right)=\frac{u-\dot{L} x^{\prime}}{L}=\frac{u-u_{\text {mesh }}}{L}$.

## B. 3 Discretisation of the Green and Friedman integral equations

In what follows, the treatment of the integral equations is in the Eulerian framework. With the equation for $u$, the following approach yields precisely the same approximation in either system of variables. The integral equation for $H$ is more convenient to treat in the Eulerian frame. Additionally, we drop the superscript notation for leading-order quantities.

The integral equations (3.30),(3.31) require further treatment before being discretised and solved. Introduce

$$
\begin{equation*}
F(x, y, t)=\frac{\mu_{1} \cos 2 \theta+\left(4+4 \mu_{3}+\mu_{2}\right) u_{x}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} \tag{B.12}
\end{equation*}
$$

it will be convenient now to break this up into $F=F_{1}+u_{x} F_{2}$, where

$$
\begin{equation*}
F_{1}=\frac{\mu_{1} \cos 2 \theta}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta}, \quad F_{2}=\frac{4+4 \mu_{3}+\mu_{2}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta}, \tag{B.13}
\end{equation*}
$$

in much the same way, we also introduce notation for the integrals of $F$, by defining $G=G_{1}+u_{x} G_{2}$, where

$$
\begin{equation*}
G_{m}(x, y, t)=\int_{H^{-}}^{y} F_{m}(x, s, t) \mathrm{d} s \tag{B.14}
\end{equation*}
$$

for $m=1,2$. Equation (3.30) can now be written as

$$
\begin{equation*}
0=\frac{\partial}{\partial x}\left(G_{1}\left(x, H^{+}, t\right)+u_{x}(x, t) G_{2}\left(x, H^{+}, t\right)\right) \tag{B.15}
\end{equation*}
$$

using the trapezoidal rule,

$$
\begin{equation*}
G_{m}\left(x, H^{+}, t\right)=\frac{h(x, t)}{N-1}\left(\frac{F_{m}\left(x, y_{0}, t\right)+F_{m}\left(x, y_{N-1}, t\right)}{2}+\sum_{i=1}^{N-2} F_{m}\left(x, y_{i}, t\right)\right) \tag{B.16}
\end{equation*}
$$

where $N$ is the number of nodes in the $y$-direction. We note that upon substituting the trapezoidal rule into (B.15), the result does not depend on $H$. That is, its presence in the integration limits is redundant and effectively just describes a vertical translation. Therefore, $H$ is decoupled from the rest of the system and we can easily solve the integral for $u$ in either the Eulerian or ALE frame and then calculate $H$ at a desired time. Choosing to approach the equation for $u$ in the ALE framework, by applying the same approach to equation (3.30) yields precisely the same discretisation as the Eulerian. For completeness, we include the discretisation for equation (B.15). First, introduce the notation

$$
\begin{equation*}
\left[G_{m}\right]_{i, N-1}^{k}=G_{m}\left(x_{i}, H_{i}^{k}+h_{i}^{k} / 2, t_{k}\right), \tag{B.17}
\end{equation*}
$$

now (B.15) gives us, through normal finite differences,

$$
\begin{align*}
\frac{\left[G_{1}\right]_{i-1, N-1}^{k}-\left[G_{1}\right]_{i+1, N-1}^{k}}{2 L /(M-1)}=\frac{\left[G_{2}\right]_{i+1, N-1}^{k}-\left[G_{2}\right]_{i-1, N-1}^{k}}{2 L /(M-1)} & \frac{u_{i+1}^{k}-u_{i}^{k}}{2 L /(M-1)} \\
& +\frac{u_{i}^{k}-2 u_{i}^{k}+u_{i-1}^{k}}{(L /(M-1))^{2}}\left[G_{2}\right]_{i, N-1}^{k} \tag{B.18}
\end{align*}
$$

where $N, M$ are the number of nodes in the vertical and horizontal directions respectively so that $i=0: M-1, j=0: N-1$. Noting that $u_{0}^{k}=0, u_{M-1}^{k}=\dot{L}\left(t_{k}\right)$, and that $G_{m}$ is readily precomputed at each time-step $k$, yields a tri-diagonal system for $u^{k}$. If we now consider the equation for $H$, (3.28), this is the only equation in the model that is indeed easier to treat in the Eulerian framework than the ALE. Using the Leibniz rule one may write equation (3.15) as

$$
\begin{equation*}
0=-\left(H_{x x}+\frac{h_{x x}}{2}\right) G\left(x, H^{+}, t\right)+\frac{\partial^{2}}{\partial x^{2}} \int_{H^{-}}^{H^{+}} G(x, y, t) \mathrm{d} y \tag{B.19}
\end{equation*}
$$

in order to proceed, one must apply the trapezoidal rule twice to each $G_{m}$. Applying it once yields

$$
\begin{equation*}
\int_{H^{-}}^{H^{+}} G_{m}(x, y, t) \mathrm{d} y=\frac{h(x, t)}{N-1}\left(\frac{G_{m}\left(x, y_{0}, t\right)+G_{m}\left(x, y_{N-1}, t\right)}{2}+\sum_{j=1}^{N-2} G_{m}\left(x, y_{j}, t\right)\right) \tag{B.20}
\end{equation*}
$$

then, for each $j>0$,

$$
\begin{equation*}
G_{m}\left(x, y_{j}, t\right)=\frac{h(x, t)}{N-1}\left(\frac{F_{m}\left(x, y_{0}, t\right)+F_{m}\left(x, y_{j}, t\right)}{2}+\sum_{i=1}^{j-1} F_{m}\left(x, y_{i}, t\right)\right) \tag{B.21}
\end{equation*}
$$

for the case $j=0, G_{m}\left(x, y_{0}, t\right)=0$. Substitution of (B.21) into (B.20) yields

$$
\left.\begin{array}{rl}
\int_{H^{-}}^{H^{+}} G_{m}(x, y, t) \mathrm{d} y=\left(\frac{h}{N-1}\right)^{2}\left(\frac{2 N-3}{4} F_{m}( \right. & \left.x, y_{0}, t\right)
\end{array}\right) \frac{1}{4} F_{m}\left(x, y_{N-1}, t\right) .
$$

Finally, we require the introduction of the notation

$$
\begin{equation*}
\left[I G_{m}\right]_{i}^{k}=\int_{H^{-}}^{H^{+}} G_{m}\left(x_{i}, y, t_{k}\right) \mathrm{d} y \tag{B.23}
\end{equation*}
$$

for $m=1,2$. Clearly, we use (B.22) to precompute $\left[I G_{m}\right]$ at the required nodes as necessary. The discretisation of equation (B.19) is then

$$
\begin{align*}
& \frac{H_{i-1}^{k}-2 H_{i}^{k}+H_{i+1}^{k}}{\left(L\left(t_{k}\right) /(M-1)\right)^{2}}\left(\left[G_{1}\right]_{i}^{k}+\frac{u_{i+1}^{k}-u_{i-1}^{k}}{2 L\left(t_{k}\right) /(M-1)}\left[G_{2}\right]_{i}^{k}\right) \\
=- & -\frac{h_{i-1}^{k}-2 h_{i}^{k}+h_{i+1}^{k}}{2\left(L\left(t_{k}\right) /(M-1)\right)^{2}}\left(\left[G_{1}\right]_{i}^{k}+\frac{u_{i+1}^{k}-u_{i-1}^{k}}{2 L\left(t_{k}\right) /(M-1)}\left[G_{2}\right]_{i}^{k}\right)+\frac{\left[I G_{1}\right]_{i-1}^{k}-2\left[I G_{1}\right]_{i}^{k}+\left[I G_{1}\right]_{i+1}^{k}}{\left(L\left(t_{k}\right) /(M-1)\right)^{2}} \\
& +\frac{u_{i+2}^{k}-2 u_{i+1}^{k}+2 u_{i-1}^{k}-u_{i-2}^{k}}{2\left(L\left(t_{k}\right) /(M-1)\right)^{3}}\left[I G_{2}\right]_{i}^{k+1}+\frac{u_{i+1}^{k}-2 u_{i}^{k}+u_{i-1}^{k}}{\left(L\left(t_{k}\right) /(M-1)\right)^{2}} \frac{\left[I G_{2}\right]_{i+1}^{k}-\left[I G_{2}\right]_{i-1}^{k}}{2 L\left(t_{k}\right) /(M-1)} \\
& \quad+\frac{\left[I G_{2}\right]_{i+1}^{k}-2\left[I G_{2}\right]_{i}^{k}+\left[I G_{2}\right]_{i-1}^{k}}{\left(L\left(t_{k}\right) /(M-1)\right)^{2}} \frac{u_{i+1}^{k}-u_{i-1}^{k}}{2 L\left(t_{k}\right) /(M-1)} . \tag{B.24}
\end{align*}
$$

Equation (B.24) contains wholly precomputable quantities on the RHS. Therefore, similar to the equation for $u$, this creates a tri-diagonal system to be solved for $H$. For the specific cases of $i=0, M-1$, we have the boundary condition that $H_{0}^{k}=H_{M-1}^{k}=0$. For the cases of $i=1, M-2$, the discretisation must be modified slightly because the stencil for the $u_{x x x}$ is too wide. This can be done in a number of ways and is omitted.

## APPENDIX C

## APPENDIX FOR SHORT TIME TI SHEET

## C. 1 Derivation of the second integro-differential equation in the short timescale model

The process of deriving the second integro-differential equation is similar to obtaining (4.33), but the equations are at $\mathcal{O}\left(\varepsilon^{4}\right)$ and require numerous earlier results to reduce the equations. We begin with the continuity equations at $\mathcal{O}\left(\varepsilon^{3}\right)$ and $\mathcal{O}\left(\varepsilon^{4}\right)$, which are

$$
\begin{align*}
& \frac{\partial u^{(1)}}{\partial x}+\frac{\partial V^{(3)}}{\partial y}=0  \tag{C.1}\\
& \frac{\partial u^{(2)}}{\partial x}+\frac{\partial V^{(4)}}{\partial y}=0 \tag{C.2}
\end{align*}
$$

We will also require the $\mathcal{O}\left(\varepsilon^{3}\right) x$-momentum equation (4.27), into which we substitute (4.23) to eliminate $p^{(0)}$ and (4.19) to eliminate $V^{(2)}$ :

$$
\begin{align*}
& \frac{\partial}{\partial y}\left[\left(\frac{\partial V^{(2)}}{\partial x}+\frac{\partial u^{(2)}}{\partial y}\right)\left(1+\mu_{2} \cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)}+\mu_{3}\right)+\mu_{1} \theta^{(1)} \cos 2 \theta^{(0)}\right. \\
& \quad+\mu_{2}\left(\theta^{(1)} \cos 4 \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}+\frac{1}{4} \sin 4 \theta^{(0)} \frac{\partial u^{(1)}}{\partial x}+\frac{1}{2} \theta^{(1)} \sin 4 \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)\right] \\
& =-\frac{\partial}{\partial x}\left[4 \frac{\partial u^{(0)}}{\partial x}+\mu_{1} \cos 2 \theta^{(0)}+\mu_{2} \cos ^{2} 2 \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}\right. \\
& \left.\quad+\frac{\mu_{2}}{4} \sin 4 \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)+4 \mu_{3} \frac{\partial u^{(0)}}{\partial x}\right] \tag{C.3}
\end{align*}
$$

Then, the $y$-momentum equation at this order is,

$$
\begin{equation*}
\frac{\partial \mathcal{A}}{\partial y}+\frac{\partial \mathcal{B}}{\partial x}-\frac{\partial^{2} V^{(4)}}{\partial y^{2}}-\frac{\partial^{2} u^{(2)}}{\partial x \partial y}=0 \tag{C.4}
\end{equation*}
$$

with the associated boundary condition,

$$
\begin{equation*}
\mathcal{A}=\left(\frac{\partial H^{(0)}}{\partial x} \pm \frac{1}{2} \frac{\partial h^{(0)}}{\partial x}\right) \mathcal{B} ; \text { on } y=H^{(0)^{ \pm}}, l \tag{C.5}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathcal{A}=-p^{(2)}+2 \frac{\partial V^{(4)}}{\partial y}+\mu_{1}\left(\theta^{(1)^{2}} \cos 2 \theta^{(0)}+\theta^{(2)} \sin 2 \theta^{(0)}\right)+\mu_{2}\left(\sin ^{2} \theta^{(0)} \cos ^{2} \theta^{(0)} \frac{\partial u^{(2)}}{\partial x}\right. \\
+\frac{\theta^{(1)}}{2} \sin 4 \theta^{(0)} \frac{\partial u^{(1)}}{\partial x}+\left(\theta^{(1)^{2}} \cos 4 \theta^{(0)}+\frac{\theta^{(1)}}{2} \sin 4 \theta^{(0)}\right) \frac{\partial u^{(0)}}{\partial x}+\cos \theta^{(0)} \sin ^{3} \theta^{(0)}\left(\frac{\partial u^{(3)}}{\partial y}+\frac{\partial V^{(3)}}{\partial x}\right) \\
+\theta^{(1)}\left(3 \sin ^{2} \theta^{(0)} \cos ^{2} \theta^{(0)}-\sin ^{4} \theta^{(0)}\right)\left(\frac{\partial u^{(2)}}{\partial y}+\frac{\partial V^{(2)}}{\partial x}\right) \\
+\left(\theta^{(2)}\left(3 \sin ^{2} \theta^{(0)} \cos ^{2} \theta^{(0)}-\sin ^{4} \theta^{(0)}\right)\right. \\
+\theta^{\left.(1)^{2}\left(3 \sin \theta^{(0)} \cos ^{3} \theta^{(0)}-5 \sin ^{3} \theta^{(0)} \cos \theta^{(0)}\right)\right)\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)} \\
+\sin ^{4} \theta^{(0)} \frac{\partial V^{(4)}}{\partial y}+4 \theta^{(1)} \cos \theta^{(0)} \sin ^{3} \theta^{(0)} \frac{\partial V^{(3)}}{\partial y} \\
\left.+\left(4 \theta^{(2)} \cos \theta^{(0)} \sin ^{3} \theta^{(0)}+2 \theta^{(1)^{2}}\left(3 \sin ^{2} \theta^{(0)} \cos ^{2} \theta^{(0)}-\sin ^{4} \theta^{(0)}\right)\right) \frac{\partial V^{(2)}}{\partial y}\right) \\
+2 \mu_{3}\left(2 \sin ^{2} \theta^{(0)} \frac{\partial V^{(4)}}{\partial y}+\left(4 \theta^{(2)} \sin \theta^{(0)} \cos \theta^{(0)}+2 \theta^{(1)^{2}} \cos 2 \theta^{(0)}\right) \frac{\partial V^{(2)}}{\partial y}\right. \\
+4 \theta^{(1)} \cos \theta^{(0)} \sin ^{(0)} \frac{\partial V^{(3)}}{\partial y} \\
+\cos \theta^{(0)} \sin \theta^{(0)}\left(\frac{\partial u^{(3)}}{\partial y}+\frac{\partial V^{(3)}}{\partial x}\right)+\theta^{(1)} \cos 2 \theta^{(0)}\left(\frac{\partial u^{(2)}}{\partial y}+\frac{\partial V^{(2)}}{\partial x}\right) \\
\left.+\left(\theta^{(2)} \cos 2 \theta^{(0)}-\theta^{(1)^{2}} \sin 2 \theta^{(0)}\right)\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)\right), \quad \text { C.6) } \tag{C.6}
\end{gather*}
$$

$$
\begin{gather*}
\mathcal{B}=\frac{\partial V^{(2)}}{\partial x}+\frac{\partial u^{(2)}}{\partial y}+\mu_{1} \theta^{(1)} \cos 2 \theta^{(0)}+\mu_{2}\left(\theta^{(1)}\left(\cos ^{4} \theta^{(0)}-3 \sin ^{2} \theta^{(0)} \cos ^{2} \theta^{(0)}\right) \frac{\partial u^{(0)}}{\partial x}\right. \\
+\sin \theta^{(0)} \cos ^{3} \theta^{(0)} \frac{\partial u^{(1)}}{\partial x}+\cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)}\left(\frac{\partial u^{(2)}}{\partial y}+\frac{\partial V^{(2)}}{\partial x}\right) \\
+\frac{\theta^{(1)}}{2} \sin 4 \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right) \\
\left.+\cos \theta^{(0)} \sin ^{3} \theta^{(0)} \frac{\partial V^{(3)}}{\partial y}+\theta^{(1)}\left(3 \sin ^{2} \theta^{(0)} \cos ^{2} \theta^{(0)}-\sin ^{4} \theta^{(0)}\right) \frac{\partial V^{(2)}}{\partial y}\right)+\mu_{3}\left(\frac{\partial u^{(2)}}{\partial y}+\frac{\partial V^{(2)}}{\partial x}\right) \tag{C.7}
\end{gather*}
$$

Integrating (C.4) over the depth of the sheet yields

$$
\begin{equation*}
\left.\mathcal{A}\right|_{y=H^{(0)}}-\left.\mathcal{A}\right|_{y=H^{(0)-}}+\int_{H^{-}}^{H^{+}} \frac{\partial \mathcal{B}}{\partial x} \mathrm{~d} y=0 \tag{C.8}
\end{equation*}
$$

Use of the Liebniz rule, the boundary condition (C.5), the continuity equation at $\mathcal{O}\left(\varepsilon^{3}\right)$, (C.1) and rearranging gives

$$
\begin{align*}
& \frac{\partial}{\partial x} \int_{H^{(0)}}^{H^{(0)+}}\left[\left(\frac{\partial V^{(2)}}{\partial x}+\frac{\partial u^{(2)}}{\partial y}\right)\left(1+\mu_{2} \cos ^{2} \theta^{(0)} \sin ^{2} \theta^{(0)}+\mu_{3}\right)+\mu_{1} \theta^{(1)} \cos 2 \theta^{(0)}\right. \\
& \left.+\mu_{2}\left(\theta^{(1)} \cos 4 \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}+\frac{1}{4} \sin 4 \theta^{(0)} \frac{\partial u^{(1)}}{\partial x}+\frac{\theta^{(1)}}{2} \sin 4 \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)\right)\right] \mathrm{d} y=0 . \tag{C.9}
\end{align*}
$$

In order to eliminate $V^{(2)}, u^{(2)}, \theta^{(1)}$, we integrate (C.3), and substitute directly into (C.9),

$$
\begin{align*}
& \frac{\partial}{\partial x} \int_{H^{(0)^{-}}}^{H^{(0)+}}\left(\int_{H^{(0)-}}^{y} \frac{\partial}{\partial x}\right. {\left[4 \frac{\partial u^{(0)}}{\partial x}+\mu_{1} \cos 2 \theta^{(0)}+\mu_{2} \cos ^{2} 2 \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}\right.} \\
&\left.+\frac{\mu_{2}}{4} \sin 4 \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)+4 \mu_{3} \frac{\partial u^{(0)}}{\partial x}\right] \mathrm{d} y \\
&-\left(\frac{\partial H^{(0)}}{\partial x}-\frac{1}{2} \frac{\partial h^{(0)}}{\partial x}\right)\left[4 \frac{\partial u^{(0)}}{\partial x}+\mu_{1} \cos 2 \theta^{(0)}+\mu_{2} \cos ^{2} 2 \theta^{(0)} \frac{\partial u^{(0)}}{\partial x}\right. \\
&\left.\left.+\frac{\mu_{2}}{4} \sin 4 \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)+4 \mu_{3} \frac{\partial u^{(0)}}{\partial x}\right]_{y=H^{(0)-}}\right) \mathrm{d} y=0 . \tag{C.10}
\end{align*}
$$

Evaluating this in the Newtonian case gives the equation of the centre-line from [49]. The second term arises because we have arbitrarily chosen the lower limit of the inner integral and so we need to add that value back on. A final application of the Leibniz rule finally yields

$$
\begin{align*}
\frac{\partial}{\partial x} \int_{H^{(0)^{-}}}^{H^{(0)^{+}}} \frac{\partial}{\partial x} \int_{H^{(0)^{-}}}^{y} 4 \frac{\partial u^{(0)}}{\partial x}+ & \mu_{1} \cos 2 \theta^{(0)}+\mu_{2} \cos ^{2} 2 \theta^{(0)} \frac{\partial u^{(0)}}{\partial x} \\
& +\frac{\mu_{2}}{4} \sin 4 \theta^{(0)}\left(\frac{\partial u^{(1)}}{\partial y}+\frac{\partial V^{(1)}}{\partial x}\right)+4 \mu_{3} \frac{\partial u^{(0)}}{\partial x} \mathrm{~d} y^{\prime} \mathrm{d} y=0 \tag{C.11}
\end{align*}
$$

which is precisely equation (4.36).

## C. 2 Discretisation of the short timescale model

In this section, we give the discretisation of the full system of the short timescale equations, namely (4.14),(4.35),(4.37). As before, we drop the superscript notation for leading-order quantities. We discretise with

$$
\begin{equation*}
\theta\left(x_{i}, y_{j}, \tau_{k}\right)=\theta_{i, j}^{k} \text {, etc } \tag{C.12}
\end{equation*}
$$

and for functions that contain subscripts:

$$
\begin{equation*}
Z_{1}\left(x_{i}, y_{j}, \tau_{k}\right)=\left[Z_{1}\right]_{i, j}^{k}, \text { etc } \tag{C.13}
\end{equation*}
$$

where $i=1: M-1, j=1: N-1$, where $M, N$ are the number of nodes in the $x, y$-directions.

## C.2.1 Theta Equation

We readily write the discretisation for equation (4.14):

$$
\begin{align*}
& \frac{\theta_{i, j}^{k+1}-\theta_{i, j}^{k}}{\Delta \tau}+\frac{H_{i}^{k+1}-H_{i}^{k}}{\Delta \tau} \frac{\theta_{i, j+1}^{k}-\theta_{i, j}^{k}}{\Delta y}=0, \text { for } \frac{\partial H}{\partial \tau}<0,  \tag{C.14}\\
& \frac{\theta_{i, j}^{k+1}-\theta_{i, j}^{k}}{\Delta \tau}+\frac{H_{i}^{k+1}-H_{i}^{k}}{\Delta \tau} \frac{\theta_{i, j}^{k}-\theta_{i, j-1}^{k}}{\Delta y}=0, \text { for } \frac{\partial H}{\partial \tau}>0, \tag{C.15}
\end{align*}
$$

we can combine (C.14), (C.15) by defining

$$
a_{i}^{+}=\max \left(H_{i}^{k+1}-H_{i}^{k}, 0\right), \quad a_{i}^{-}=\min \left(H_{i}^{k+1}-H_{i}^{k}, 0\right),
$$

we may now write

$$
\begin{equation*}
\theta_{i, j}^{k+1}=\theta_{i, j}^{k}-\frac{1}{\Delta y}\left(a_{i}^{+}\left(\theta_{i, j}^{k}-\theta_{i, j-1}^{k}\right)+a_{i}^{-}\left(\theta_{i, j+1}^{k}-\theta_{i, j}^{k}\right)\right) . \tag{C.16}
\end{equation*}
$$

## C.2.2 Equation for $\bar{u}$ and $H$

Equation (4.41) supplies the following equation for $\bar{u}$ :

$$
\begin{align*}
& \frac{\partial}{\partial x} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{\mu_{1} \cos 2 \theta+\left(4+4 \mu_{3}+\mu_{2}\right) \frac{\partial \bar{u}}{\partial x}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} h \mathrm{~d} \tilde{y}+\frac{\partial}{\partial x}\left(\frac{\partial H}{\partial x} \frac{\partial^{2} H}{\partial x \partial \tau} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{\left(4+4 \mu_{3}+\mu_{2}\right)}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} h \mathrm{~d} \tilde{y}\right. \\
&\left.-\frac{\partial^{3} H}{\partial x^{2} \partial \tau} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{\left(4+4 \mu_{3}+\mu_{2}\right) \tilde{y}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} h^{2} \mathrm{~d} \tilde{y}\right)=0 . \quad \text { (C. } 1 \tag{C.17}
\end{align*}
$$

Similarly to the discretisation of the Green and Friedman model equations, we define

$$
\begin{align*}
Z_{1}(x, y, \tau) & =\int_{-\frac{1}{2}}^{y} \frac{\mu_{1} \cos 2 \theta}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} h \mathrm{~d} \tilde{y}  \tag{C.18}\\
Z_{2}(x, y, \tau) & =\int_{-\frac{1}{2}}^{y} \frac{4+4 \mu_{3}+\mu_{2}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} h \mathrm{~d} \tilde{y}  \tag{C.19}\\
J(x, t) & =\int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{\left(4+4 \mu_{3}+\mu_{2}\right) h^{2} y^{\prime}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} \mathrm{~d} \tilde{y} \tag{C.20}
\end{align*}
$$

we note that the definitions of $Z_{1}, Z_{2}$ here are similar to $G_{1}, G_{2}$ in appendix B.3, but are not precisely the same. It is possible to obtain $G_{1}, G_{2}$ from $Z_{1}, Z_{2}$ by undoing both the transformation $y=H+h \tilde{y}$ and the short-timescale. Since the ALE transformation in chapter 3 acts only as a linear transformation on the integral equations, one may treat $Z_{1}, Z_{2}$ as the integrals in ALE form on the short-timescale. We did not use the ALE machinery on the short timescale model as the boundaries are fixed, as the sheet does not extend or thin on this timescale, and the equation for $\theta^{(0)}$ is relatively straightforward. We may now rewrite equation (C.17) as

$$
\begin{align*}
Z_{2}\left(x, \frac{1}{2}, \tau\right) \frac{\partial^{2} \bar{u}}{\partial x^{2}}+ & \frac{\partial Z_{2}\left(x, \frac{1}{2}, \tau\right)}{\partial x} \frac{\partial \bar{u}}{\partial x}+\frac{\partial^{2} H}{\partial x \partial \tau}\left(\frac{\partial Z_{2}\left(x, \frac{1}{2}, \tau\right)}{\partial x} \frac{\partial H}{\partial x}+Z_{2}\left(x, \frac{1}{2}, \tau\right) \frac{\partial^{2} H}{\partial x^{2}}\right) \\
& +\frac{\partial^{3} H}{\partial x^{2} \partial \tau}\left(Z_{2}\left(x, \frac{1}{2}, \tau\right) \frac{\partial H}{\partial x}-\frac{\partial J}{\partial x}\right)-J \frac{\partial^{4} H}{\partial x^{3} \partial \tau}=-\frac{\partial Z_{1}\left(x, \frac{1}{2}, \tau\right)}{\partial x} . \tag{C.21}
\end{align*}
$$

We choose to use a FTCS finite difference method, hence the discretisation of (C.21) is

$$
\begin{align*}
& {\left[Z_{2}\right]_{i, N-1}^{k} \frac{\bar{u}_{i+1}^{k}-2 \bar{u}_{i}^{k}+\bar{u}_{i-1}^{k}}{\Delta x^{2}}+\frac{\left[Z_{2}\right]_{i+1, N-1}^{k}-\left[Z_{2}\right]_{i-1, N-1}^{k}}{2 \Delta x} \frac{\bar{u}_{i+1}^{k}-\bar{u}_{i-1}^{k}}{2 \Delta x}+} \\
& \left.\quad \begin{array}{r}
\left(H_{i+1}^{k+1}-H_{i-1}^{k+1}\right)-\left(H_{i+1}^{k}-H_{i-1}^{k}\right) \\
2 \Delta \tau \Delta x \\
+\left[Z_{2}\right]_{i, N-1}^{k} \frac{\left[Z_{2}\right]_{i+1, N-1}^{k}-\left[Z_{2}\right]_{i-1, N-1}^{k}}{2 \Delta x} \frac{H_{i+1}^{k}-H_{i-1}^{k}}{2 \Delta x} \\
\Delta x_{i}^{k}+H_{i-1}^{k}
\end{array}\right) \\
& +\frac{\left(H_{i+1}^{k+1}-2 H_{i}^{k+1}+H_{i-1}^{k+1}\right)-\left(H_{i+1}^{k}-2 H_{i}^{k}+H_{i-1}^{k}\right)}{\Delta \tau \Delta x^{2}}\left(\left[Z_{2}\right]_{i, N-1}^{k} \frac{H_{i+1}^{k}-H_{i-1}^{k}}{2 \Delta x}\right. \\
& \left.-\frac{J_{i+1}^{k}-J_{i-1}^{k}}{2 \Delta x}\right)-J_{i}^{k} \frac{\left(H_{i+2}^{k+1}-2 H_{i+1}^{k+1}+2 H_{i-1}^{k+1}-H_{i-2}^{k+1}\right)-\left(H_{i+2}^{k}-2 H_{i+1}^{k}+2 H_{i-1}^{k}-H_{i-2}^{k}\right)}{2 \Delta \tau \Delta x^{3}} \\
& =-\frac{\left[Z_{1}\right]_{i+1, N-1}^{k}-\left[Z_{1}\right]_{i-1, N-1}^{k}}{2 \Delta x}, \quad(\mathrm{C} .22)
\end{align*}
$$

This discretisation can be written in a matrix form

$$
\begin{equation*}
\Delta \tau \Delta x^{2} \mathbf{b}+\mathbf{M}_{\mathbf{H}} \mathbf{H}^{k}=\mathbf{M}_{\mathbf{H}} \mathbf{H}^{k+1}+\Delta \tau \Delta x \mathbf{M}_{\overline{\mathbf{U}}} \overline{\mathbf{u}}^{k} \tag{C.23}
\end{equation*}
$$

where $\boldsymbol{H}^{k}=\left(H_{1}^{k}, H_{2}^{k}, \ldots, H_{N+1}^{k}\right)^{T}, \overline{\boldsymbol{u}}^{k}=\left(\bar{u}_{1}^{k}, \bar{u}_{2}^{k}, \ldots, \bar{u}_{N+1}^{k}\right)^{T}$, and $\boldsymbol{M}_{\boldsymbol{H}}, \boldsymbol{M}_{\bar{U}}$ are matrices whose entries are the coefficients of the $H^{k+1}$ and $\bar{u}^{k}$ terms respectively, and are dependent upon the choice of discretisation of the $x$-derivatives of $H, \bar{u}$. We note that the left hand side of (C.23) is known and precomputable at each time step. Due to the $\frac{\partial H^{4}}{\partial x^{3} \partial \tau}$ term, the stencil must be adjusted at the ends of the domain, by using biased finite differences. Next, the equation for $H$ is where we have used the the substitution $y=H+h \tilde{y}$ to simplify
the limits of the integrals. Similarly, (4.37) gives

$$
\begin{align*}
& \frac{\partial^{2}}{\partial x^{2}}\left(\int_{-\frac{1}{2}}^{\frac{1}{2}} \int_{-\frac{1}{2}}^{\tilde{y}} \frac{\mu_{1} \cos 2 \theta+\left(4+4 \mu_{3}+\mu_{2}\right) \frac{\partial \bar{u}}{\partial x}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} h^{2} \mathrm{~d} \tilde{y}^{\prime} \mathrm{d} \tilde{y}\right. \\
& +\frac{\partial H}{\partial x} \frac{\partial^{2} H}{\partial x \partial \tau} \int_{-\frac{1}{2}}^{\frac{1}{2}} \int_{-\frac{1}{2}}^{\tilde{y}} \frac{4+4 \mu_{3}+\mu_{2}}{4+\mu_{3}+\mu_{2} \sin ^{2} 2 \theta} h^{2} \mathrm{~d} \tilde{y}^{\prime} \mathrm{d} \tilde{y} \\
& \left.-\frac{\partial^{3} H}{\partial x^{2} \partial \tau} \int_{-\frac{1}{2}}^{\frac{1}{2}} \int_{-\frac{1}{2}}^{\tilde{y}} \frac{\left(4+4 \mu_{3}+\mu_{2}\right) \tilde{y}^{\prime}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} h^{3} \mathrm{~d} \tilde{y}^{\prime} \mathrm{d} \tilde{y}\right) \\
& =\left(\frac{\partial^{2} H}{\partial x^{2}}+\frac{1}{2} \frac{\partial^{2} h}{\partial x^{2}}\right)\left(\int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{\mu_{1} \cos 2 \theta+\left(4+4 \mu_{3}+\mu_{2}\right) \frac{\partial \bar{u}}{\partial x}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} h \mathrm{~d} \tilde{y}\right. \\
& +\frac{\partial H}{\partial x} \frac{\partial^{2} H}{\partial x \partial \tau} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{4+4 \mu_{3}+\mu_{2}}{4+4 \mu_{2}+\mu_{2} \sin ^{2} 2 \theta} h \mathrm{~d} \tilde{y} \\
& \left.-\frac{\partial^{3} H}{\partial x^{2} \partial \tau} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{\left(4+4 \mu_{3}+\mu_{2}\right) \tilde{y}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} h^{2} \mathrm{~d} \tilde{y}\right) . \tag{C.24}
\end{align*}
$$

Similarly to the approach to the equation for $\bar{u}$, and appendix B.3, we define some more functions for notational convenience:

$$
\begin{align*}
I Z_{1}(x, \tau) & =\int_{-\frac{1}{2}}^{\frac{1}{2}} \int_{-\frac{1}{2}}^{\tilde{y}} \frac{\mu_{1} \cos 2 \theta}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} h^{2} \mathrm{~d} \tilde{y}^{\prime} \mathrm{d} \tilde{y}  \tag{C.25}\\
I Z_{2}(x, \tau) & =\int_{-\frac{1}{2}}^{\frac{1}{2}} \int_{-\frac{1}{2}}^{\tilde{y}} \frac{4+4 \mu_{3}+\mu_{2}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} h^{2} \mathrm{~d} \tilde{y}^{\prime} \mathrm{d} \tilde{y}  \tag{C.26}\\
K(x, \tau) & =\int_{-\frac{1}{2}-\frac{1}{2}}^{\frac{1}{2}} \int_{\tilde{y}}^{\tilde{1}} \frac{\left(4+4 \mu_{3}+\mu_{2}\right) h^{3} \tilde{y}^{\prime}}{4+4 \mu_{3}+\mu_{2} \sin ^{2} 2 \theta} \mathrm{~d} \tilde{y}^{\prime} \mathrm{d} \tilde{y} \tag{C.27}
\end{align*}
$$

With the introduced functions, we may express (C.24) as

$$
\begin{align*}
& I Z_{2} \frac{\partial^{3} \bar{u}}{\partial x^{3}}+ 2 \frac{\partial I Z_{2}}{\partial x} \frac{\partial^{2} \bar{u}}{\partial x^{2}}+ \\
&+\frac{\partial \bar{u}}{\partial x}\left(\frac{\partial^{2} I Z_{2}}{\partial x^{2}}-Z_{2}\left(\frac{\partial^{2} H}{\partial x^{2}}+\frac{1}{2} \frac{\partial^{2} h}{\partial x^{2}}\right)\right) \\
&-K \frac{\partial^{5} H}{\partial x^{4} \partial \tau}+\frac{\partial^{4} H}{\partial x^{3} \partial \tau}\left(I Z_{2} \frac{\partial H}{\partial x}-2 \frac{\partial K}{\partial x}\right) \\
&+ \frac{\partial^{3} H}{\partial x^{2} \partial \tau}\left(2 I Z_{2} \frac{\partial^{2} H}{\partial x^{2}}+2 \frac{\partial I Z_{2}}{\partial x} \frac{\partial H}{\partial x}+J\left(\frac{\partial^{2} H}{\partial x^{2}}+\frac{1}{2} \frac{\partial^{2} h}{\partial x^{2}}\right)-\frac{\partial^{2} K}{\partial x^{2}}\right) \\
&+\frac{\partial^{2} H}{\partial x \partial \tau}\left(I Z_{2} \frac{\partial^{3} H}{\partial x^{3}}+2 \frac{\partial I Z_{2}}{\partial x} \frac{\partial^{2} H}{\partial x^{2}}+\frac{\partial^{2} I Z_{2}}{\partial x^{2}} \frac{\partial H}{\partial x}-Z_{2} \frac{\partial H}{\partial x}\left(\frac{\partial^{2} H}{\partial x^{2}}+\frac{1}{2} \frac{\partial^{2} h}{\partial x^{2}}\right)\right)  \tag{C.28}\\
&=Z_{1}\left(\frac{\partial^{2} H}{\partial x^{2}}+\frac{1}{2} \frac{\partial^{2} h}{\partial x^{2}}\right)-\frac{\partial^{2} I Z_{1}}{\partial x^{2}}
\end{align*}
$$

The discretisation of (C.28) is:
$\left[I Z_{2}\right]_{i+1}^{k}-\left[I Z_{2}\right]_{i-1}^{k} \underline{\bar{u}_{i+1}^{k}-2 \bar{u}_{i}^{k}+\bar{u}_{i-1}^{k}}$

$$
\Delta x \quad \Delta x^{2}
$$

$$
+\frac{1}{7}
$$

$$
\left.\frac{1}{2} \frac{h_{i+1}^{k}-2 h_{i}^{k}+h_{i-1}^{k}}{\Delta x^{2}}\right)
$$

$$
\frac{H_{i+1}^{k}-H_{i-1}^{k}}{2 \Delta x}
$$

$$
\begin{gathered}
x[\angle 1] \\
\hline
\end{gathered}
$$

$$
\Delta x^{2}
$$

$$
\frac{\left.I Z_{2}\right]_{i}^{k}+\left[I Z_{2}\right]_{i-1}^{k}}{\Delta x^{2}}
$$

$$
1
$$

$$
\left(\underline{\left[I Z_{2}\right]_{i+1}^{k}}\right.
$$

As before, use of a FTCS finite difference scheme allows us to write this equation in the form

$$
\begin{equation*}
\Delta \tau \Delta x^{2} \mathbf{c}+\mathbf{M}_{\mathbf{H}}^{\prime} \mathbf{H}^{k}=\mathbf{M}_{\mathbf{H}}^{\prime} \mathbf{H}^{k+1}+\Delta \tau \Delta x \mathbf{M}_{\overline{\mathbf{U}}}^{\prime} \overline{\mathbf{u}}^{k} \tag{C.30}
\end{equation*}
$$

where the coefficients of all $H^{k+1}, \bar{u}^{k}$ terms are entries within $\boldsymbol{M}_{\boldsymbol{H}}^{\prime}, \boldsymbol{M}_{\overline{\boldsymbol{U}}}^{\prime}$ respectively.
In our implementation, the matrices $\boldsymbol{M}_{\bar{U}}^{\prime}, \boldsymbol{M}_{\boldsymbol{H}}^{\prime}$ are a quintuple banded matrices. The additional derivative in $H$ does not change the size of the stencil. We include the boundary conditions for $H$ in the first two and final two lines of both matrices, so that it is not necessary to adjust the stencil near the endpoints of the domain. Hence, we can construct the linear system

$$
\left(\begin{array}{ll}
\mathbf{M}_{\mathbf{H}} & \Delta \tau \Delta x \mathbf{M}_{\overline{\mathbf{U}}}  \tag{C.31}\\
\mathbf{M}_{\mathbf{H}}^{\prime} & \Delta \tau \Delta x \mathbf{M}_{\overline{\mathbf{U}}}^{\prime}
\end{array}\right)\binom{\mathbf{H}^{k+1}}{\overline{\mathbf{u}}^{k}}=\binom{\Delta \tau \Delta x^{2} \mathbf{b}+\mathbf{M}_{\mathbf{H}} \mathbf{H}^{k}}{\Delta \tau \Delta x^{2} \mathbf{c}+\mathbf{M}_{\mathbf{H}}^{\prime} \mathbf{H}^{k}} .
$$

This linear system is solved at each $k$, with equation (4.14) requring $H^{k+1}$ in order to update $\theta^{k} \rightarrow \theta^{k+1}$.

## APPENDIX D

# FUNCTIONS DEFINED IN THE DERIVATION OF THE MODEL FOR A TRANSVERSELY ISOTROPIC THREAD 

## D. 1 Ancillary functions

In this appendix, we present the ancillary functions defined in Section 5.3.2. All of these expressions are lengthy, and so are omitted from the main text for the sake of concision.

## D.1.1 Elimination of $u^{(1)}$ and $w^{(0)}$ from the model

Here, we present the functions $\mathcal{F}_{1}, \mathcal{F}_{2}, \mathcal{G}_{1}, \mathcal{G}_{2}$ as defined by (5.53) and (5.54). We obtain the following statements for $u^{(1)}$ and $w^{(0)}$ by combining the equations (5.51) and (5.52),

$$
\begin{gather*}
\frac{\partial u^{(1)}}{\partial r}\left[\left(1+\sin ^{2} \alpha^{(0)} \cos ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)} \mu_{2}+\left(\sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)}+\cos ^{2} \alpha^{(0)}\right) \mu_{3}\right)\right. \\
\cdot\left(1+\sin ^{4} \alpha^{(0)} \cos ^{2} \beta^{(0)} \sin ^{2} \beta^{(0)} \mu_{2}+\sin ^{2} \alpha^{(0)} \mu_{3}\right) \\
\left.-\sin ^{2} \alpha^{(0)} \sin ^{2} \beta^{(0)} \cos ^{2} \alpha^{(0)}\left(\sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)} \mu_{2}+\mu_{3}\right)^{2}\right] \\
=\frac{\partial u^{(0)}}{\partial x}\left[\sin ^{3} \alpha^{(0)} \cos \alpha^{(0)} \sin ^{2} \beta^{(0)}\left(\cos \beta^{(0)}\left(\frac{3 \cos ^{2} \alpha^{(0)}-1}{2}\right) \mu_{2}-2 \mu_{3} \cos ^{2} \alpha^{(0)} \sin \beta^{(0)}\right)\right. \\
\cdot\left(\sin ^{2} \alpha^{(0)} \cos ^{2} \alpha^{(0)} \mu_{2}+\mu_{3}\right) \\
-\sin \alpha^{(0)} \cos \alpha^{(0)} \cos \beta^{(0)}\left(\left(\frac{3 \cos ^{2} \alpha^{(0)}-1}{2}\right) \mu_{2}+\mu_{3}\right) \\
\left.\cdot\left(1+\sin ^{4} \alpha^{(0)} \cos ^{2} \beta^{(0)} \sin ^{2} \beta^{(0)} \mu_{2}+\sin ^{2} \alpha^{(0)} \mu_{3}\right)\right] \\
-\mu_{1} \sin \alpha^{(0)} \cos \alpha^{(0)} \cos \beta^{(0)}\left(1+\mu_{3} \sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)}\right), \quad(\text { D. } 1 \tag{D.1}
\end{gather*}
$$

with

$$
\begin{align*}
& \left(\frac{\partial w^{(0)}}{\partial r}-\frac{w^{(0)}}{r}\right)\left[\sin ^{2} \alpha^{(0)} \sin ^{2} \beta^{(0)} \cos ^{2} \alpha^{(0)}\left(\sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)} \mu_{2}+\mu_{3}\right)^{2}\right. \\
& -\left(1+\sin ^{4} \alpha^{(0)} \cos ^{2} \beta^{(0)} \sin ^{2} \beta^{(0)} \mu_{2}+\sin ^{2} \alpha^{(0)} \mu_{3}\right)\left(1+\sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)} \cos ^{2} \alpha^{(0)} \mu_{2}\right. \\
& \left.\left.+\left(\sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)}+\cos ^{2} \alpha^{(0)}\right) \mu_{3}\right)\right] \\
& =\frac{\partial u^{(0)}}{\partial x}\left[\sin ^{2} \alpha^{(0)} \sin \beta^{(0)}\left(\cos \beta^{(0)}\left(\frac{3 \cos ^{2} \alpha^{(0)}-1}{2}\right) \mu_{2}-2 \mu_{3} \cos ^{2} \alpha^{(0)} \sin \beta^{(0)}\right)\right. \\
& \left(1+\sin ^{2} \alpha^{(0)} \cos ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)} \mu_{2}+\left(\sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)}+\cos ^{2} \alpha^{(0)}\right) \mu_{3}\right) \\
& \left.-\sin ^{2} \alpha^{(0)} \cos ^{2} \alpha^{(0)} \sin \beta^{(0)} \cos \beta^{(0)}\left(\left(\frac{3 \cos ^{2} \alpha^{(0)}-1}{2}\right) \mu_{2}+\mu_{3}\right)\left(\sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)} \mu_{2}+\mu_{3}\right)\right] \\
& \quad+\mu_{1} \sin ^{2} \alpha^{(0)} \sin \beta^{(0)} \cos \beta^{(0)}\left(1+\sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)} \mu_{3}\right) . \quad \text { (D.2) } \tag{D.2}
\end{align*}
$$

We note that the coefficient of $\frac{\partial u^{(1)}}{\partial r}$ is the negative of the coefficient of $\frac{\partial w^{(0)}}{\partial r}-\frac{w^{(0)}}{r}$. After division, we can now write down $\mathcal{F}_{1}, \mathcal{F}_{2}, \mathcal{G}_{1}, \mathcal{G}_{2}$, which are

$$
\begin{align*}
& \mathcal{F}_{1}=\frac{c_{1}}{d},  \tag{D.3}\\
& \mathcal{F}_{2}=\frac{c_{2}}{d},  \tag{D.4}\\
& \mathcal{G}_{1}=\frac{c_{3}}{-d},  \tag{D.5}\\
& \mathcal{G}_{2}=\frac{c_{4}}{-d}, \tag{D.6}
\end{align*}
$$

where

$$
\begin{gather*}
c_{1}=\sin ^{3} \alpha^{(0)} \cos \alpha^{(0)} \sin ^{2} \beta^{(0)}\left(\cos \beta^{(0)}\left(\frac{3 \cos ^{2} \alpha^{(0)}-1}{2}\right) \mu_{2}-2 \mu_{3} \cos ^{2} \alpha^{(0)} \sin \beta^{(0)}\right) \\
\cdot\left(\sin ^{2} \alpha^{(0)} \cos ^{2} \alpha^{(0)} \mu_{2}+\mu_{3}\right) \\
-\sin \alpha^{(0)} \cos \alpha^{(0)} \cos \beta^{(0)}\left(\left(\frac{3 \cos ^{2} \alpha^{(0)}-1}{2}\right) \mu_{2}+\mu_{3}\right) \\
\cdot\left(1+\sin ^{4} \alpha^{(0)} \cos ^{2} \beta^{(0)} \sin ^{2} \beta^{(0)} \mu_{2}+\sin ^{2} \alpha^{(0)} \mu_{3}\right),  \tag{D.7}\\
c_{2}=-\sin \alpha^{(0)} \cos \alpha^{(0)} \cos \beta^{(0)}\left(\mu_{3} \sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)}+1\right),  \tag{D.8}\\
c_{3}=\sin ^{2} \alpha^{(0)} \sin \beta^{(0)}\left(\cos ^{(0)} \frac{\mu_{2}}{2}\left(3 \cos ^{2} \alpha^{(0)}-1\right)-2 \mu_{3} \cos ^{2} \alpha^{(0)} \sin \beta^{(0)}\right) \\
\cdot\left(1+\sin ^{2} \alpha^{(0)} \cos ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)} \mu_{2}+\left(\sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)}+\cos ^{2} \alpha^{(0)}\right) \mu_{3}\right) \\
-\sin ^{2} \alpha^{(0)} \cos ^{2} \alpha^{(0)} \sin \beta^{(0)} \cos ^{(0)}\left(\frac{\mu_{2}}{2}\left(3 \cos ^{2} \alpha^{(0)}-1\right)+\mu_{3}\right) \\
\cdot\left(\sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)} \mu_{2}+\mu_{3}\right),  \tag{D.9}\\
c_{4}=\sin ^{2} \alpha^{(0)} \sin \beta^{(0)} \cos \beta^{(0)}\left(1+\sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)} \mu_{3}\right), \tag{D.10}
\end{gather*}
$$

$$
\begin{align*}
& d=\left(1+\sin ^{2} \alpha^{(0)} \cos ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)} \mu_{2}+\left(\sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)}+\cos ^{2} \alpha^{(0)}\right) \mu_{3}\right) \\
& \cdot\left(1+\sin ^{4} \alpha^{(0)} \cos ^{2} \beta^{(0)} \sin ^{2} \beta^{(0)} \mu_{2}+\sin ^{2} \alpha^{(0)} \mu_{3}\right) \\
& \quad-\sin ^{2} \alpha^{(0)} \sin ^{2} \beta^{(0)} \cos ^{2} \alpha^{(0)}\left(\sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)} \mu_{2}+\mu_{3}\right)^{2} . \tag{D.11}
\end{align*}
$$

## D.1.2 Functions defined in the transformed equation for pressure

The statements of $\mathcal{H}_{i}$ may be obtained by substitution of $\zeta^{(1)}$ into equation (5.42). For completeness, we list the resulting functions here

$$
\begin{align*}
& \mathcal{H}_{0}=\frac{1}{L}\left(-1-2 \mu_{3} \sin ^{2} \alpha^{(0)} \cos \beta^{(0)}+\frac{\mu_{2}}{2} \sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)}\left(3 \cos ^{2} \alpha^{(0)}-1\right)\right. \\
& \left.+\left(\mu_{2} \sin ^{3} \alpha^{(0)} \cos ^{3} \beta^{(0)}+2 \mu_{3} \sin \alpha^{(0)} \cos \beta^{(0)}\right)\left(\sin \alpha^{(0)} \sin \beta^{(0)} \mathcal{G}_{1}+\cos \alpha^{(0)} \mathcal{F}_{1}\right)\right) \tag{D.12}
\end{align*}
$$

$$
\begin{align*}
\mathcal{H}_{1}=\sin ^{2} \alpha^{(0)} \cos ^{2} \beta^{(0)}+ & \sin ^{3} \alpha^{(0)} \cos ^{3} \beta^{(0)} \mu_{2}\left(\sin \alpha^{(0)} \sin \beta^{(0)} \mathcal{G}_{2}+\cos \alpha^{(0)} \mathcal{F}_{2}\right) \\
& +2 \mu_{3} \sin \alpha^{(0)} \cos \beta^{(0)}\left(\sin \alpha^{(0)} \sin \beta^{(0)} \mathcal{G}_{2}+\cos \alpha^{(0)} \mathcal{F}_{2}\right), \tag{D.13}
\end{align*}
$$

$$
\begin{align*}
\mathcal{H}_{2}=\frac{1}{L} \sin ^{2} \alpha^{(0)} \cos 2 \beta^{(0)} & \left(-2 \mu_{3}+\mu_{2}\left(\sin ^{2} \alpha^{(0)} \sin \beta^{(0)} \cos \beta^{(0)} \mathcal{G}_{1}+\sin \alpha \cos \alpha \cos \beta \mathcal{F}_{1}\right.\right. \\
& \left.\left.+\frac{1}{2}\left(3 \cos ^{2} \alpha^{(0)}-1\right)\right)\right)+\frac{2 \mu_{3}}{L} \sin \alpha^{(0)} \cos \alpha^{(0)} \cos \beta^{(0)} \mathcal{F}_{1}, \quad \text { D. } 14 \tag{D.14}
\end{align*}
$$

$$
\begin{array}{r}
\mathcal{H}_{3}=\sin ^{2} \alpha^{(0)} \cos 2 \beta^{(0)}+\mu_{2} \sin ^{3} \alpha^{(0)} \cos \beta^{(0)} \cos 2 \beta^{(0)}\left(\sin \alpha^{(0)} \sin \beta^{(0)} \mathcal{G}_{2}+\cos \alpha^{(0)} \mathcal{F}_{2}\right) \\
+2 \mu_{3} \sin \alpha^{(0)} \cos \alpha^{(0)} \cos \beta^{(0)} \mathcal{F}_{2}, \tag{D.15}
\end{array}
$$

## D.1.3 Functions defined in the transformed equation for the longitudinal velocity

As described in the main text, obtaining the functions $\mathcal{J}_{0}, \mathcal{J}_{1}$ requires the substitution of $\zeta^{(1)}$ and $\frac{\partial u^{(1)}}{\partial r}$ into (5.62), before substituting the resulting expression for $\sigma_{x x}^{(0)}$ into (5.60), using (5.61), and expanding. This yields

$$
\begin{gather*}
\frac{\partial}{\partial \lambda}\left(\frac { R ^ { ( 0 ) ^ { 2 } } } { L } \frac { \partial u ^ { ( 0 ) } } { \partial \lambda } \int _ { 0 } ^ { 1 } \left(2+4 \mu_{3} \cos ^{2} \alpha^{(0)}+\mu_{2} \cos ^{2} \alpha^{(0)}\left(\operatorname { s i n } \alpha ^ { ( 0 ) } \operatorname { c o s } \beta ^ { ( 0 ) } \left(\sin \alpha^{(0)} \sin \beta^{(0)} \mathcal{G}_{1}+\right.\right.\right.\right. \\
\left.\left.\left.\cos \alpha^{(0)} \mathcal{F}_{1}\right)+\frac{1}{2}\left(3 \cos ^{2} \alpha^{(0)}-1\right)\right)+2 \mu_{3} \sin \alpha^{(0)} \cos \alpha^{(0)} \cos \beta^{(0)} \mathcal{F}_{1}\right) \gamma \mathrm{d} \gamma \\
+R^{(0)^{2}} \mu_{1} \int_{0}^{1}\left(\cos ^{2} \alpha^{(0)}+\mu_{2} \sin \alpha^{(0)} \cos ^{2} \alpha^{(0)} \cos \beta^{(0)}\left(\sin \alpha^{(0)} \sin \beta^{(0)} \mathcal{G}_{2}+\cos \alpha^{(0)} \mathcal{F}_{2}\right)\right. \\
\left.\left.+2 \mu_{3} \sin \alpha^{(0)} \cos \alpha^{(0)} \cos \beta^{(0)} \mathcal{F}_{2}\right) \gamma \mathrm{~d} \gamma\right)-R^{(0)^{2}} \int_{0}^{1} p^{(0)} \gamma \mathrm{d} \gamma=0, \quad(\text { D. } 16 \tag{D.16}
\end{gather*}
$$

therefore $\mathcal{J}_{0} ; \mathcal{J}_{1}$ are

$$
\begin{gather*}
\mathcal{J}_{0}(\lambda, \tau)=\int_{0}^{1}\left(2+4 \mu_{3} \cos ^{2} \alpha^{(0)}+\mu_{2} \cos ^{2} \alpha^{(0)}\left(\operatorname { s i n } \alpha ^ { ( 0 ) } \operatorname { c o s } \beta ^ { ( 0 ) } \left(\sin \alpha^{(0)} \sin \beta^{(0)} \mathcal{G}_{1}+\right.\right.\right. \\
\left.\left.\left.\cos \alpha^{(0)} \mathcal{F}_{1}\right)+\frac{1}{2}\left(3 \cos ^{2} \alpha^{(0)}-1\right)\right)+2 \mu_{3} \sin \alpha^{(0)} \cos \alpha^{(0)} \cos \beta^{(0)} \mathcal{F}_{1}\right) \gamma \mathrm{d} \gamma \tag{D.17}
\end{gather*}
$$

$$
\begin{array}{r}
\mathcal{J}_{1}(\lambda, \tau)=\int_{0}^{1}\left(\cos ^{2} \alpha^{(0)}+\mu_{2} \sin \alpha^{(0)} \cos ^{2} \alpha^{(0)} \cos \beta^{(0)}\left(\sin \alpha^{(0)} \sin \beta^{(0)} \mathcal{G}_{2}+\cos \alpha^{(0)} \mathcal{F}_{2}\right)\right. \\
\left.+2 \mu_{3} \sin \alpha^{(0)} \cos \alpha^{(0)} \cos \beta^{(0)} \mathcal{F}_{2}\right) \gamma \mathrm{d} \gamma . \quad \text { (D.1 } \tag{D.18}
\end{array}
$$
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