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Abstract

This work addresses the problem of quantifying iron content in a coal
deposit in the Republic of Kazakhstan. The process of resource estima-
tion in the mining industry usually involves building geological domains
and then estimating the grade of interest within them. In coal deposits,
the seam layers usually define the estimation domains. However, the
main issue with the coal deposit in this study is that the iron dataset
is solely based on data from three newly drilled drill holes located a
significant distance apart and additional rock samples from stopes. A
massive amount of geological information comes from legacy drill hole
data sampled a long time ago, but there is no evidence of proper QA/QC
being performed on those samples. For this reason, a workflow was intro-
duced to construct a representative training image from legacy data
and stochastically model geological domains within these three drill
holes using a multiple-point geostatistics technique. Once the geological
model was obtained, a two-point geostatistics algorithm was applied to
model the iron inside each geological domain. The results showed that
direct sampling (DeeSse) is a suitable multiple-point geostatistics algo-
rithm that can reproduce the long-range connectivity and curvilinear
features of seam layers. Furthermore, a sequential Gaussian simulation
was used to model the iron in the corresponding domains. Both methods
were extensively evaluated using different statistical tools and analyses.

Keywords: multiple-point statistics, direct sampling, training image, coal
deposit, resource modeling, sequential Gaussian simulation
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1 Introduction

The quality of coal is usually related to its composition. This refers to various
minerals capable of either affecting coal utilization, improving gasification [1],
and influencing its effectiveness as a heat energy source. In coal seams, certain
elements, such as silicon, aluminum, sulfur, and iron, can significantly impact
coal quality if their proportion is greater than 1% [2]. This can be explained by
the wide variety of aluminum silicate and sulfide minerals present in Earth’s
crust. Particularly, iron-containing minerals play a significant role in coal qual-
ity. Iron minerals in coal can cause problems, including tube corrosion [3],
boiler slagging [4], mine drainage damage [5], and health and environmental
problems [6]. However, iron elements can also help with gasification [7] and
geophysical monitoring due to their magnetic properties [8]. Frequently, a high
accumulation of iron or other metalliferous minerals in coal can change its
usage from one of heat energy to other industrial uses, such as manufacturing
ceramic walls and tiles [9, 10].

Spatial modeling of iron grades is an essential component of coal resource
estimation, which is used for downstream activities of coal mining projects,
such as mine planning, coal preparation, and other analyses. In this context,
geostatistical estimation and simulation algorithms are powerful techniques
with which to model the iron in a coal deposit. These methods aim to use
limited exploration information obtained from drill holes and other sources,
such as geophysical investigations or even hand specimens, to produce unbiased
and spatially reliable 2D or 3D models [11, 12]. Like other resource estimation
workflows, a typical practice is to model the seam layers as an estimation
domain and then separately model the mineral grades inside each domain. This
method is known as cascade modeling [13–16]. Any two-point geostatistical
algorithms can execute the second step, including deterministic and stochastic
methods. However, deterministic geostatistical approaches overestimate low-
grade and underestimate high-grade values (the smoothing effect), and screen
out the influence of one data with another (the screening effect) [17]. On the
other hand, the implementation of geostatistical simulations can overcome the
smoothing effect and produce multiple unbiased scenarios. Popular univariate
stochastic algorithms include the sequential Gaussian simulation (SGS) [18]
and the turning bands simulation (TBS) [19, 20].

For modeling the seam layers, several deterministic and stochastic
approaches exist. However, one of the challenges pertaining to coal deposits is
that the seam layers represent complexity in the shape and stratigraphic posi-
tioning. In this respect, connectivity is a unique feature that manifests itself
as long-range patterns, which require particular attention when opting for a
stochastic geostatistical algorithm for modeling purposes. Two-point geostatis-
tics, such as the sequential indicator simulation (SIS) [21, 22] and plurigaussian
simulation [23], are inadequate for modeling such geological features with
long-range connectivity. Compared to the traditional variogram based geosta-
tistical approach, the multiple point geostatistics (MPS) have proven their
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applicability for modeling curvilinear patterns, especially in petroleum reser-
voir modeling, where the aim is to model the channelized reservoirs [24]. The
premise of MPS-based approaches is to obtain spatial variability information
from a conceptual training image (TI) instead of a two-point statistical func-
tion such as a variogram [25]. Doing so enables the multiple-point relation and
complex curvilinear patterns that exist in the geological setting to be mod-
eled [26]. Based on many examples of MPS applications, underinformed and
overinformed cases are highly suited for MPS, while the covariance matrix
cannot handle such datasets [27]. Several authors analyzed MPS and com-
pared it to variogram-based methods by reviewing the available algorithms or
applying statistical validation techniques [28–32]. Aside from petroleum and
hydrogeology contexts, MPS is proven to be applicable in the mining industry,
particularly in modeling slate deposits [33] and dykes in copper deposits [34].

There are several MPS-based algorithms. Since the first implementation
of MPS by Guardiano and Srivastava [35], known as the extended normal
equation simulation (ENESIM), many more advanced algorithms have been
introduced. For example, adding a search tree into ENESIM addresses prob-
lems of CPU time limitations, which is the essence of the single normal
equation simulation (SNESIM) [36]. Similar algorithms were also developed
that simulate patterns instead of pixels, such as the filter-based simulation
(FILTERSIM) [37] and simulation of pattern (SIMPAT) [38]. Recently, the
application of machine learning in an MPS framework has become a focus of
various research groups [39, 40]. This study was focused on applying one of
the most recent MPS algorithms – direct sampling (DeeSse), which has simi-
lar features to both pixel-based and pattern-based methods [41]. DeeSse uses
a distance function to scan the TI, and, unlike other MPS algorithms, it scans
the TI directly, which significantly increases the simulation speed and low-
ers the load on memory. It has been modified and extended several times to
overcome its limitations and enable its use in a broader range of cases [42–44].

2 Methodology and theoretical background

Cascade modeling workflow includes modeling geodomains and separately esti-
mating the grade of interest inside each domain. These domains in coal deposits
can be identified by seam layers, whereby the aim is to independently model
the iron inside each domain (seam layer). In the former, an MPS-based algo-
rithm known as DeeSse was selected for stochastic modeling of seam layers.
For the latter, an SGS was introduced to model the iron inside each seam layer
obtained from DeeSse. This enabled the quantification of the seam layer uncer-
tainty and iron throughout the entire coal deposit. The following theoretical
background and methodology were utilized for the training image, DeeSse, and
SGS.
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2.1 Training image

Every MPS-based simulation algorithm needs a training image (TI) to be
inferred. The initial challenge is not the selection of a proper MPS algorithm
but the construction of a convincing gridded training image that conceptually
represents all the statistical features of the deposit. The main issue with grid-
ded TI construction is that MPS requires it to be significantly larger than the
target simulation grid [45]. The training images can be generated using phys-
ical principles, geostatistical algorithms, and regular statistics, and in some
rare cases, using empirical methods [25]. According to Tahmasebi [31], various
types of TI can be implemented using MPS algorithms, i.e., 2D images of out-
crops or pictures of channels from airplanes [46, 47], gridded geological models
of deposits with a similar geology [48], and conceptual models created using
Boolean methods such as object-based [49] and process-based techniques [50].
There are many methodologies for constructing a TI, depending on the type
and complexity of the deposit. For instance, the use of a deterministic geolog-
ical block model is common in the mining industry [51–53]. These models can
be obtained based on either a geological interpretation or following a model
interpolated from the available data on the deposit, typically from exploration
drill hole samples. These interpreted models provide a unique representation
of the layout of the geological domains and boundaries within the deposit. The
technique for establishing such models can be classified into two main fami-
lies. The first involves hand contouring and wireframing [54–57], in which the
polygons obtained from digitizing 2D cross-sections are connected to shape
the ore body geometry into a 3D model. In contrast, indicator kriging [58]
and the radial basis function (RBF) [59] are other deterministic alternatives
that speed up manual digitization by the automatic generation of geological
boundaries. Furthermore, different data types can be used to construct a TI,
although there is a trade-off between building a geologically realistic concep-
tual model and generating a statistically representative one [31]. This depends
on the availability of reliable information, wherein even historical data (i.e.,
legacy data) can be used to obtain a representative TI [25].

2.2 Direct sampling simulation algorithm

In contrast to other pixel-based MPS methods, the direct sampling algorithm
uses a distance function in the TI scanning process. Moreover, DeeSse samples
the TI directly, rather than using a conditional cumulative probability dis-
tribution function (cpdf) in every step. This makes the algorithm faster and
means it does not need to store scanning results in a separate database.

The rationale of DeeSse follows the basic simulation principles of MPS, i.e.,
obtaining the conditional data around the simulated node, then sampling the
TI and moving onto the next node. However, instead of computing the cpdf
and sampling from the produced distribution, DeeSse randomly samples the
conditional value from the TI. Therefore, the sampling process in DeeSse is
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faster, and it requires less memory than other pixel-based MPSs (e.g., ENESIM
and SNESIM) [41]. This workflow is shown in Fig. (1).

Fig. 1 Step-by-step illustration of the DeeSse algorithm. “H” – hard data; “✓” – node
matches hard data; and “✗” – no match is found

The distance function is implemented to calculate the percentage mismatch
between TI nodes and conditional data in the simulation grid (SG) [41]:

d{dn(x), dn(y)} =
1

n

n∑
i=1

ai ai =

{
0 if Z(x+ hi) = Z(y + hi)

1 if Z(x+ hi) ̸= Z(y + hi)
(1)

where dn(x) and dn(y) are data events in SG and TI, respectively, and hi

is a lag distance.
Scanning for each node does not finish until the match between the TI

and SG data events has occurred. In other words, until distance d is less than
its acceptance threshold t. This can be expressed as d{dn(x), dn(y)} < t. The
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acceptance threshold here is a normalized parameter between 0 and 1, where
0 is for the same patterns and 1 is for completely different ones.

However, if there is no such data event with a computed distance less
than the proposed acceptance threshold, sampling is stopped after scanning a
certain fraction f of the TI. Then, the node with the lowest possible distance is
copied from the TI to the SG target node as the best candidate. For detailed
information related to the DeeSse algorithm, readers can refer to Mariethoz et
al. [41]. In a nutshell, the DeeSse algorithm can be summarized as follows:

1. Assign conditioning points to their respective grid locations ui;
2. Visit all locations ui via a predefined simulation path (the path can be

random or regular);
3. At each location ui, find the neighborhood of nearest neighbors to ui;
4. Scan the TI randomly and use the distance function d{dn(x), dn(y)};
5. Assign a value of a data event such that d{dn(x), dn(y)} < t;
6. If step e is unsuccessful, assign another value with the smallest distance

once the f fraction of TI is scanned;
7. Loop steps c–f for all locations ui.

A maximum scan fraction f is a helpful parameter with which to avoid
long searches, thus accelerating the scanning process. The whole fraction is
only scanned when there are no nodes with a distance less than an acceptance
threshold t. Another essential feature of this algorithm is the postprocess-
ing to remove noisy data in the realizations, which is conducted by flagging
unsuccessful nodes (d > t) and simulating them again.

2.3 Sequential Gaussian simulation

The steps involved in the sequential Gaussian simulation are described as
follows [18]:

1. Transform the variable Yj into its normal score Zj , where j indicates the
variable in case of multiple variables being available.

2. Assess the obtained normal scores for bivariate and multivariate Gaussian-
ity.

3. Define a random or regular simulation path so that each grid node xi is
visited only once.

4. At each node xi:
Use simple kriging to determine the global parameters of the Gaussian
conditional cumulative distribution (ccdf)

Zn
j (xi) = ZSK

j (xi) +
√

σSK
j (xi)Un

i (2)

ZSK
j (xi) =

[
1−

k∑
α=1

λα

]
mj +

k∑
α=1

λαZ(xi) (3)
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σSK
j (xi) = Cj(0)−

k∑
α=1

λαCj(xα − xi) (4)

where ZSK
j (xi) is a simple kriging estimator, σSK(xi) is kriging variance,

Un
i is an independent random number generated between 0 and 1, λα is

the weight assigned at location α, mj is the mean value of the variable
Zj , xα(α = 1, . . . , k) is the data location, and Cj is the covariance.

5. Loop until all grid nodes are simulated.
6. Apply step 4 to simulate the next variable (if applicable).
7. Back-transform simulated normal score values Zn

j to the original scale Y n
j .

3 Case study — coal deposit

3.1 Geological description of the study area

A coal deposit located approximately in the center of the Republic of Kaza-
khstan was selected as the case study. The relief of the deposit area is primarily
flat, with surface elevation in the range of 450–490 m. The deposit basin is
asymmetrical: the long axis is about 12 km in length, and the width is between
6 and 7 km. This is a shallow deposit with a maximum depth of 150 m. Fig.
(2) represents the relative location and cross-section of the deposit, showing
the essential features discussed in this study. The dip angles vary significantly
over the whole basin area; however, a section of it, which is currently under
operation, has a consistent strata dip of 30-40 degrees. There are three coal-
bearing horizons in a Jurassic formation: upper, middle, and lower, but only
the former is under production, using the open-pit method. The deposit’s name
cannot be disclosed for reasons of confidentiality [60].

The lower horizon is up to 50 m thick and consists of six seams, each about
0.2–1.5 m thick, while the middle horizon is only 2.8 m thick. The upper horizon
has two main thick seams: 2b and 1b seam layers with thicknesses of 12.8-21.9
m and 8.3-12.0 m, respectively. Sediment input during coal deposition can be
used to explain the several interlayers and low coal content on the left side
of the cross-section (Fig. 2). Therefore, the original dataset consists of seams,
such as 2b4, 2b3, 1b2, and other interlayers that are parts of the 2b and 1b
seam layers. In this study, these interseams are considered as only 2b and 1b
in order to reduce the number of possible categorical variables from about 30
to 3, i.e., the thin shale layer, and the 2b and 1b seam layers.

3.2 Training image

In this deposit, records of past geological exploration activities are primarily
handwritten and do not present sufficient evidence of proper QA/QC. How-
ever, even though the validity of this dataset is questionable, a geological model
produced from legacy data can act as a representation of the deposit’s geology.
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Fig. 2 Approximate location of the study area and cross-section of the coal deposit

In this regard, the aim of MPS is not to replicate TI but rather to repro-
duce higher-order statistics from it. Therefore, this study used an interpretive
geological model of the seam layers obtained by wireframing as a TI.

Seam number data were combined into three categories, but each interlayer
was named differently in the original dataset by adding an index to the main
layer, e.g., 2b4 or 1b2 (Fig. 2). Handling and merging the interlayers into the
2b and 1b seams reduced the number of possible categories. As a result, the
categories for the TI can be identified as follows:

Z(u) =


3 if node belongs to 1b seam or its interlayers

2 if node belongs to 2b seam or its interlayers

1 if node belongs to shale

0 if node does not belongs to any seam number

(5)

The last category (0) was considered waste and represents all surrounding
rocks in the final block model. Moreover, there were undefined zones between
layers that can affect the MPS simulation; thus, all undefined nodes were
assigned to the waste category. Fig. (3) shows a 3D view of the TI used
in this study, which is massive in terms of its real size and the number of
nodes, making it suitable for use in the MPS simulation [25]. The training
image is available in the GitHub repository, and its link is available in the
Supplementary Information section.
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Fig. 3 3D representation of the training image for this study, illustrating the stratigraphic
model of the seam layers

3.3 Hard data

Reliable exploration data in this deposit were solely obtained through three
recently drilled drill holes and so are limited. Therefore, the greatest challenge
in this study was the scarcity of the conditioning data for modeling iron in
the seam layers. The three drill holes are located at a significant distance
from each other (Fig. 4 a). The categorical proportions in the three drill holes
are: waste: 72.92%; shale: 3.22%; 2b seam: 15.55%; and 1b seam: 8.31%. To
address the data scarcity, additional samples from stopes consisting of both
seam layers (only 1b and 2b without shale) and iron grade information were
used. Therefore, a total of 13,379 sample points was divided into two groups
based on the seam layer category, i.e., iron in the 1b seam and iron in the 2b
seam. Fig. (4 b and c) demonstrates the location map of the conditional hard
data, in which the target SG is depicted with a dashed line.

The cell-declustering [61, 62] technique was used to address the problem of
widely dispersed drill holes and densely distributed stope samples. A cell size
of 80 m × 80 m × 8 m was selected for declustering after checking the effect of
different cell dimensions on the global statistics. As a result, the mean grades
of the iron in the 1b and 2b seams increased after declustering, while their
variances decreased (Table 1). Overall, the average iron grade and its variance
in 1b were considerably higher as compared to those in the 2b seam layer.

3.4 Geostatistical simulation of layers

Geostatistical simulation algorithms produce the uncertainty model. This can
be characterized as multiple sets of possible values regularly distributed in the
region under study. One set of these possible outcomes is a realization, and the
number of realizations should be large enough to produce a reliable assessment
of joint uncertainty [63]. Therefore, this number was selected to be 100 for this
study.
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Fig. 4 Location maps of (a) three drill holes inside SG, (b) seam layers and (c) iron grades.
The dashed line represents the target SG

Table 1 Summary statistics of the iron dataset before and after declustering (grades are
expressed in %)

Before declustering After declustering

Group Number of samples Average grade Variance Average grade Variance

Iron in 1b 3,212 13.00 58.52 13.43 58.06
Iron in 2b 10,167 8.68 19.80 8.77 19.36
Total 13,379 9.72 32.49 10.17 35.64

The stochastic modeling of seam layers was performed by the DeeSse algo-
rithm using the Ar2GEMS software. Simulation parameters were chosen based
on the instructions given in Meerschman et al. [64] and the notes in Mariethoz
et al. [41]. Since the TI was quite large and taking into account the restric-
tion in the resource computations, in order to reduce the simulation time, a
maximum scan fraction f of 0.5 was considered, meaning that only half of the
TI was scanned to find a node with the smallest distance d{dn(x), dn(y)}. To
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choose the acceptance threshold t, a sensitivity analysis was implemented for
this parameter over different values of 0.01, 0.1, 0.2, and 0.3. For this purpose,
10 nonconditional realizations were produced by DeeSse using each different
threshold over the same target grid. Then, the indicator covariance was calcu-
lated for each realization and then averaged over the lag distances. The results
showed that the low values of t produce better connected patterns, while high
values of t produce patchy and unstructured results. The lower the t, the more
structured the indicator covariance, which implies a superior reproduction of
connectivity. An example of this graph is shown in Fig. 5 for shale (see Fig. A1
in Appendix A to find the same graphs for the 2b and 1b seam layers). There-
fore, in this study, the acceptance threshold t was selected as 0.01. This is in
accordance with the statement of Meerschman et al. [64], in which they sug-
gest making this value as small as possible in order to reproduce the geological
domains with long-range connectivity.

Fig. 5 Indicator covariances of the shale in the northing direction using different acceptance
thresholds. For brevity, only the indicator covariance of the shale is presented

The produced realizations show that DeeSse reproduced the layered struc-
ture pattern of the TI (see Fig. A2 in Appendix A to find cross-sections of the
four random DeeSse realizations). However, as compared to the other layers
produced in the simulation results, the successful reproduction of seam 1b was
challenging as the layer is disrupted and consists of multiple interlayers. Fur-
thermore, probability maps were produced by calculating the probabilities of
categories in each node over multiple realizations (Fig. 6). As can be seen, the
probability maps obtained from 100 realizations prove that the layer patterns
remain consistent throughout all realizations. Moreover, it can be stated that
the desired patterns maintained their connectivity, shapes, and dimensions.

The most probable map was also calculated using probability maps to
discover the potential deterministic positioning of the seam layer boundaries
(Fig. 7 a). The most probable values were obtained from the probabilities of
each category. For instance, if the probability of the 1b seam was the highest
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Fig. 6 Probability maps of (a) waste, (b) shale, (c) 2b seam, and (d) 1b seam in a cross-
sectional view

among all categories in one particular node, then the category 1b seam was
assigned to this node. The same process was applied to waste, shale, and the
2b seam if they had the highest probability. Additionally, Fig. (7 b) shows the
probabilities of the most probable categories. For example, a thin shale layer
had lower probabilities than the 2b seam, while the 1b seam demonstrated
lower probabilities because of the multiple interlayers in the realizations.

Fig. 7 3D view: (a) most probable model over 100 realizations of DeeSse and (b) probability
of the most probable category
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3.5 Statistical validation

A critical feature of this deposit is that seam layers are inconsistent and
divided into interlayers, as stated in the geological description of this deposit.
Therefore, local proportions of the TI vary drastically in different parts of the
deposit, while the conditional data are not dense enough to derive proportions
from it. For this reason, this information was not utilized during the DeeSse
simulation. Nevertheless, the proportion or histogram reproduction is the part
of simulation validation that compares first-order statistics of the TI with the
produced realizations. In this respect, the waste category in the TI and SG
was not considered in the validation or further analyses because the waste
category was not considered for modeling the iron. Fig. (8) plots the seam
layer proportions over 100 realizations, where dashed lines represent the pro-
portions of each particular seam layer in the TI, while dotted line denote the
proportions obtained from hard data. As can be seen, the proportions of each
layer fluctuate in a similar manner to the original proportions from the TI and
hard data. These fluctuations are related to the ergodic property [17] of each
seam layer and allow one to indirectly quantify the uncertainty of the original
proportions. Furthermore, proportions of 2b seam produced by DeeSse fluctu-
ate slightly above TI proportion, while it is opposite for 1b seam and shale.
The possible reasons for this are limited input data and larger thickness and
continuity of 2b seam compared to other layers.

Fig. 8 Proportions of the DeeSse realizations in comparison with the TI and hard data.
Dashed lines belong to TI proportions and dotted lines are proportions derived from the
three drill holes

It is also of interest to check whether or not the simulation algorithm
can reproduce the spatial continuity of the seam layers imposed by the TI.
Experimental variograms of 100 realizations in the northing direction were
computed and are illustrated in Fig. (9 left). The spatial continuity of each
seam layer introduced by their corresponding indicator variograms roughly
follows the spatial continuity of the TI. However, the TI is generated through
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an interpretive geological model obtained using a wireframing approach, where
no variogram model or other spatial continuity tools were involved. Therefore,
it is not necessary that the produced realizations exactly mimic the spatial
continuity of the TI.

Fig. 9 Indicator variograms and connectivity functions of shale and the 2b and 1b seams
in the northing direction for variogram and connectivity validation. Green: 100 realizations;
red: average over realizations; and blue: TI

The main advantage of multiple-point geostatistics over variogram-based
methods is the ability to reproduce curvilinear geological patterns. This can
be expressed in the connectivity of the pattern, in which the results can be
validated mathematically and statistically. In brief, connectivity is the prob-
ability that two separate nodes are connected in a particular direction [65].
One way to inspect pattern connectivity is to compute connectivity functions
[66]. Connectivity functions of shale and the 2b and 1b seams in the northing
direction are shown in Fig. (9 right) and compared to the connectivity func-
tions from the TI. It can be seen that the results obtained from DeeSee are
in reasonable agreement with the TI in this particular connectivity analysis.
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However, DeeSse did not seem to reproduce the 2b seam connectivity of the
TI correctly and slightly overestimated the connectivity of the 1b seam.

Each seam layer in this deposit represents a unique and independent pat-
tern with extended structural connectivity. Therefore, their connectivity and
variograms were analyzed over all the realizations and for each category sepa-
rately. This type of validation makes sense since the data from the three drill
holes and the TI belong to the same coal deposit. Therefore, it is expected
that the simulated results approximately follow the spatial continuity and
multiple-point relationship that inherently exists in the TI.

3.6 Simulation of iron in seam layers

After completing seam layer modeling, the iron grades in corresponding layers
were identified. Iron in this deposit is disseminated throughout the coal lay-
ers and is not shown as a separate layer. Therefore, its separation from coal
needs further processing after the exploitation of the coal layers. For simulation
implementation, the spatial continuity of the variables must be derived. Before
this, however, it is necessary to identify the presence of anisotropy. For this
purpose, different directions were examined to determine potential anisotropy.
As a result, an anisotropic variogram was placed in the horizontal and vertical
directions. Finally, after transforming both original variables (i.e., YFe1b and
YFe2b) independently into normal scores (i.e., ZFe1b and ZFe2b), sample vari-
ograms were identified in the horizontal and vertical directions and then were
fitted automatically to obtain the corresponding theoretical variograms (see
Fig. A3 in Appendix A to find fitted theoretical variograms):

(
γZFe2b

γZFe1b

)
=

(
0.50

0.36

)
Exp (250m, 250m, 23m) +

(
0.14

0.20

)
Exp (735m, 735m, 33m)

(6)
Before proceeding with simulation, cross-validation was implemented to

ensure the unbiasedness of the covariance functions. The cross-validation pro-
cedure involves removing the actual data points one by one and finding the
predicted value using the rest of the data [58]. Predicted and actual data are
then compared to find the coefficient of variation R2 and mean squared error
MSE (Fig. 10 a). The SGS cross-validation results were also compared to
the estimation results using simple kriging (Fig. 10 b). For the sake of com-
parison, an e-type of the predicted results was used to demonstrate the SGS
cross-validation. Overall, both methods demonstrated reasonable validity, and
the difference in MSE was very low, i.e., 0.21 for the simulation and 0.20 for
the estimation. Furthermore, uncertainty was also validated using an accu-
racy plot [67] between probability intervals and fractions of data that belong
to those intervals (Fig. 10 c). Considering the data scarcity, the validation of
uncertainty demonstrated an acceptable match. However, the fact that the
accuracy plot is slightly below the identity line is a sign that the uncertainty
model is slightly inaccurate.
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Fig. 10 Cross-validation: predicted vs. actual plots for (a) simulated results (e-type of 100
realizations from SGS), (b) estimated results, and (c) accuracy plot

3.7 Cascade modeling

To combine the categorical and continuous variables, cascade modeling was
implemented. To do so, simulated iron in 1b and iron in 2b were juxtaposed into
each target location x0 for each realization with the corresponding modeled
seam layers in the following fashion:

Yi (x0) =


YFe2b(x0) if location belongs to 2b seam

YFe1b(x0) if location belongs to 1b seam

NaN if node is undefined or belongs to shale

(7)

where Yi is the final simulated iron value for each realization i at the target
location x0, and YFe2b(x0) and YFe1b(x0) are simulation results of iron in the
1b and 2b seams, respectively.

After both iron in 2b and iron in 1b were independently simulated using
SGS, cascade modeling was performed by juxtaposing each SGS realizations
into the corresponding coal seams in DeeSse realizations (see Fig. A4 in
Appendix A to find four random realizations of cascade modeling). Table (2)
compares the statistical parameters obtained from cascade modeling with the
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original declustered parameters. As observed, cascade modeling can reproduce
statistical parameters similar to those found in the original data.

Table 2 Statistical parameters of cascade modeling (iron grades are expressed in %)

Parameter Realizations Original dataset

Mean 10.05 10.17
Variance 34.14 35.64
COV 0.59 0.58

The most probable e-type map was produced by averaging 100 simulation
results and juxtaposing them into the most probable seam layer model. Fig.
(11) shows the produced model. It can be seen that the lower layer (1b seam)
has significantly higher iron grades as compared to the upper layer (2b seam).

Fig. 11 Most probable e-type model over 100 realizations of DeeSse and SGS in 3D view

Distributions of realizations produced by cascade modeling and the orig-
inal distribution of iron were compared using quantile-quantile (Q-Q) plots
(Fig. 12). Produced Q-Q plots show that realizations are close to the diago-
nal line with significant deviations in the upper quantiles. However, this can
be explained by the scarcity of high-grade samples, particularly inside the
simulation grid.

The reproduction of spatial continuity for the final iron model after cas-
cade modeling is presented in Fig. (13). The average and confidence limits
(± 2 standard deviations around the average) of the indicator variograms cal-
culated over the 100 realizations are also depicted. This step is necessary to
examine whether the proposed algorithm can reproduce the local statistical
variability of iron in the region. If, on average, the variogram of the realiza-
tions matches the original variogram, it signifies that the proposed algorithm
worked adequately [68]. This figure shows that although, on average, the vari-
ogram converges to the original experimental points, the fluctuations depicted
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Fig. 12 Quantile-quantile plots between original and simulated iron grades. Green points:
realizations; black line: identity line

in the variograms of individual realizations are high and slightly exceed the
confidence interval. There are various reasons for these relatively high fluctu-
ations, which are also referred to as ergodic fluctuations [17], i.e., 1) DeeSse
uses a sequential simulation paradigm, in which large fluctuations are expected
[58]; and 2) the density of the conditioning data in this study is small. Fur-
thermore, the more conditioning data used in constructing the realizations,
the fewer fluctuations expected [11].

Fig. 13 Variogram reproduction of the proposed cascade modeling in the northing direc-
tion. Green: variograms of 100 realizations; red: average over realizations; blue: confidence
intervals (mean ± 2 std); crosses: experimental variogram in the same direction

18



4 Discussion and conclusion

The purpose of this study was to model the layered structure of coal seams
with long-range connectivity using a multiple-point geostatistical simulation
and the obtained realizations as stochastic domains for the cascade modeling
of iron. In this case study, the reliable data come from three drill holes located
a significant distance from each other. Moreover, a legacy dataset was available
with a large number of samples taken a long time ago. Therefore, this dataset
was used to build a TI, which is a representative interpreted model of the
whole deposit. The main reasons for using MPS instead of traditional geological
modeling techniques were the scarcity of reliable drill hole data and no evidence
of QA/QC in the legacy dataset. In this regard, MPS can sample key statistical
parameters from the interpretive TI without replicating the exact model [25]
and work with underinformed data [27].

The direct sampling MPS method was used in this study because of its
ability to implement a distance function and sample directly from the TI,
which increases computation speed and decreases the load on memory. DeeSse
can reproduce the proportions, indicator variograms, and connectivity of seam
layers to a certain extent. However, the results showed an overestimation of
connectivity for the 2b seam as compared to the TI, which can be addressed
by using more hard data during the conditional simulation.

The second part of the study involved the cascade modeling of the con-
tinuous variable, i.e., the iron grade. A sequential Gaussian simulation was
used to independently model 100 realizations of the iron in the 1b and 2b
seams. These iron realizations were then juxtaposed in their corresponding
seam layers from DeeSse realizations to obtain the final iron model for the coal
seams. The final realizations were assessed based on cross-validation, reproduc-
tion of global statistical parameters, and histogram and variogram validations.
Despite the scarcity of conditional data, the iron simulation results demon-
strated an acceptable quality with good reproduction of histogram and spatial
continuity.

Overall, MPS can produce geologically realistic seam layers with acceptable
reproduction of first, second, and higher-order statistics. First-order statistics
were assessed by checking the reproduction of seam layer proportions and the
second-order statistics were assessed by variogram validation. The connectiv-
ity functions were used to assess the higher-order statistics by checking the
reproduction of curvilinear patterns. Moreover, in the proposed combination
with the SGS algorithm in the cascade modeling framework, multiple reliable
and unbiased realizations can be obtained for use in further mining processes.
Nevertheless, DeeSse algorithms produce few noises and inconsistencies, which
image cleaning approaches can remove. In addition, the lack of proper dip and
connectivity reproduction can be avoided by using more informed sampling
patterns as hard data. It is also recommended to compare the DeeSse simu-
lation with pattern-based MPS methods, such as SIMPAT and FILTERSIM,
in order to check the validity of the variogram and connectivity reproduction
obtained in this study. However, more dense conditional data are required to
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make a fully valid comparison. The application of MPS methods to model seam
layers is not well researched; for further studies, the training image used in
this study is available as supplementary information through the GitHub link.

Appendix A Additional figures

Fig. A1 Indicator covariances of (a) the 2b seam and (b) the 1b seam in the northing
direction using different acceptance thresholds

Fig. A2 Four random realizations of seam layers produced by DeeSse

Fig. A3 Theoretical variograms of normal scores in (left) the vertical and (right) horizontal
directions. Line: theoretical variograms; points: sample variograms
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Fig. A4 Four random realizations of cascade modeling

Supplementary information. The training image used in this study is
available for free at https://github.com/sultanabulkhair/Training-image.
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