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A B S T R A C T

This thesis is about making decisions when we are uncertain about
what will happen, how valuable it will be, and even how to make
decisions. Even the most sure-footed amongst us are sometimes
uncertain about all three, but surprisingly little attention has been
given to the latter two. The three essays that constitute my thesis
hope to do a small part in rectifying this problem.

The first essay is about the value of finding out how to make
decisions. Society spends considerable resources funding people
(like me) to research decision-making, so it is natural to wonder
whether society is getting a good deal. This question is so shockingly
underresearched that bedrock facts are readily discoverable, such as
when this kind of information is valuable.

My second essay concerns whether we can compare value when
we are uncertain about value. Many people are in fact uncertain
about value, and how we deal with this uncertainty hinges on these
comparisons. I argue that value comparisons are only sometimes
possible; I call this weak comparability. This essay is largely a synthesis
of the literature, but I also present an argument which begins with a
peculiar view of the self: it is as if each of us is a crowd of different
people separated by time (but connected by continuity of experience).
I’m not the first to endorse this peculiar view of the self, but I am the
first to show how it supports the benign view that value is sometimes
comparable.

We may be uncertain of any decision rules, even those that would
tell us how to act when we face uncertainty in decision rules. We
may be uncertain of how to decide how to decide how to... And so
on. If so, we might have to accept infinitely many decision rules just
to make any mundane decision, such as whether to pick up a five-
cent piece from the gutter. My third essay addresses this problem of
regress. I think all of our decisions are forced: we must decide now
or continue to deliberate. Surprisingly, this allows us to avoid the
original problem. I call this solution “when forced, do your best”.
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I am strongly inclined to believe that
any future person must be either me or someone else.

And ... there is always a deep difference between these.
... Since I am not a separately existing entity,

these beliefs cannot be true.

— (Parfit, 1984, p. 277)
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1
I N T R O D U C T I O N

Normative uncertainty is a fact of life.
I write this from my favourite cafe near my home in Adelaide,

sipping a flat white. I’m lucky to be in this position, and globally
there are many who are less fortunate. The money that I spent on this
coffee could have helped someone in need, and although I donate
a percentage of my stipend, this coffee constitutes evidence that I
could do more. (And indeed a few dollars would significantly help
any of the billion poorest people.) Whether I’ve made the right call
depends on the balance of competing moral considerations. To what
extent am I obligated to do what is best for all but sacrifice my own
personal projects? Indeed, I am uncertain about the norms that ought
to govern this decision, so I must decide under normative uncertainty.

If I chose to donate, I would have many options. Among other
things, I could give the money directly to one of the global poor or
fund research that might lower the chance of a pandemic that kills
millions of people. I would of course face empirical uncertainty about
the possible effects of my actions. But I could also face normative
uncertainty in the form of value uncertainty (for example, how to trade
off the needs of present and future people) and risk uncertainty (for
example, which risks are appropriate to take and which aren’t).1

Value claims are the natural domain of moral philosophy.2 Though
most moral theories fail to distinguish between them, there does
seem to be a meaningful distinction between value uncertainty, risk
uncertainty, and ordinary empirical uncertainty.3 Risk uncertainty
is a natural domain of normative decision theory, though it is also
(sometimes implicitly) a domain of moral philosophy.

It goes without saying that moral philosophy has a rich history,
but decision-making under moral uncertainty has been much less
thoroughly explored. The issue was picked up early on by a few
Catholic theologians,4 but was largely ignored until the last quarter

1 Indeed, some risks seem appropriate (leaving the house each morning) and others
don’t (driving drunk). In other cases I am uncertain which risks to take.

2 However, inquiry into value uncertainty can inform other areas. MacAskill, Bykvist,
and Ord (2020, §3.2) discuss the relation between uncertainty about the aggregation
of values across moral theories, and the aggregation of preferences across people.

3 Of course, the distinction might not be fundamental, and each may reduce to
empirical uncertainty ultimately. But the fact that biology is ultimately reducible
to physics does little to limit the usefulness of advances in biology.

4 For example, Liguori (1785), Medina (1577), and Pascal (1657). See New Catholic
Encyclopedia (2003) and Sepielli (2010, §1).
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2 introduction

of the twentieth century, and the body of work on it has expanded
significantly more recently.5 The treatment of decision-making under
empirical uncertainty has a rich history, beginning in the eigh-
teenth century with the development of expected-utility theory,6

and continuing with a flurry of related developments throughout
the twentieth century.7 Some of this work paved the way for un-
derstanding information value.8 Many of the developments in the
second half of the twentieth century concerned the actual behaviour
of humans, which produced many interesting departures from the
standard approach.9 These developments, however, were largely not
applied to understanding how agents should make decisions, and
the field of normative decision theory is still in its infancy. The first
serious normative rival to expected-utility appeared only in the last
decade,10 and the third is still in development.11 Perhaps because
of this focus on descriptive decision theory, or perhaps because of
the inherent difficulty of deciding without knowing how, decision-
theoretic uncertainty has received shockingly little treatment; I know
of just a few papers that tackle it.12

This thesis touches on an exciting and new body of literature on
normative uncertainty. (I review the most relevant literature more
thoroughly throughout.) Indeed, many interesting questions occupy
this space. How do we make decisions under normative uncertainty?
naturally leads to such questions as Are we able to compare the value
claims of moral theories, and how can we know?, Which moral theories are
plausible?, What should our credence be in various moral theories?, How

5 For example, Bostrom (2009a), Gracely (1996), Greaves and Cotton-Barratt (2019),
Greaves and Ord (2017), Gustafsson and Torpman (2014), Harman (2015), Hedden
(2016), Hudson (1989), Lockhart (2000), MacAskill (2016a,b), MacAskill, Cotton-
Barratt, and Ord (2020), MacAskill and Ord (2018), Newberry and Ord (2021),
Sepielli (2009, 2010, 2017), Tarsney (2017, 2018a,b, 2020), Weatherson (2014), and
Zimmerman (2008). See Bykvist (2017) for a brief overview and MacAskill, Bykvist,
and Ord (2020) for a recent book-length treatment.

6 See D. Bernoulli (1954) and J. Bernoulli (1975).
7 Especially Friedman and Savage (1952), Jeffrey (1965), Savage (1954), and Von

Neumann and Morgenstern (1944). See Steele and Stefánsson (2020) for a brief
overview focused on normative decision theory.

8 For example, Blackwell (1953), Blackwell and Girshick (1954), Demski (1980),
Good (1967), Keasey (1984), Lawrence (1979), Ramsey (1990), and Wakker (1988). I
especially like the summary by Trammell (n.d.).

9 For example, Camerer, Loewenstein, and Rabin (2004), Chew (1983, 1989),
Nakamura (1995), Quiggin (1982), Tversky and Kahneman (1992), Wakker (1990),
Wakker, Erev, and Weber (1994), and Yaari (1987). See Starmer (2000) for an
overview.

10 Buchak (2013). See also the summary in Buchak (2017a), and for discussion see
Briggs (2015), Buchak (2010, 2015, 2016, 2017a,b), and Joyce (2017).

11 Bottomley and Williamson (n.d.).
12 See, for example, MacAskill (2016b), MacAskill, Vallinder, et al. (2021), and

Trammell (2021); but only Trammell tackles decision-theoretic uncertainty of the
kind I’m interested in.
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should we solve the special problems of fanatical theories (when a theory
takes over the decision-making process no matter how implausible we find
it) and infinite regress (which I will explain soon)?, What kinds of “ought"
claims should these theories strive to answer?, What is the interaction
between these claims and metaethical claims?, and many others. Of
course, many of the interesting questions lie in areas that are not
the special domain of normative uncertainty—for example, moral
philosophy and normative decision theory.

This thesis is not a traditional thesis. Instead of a book-length
treatment of a single topic, it is a collection of essays, each of which
answers a different question:

• When is information valuable under decision-theoretic uncer-
tainty?

• To what extent can we compare value claims made by moral
theories?

• What is the best way to solve the regress problem?

1.1 chapter 2 – information value & decision theo-
retic hierarchies

My first essay is on the value of information.
Information is learning. We might learn empirical facts about the

world, facts about value, or facts about what risks to take. I ignore
information about value in this essay 13 This simplifies things, and
perhaps even avoids fundamental problems for ensuring the value
of information about value is well defined, one of which I explore in
chapter 3.

What should we seek to learn? We must choose what research
directions to pursue as individuals, what to Google, and, as a
society, what research to fund. So we need to understand the value
of information. Because many of these decisions are made under
normative uncertainty, it is worth understanding information value
in this context. But there are also special cases that can only be
understood under normative uncertainty. Society spends significant
resources on philosophers, economists, mathematicians, and others,
and part of their time is spent studying how we should make
decisions. It is natural to wonder how valuable this research is, which
can only be understood in the context of normative uncertainty.

13 MacAskill, Bykvist, and Ord (2020, §9) ignore information about risks and focus on
information about value. Many others only explore information about the world. I
have more to say in chapter 2.
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Gathering information entails a kind of risk: students embark on
a thesis without knowing their eventual destination, organi sations
give grants without knowing the results in advance, and so on. If we
knew the results in advance, the inquiries wouldn’t be informative.
Because gathering information entails a kind of risk, what risks
we ought to accept will determine what we ought to seek to learn.
Things get dicey and perhaps circular when we consider information
about which risks to take. I explore problems related to this in chapter
4, but in my first essay I am ecumenical about different solutions to
these problems.

For my purpose, we must also be able to compare our different
claims about which risks are worth taking. These are the claims of
decision theories, so we need to compare choiceworthiness between
decision theories. If we don’t, then there will be no well-defined
answer as to the value of information about which risks to take. As I
mentioned, I am ignoring value uncertainty. This makes it natural
to assume that all reasonable ways of evaluating risk agree about
the value of acts which can only result in one particular amount of
value. So decision theories agree on the value of sure outcomes, and
disagreement is confined to risky outcomes. Within each decision
theory are the seeds of comparability: the theories tell us which sure
outcomes are equivalent to which risky outcomes, and so ensuring
sure outcomes are comparable across decision theories is all we
need in order to compare risky outcomes. When we ensure that,
decision theories have an attractive property: no theory will assign a
risky outcome a greater value than its greatest possible value nor a
lower value than its lowest possible value. I call this property natural
boundedness.

Some have thought that we ought to accept any free information
because such information cannot make us worse off.14 But when we
consider decision theory, it is clear that not all possible information
is valuable. We might learn that our acts are worse than we had
thought if we learn that a particularly pessimistic decision theory
is true; but the information might not yield any gain in empirical
information or any change in the relative value of our acts (which
might have led to a better choice). I generalise this point by showing
that all decision theories accept information that satisfies a certain
condition I call weak evaluation dominance. If this is satisfied, then we
will accept costless information.

How might we begin to compare different research directions? We
might compare them based on just their overall information value,
and I illustrate how. We might also compare them in a more sophis-

14 This stance is at least somewhat controversial because it is denied by the rivals to
expected-utility theory. I discuss this in the paper.
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ticated way by looking at each interval of probability and comparing
value within that interval. If one source of information dominates
for each of these intervals, then it is what I call stochastically more
informative. If an agent knows some information is stochastically
more informative, then they should consider it more informative in
general. I show that this provides a compelling restriction on the
space of possible decision theories.

In order to derive my results, I appeal to the idea of higher-order
decision theories. In the same way that decision theories tell us how
valuable our acts are under empirical risk, higher-order decision
theories tell us about how valuable our acts are under normative risks
(of lower orders). But what are these higher-order decision theories?
I argue that an earlier interpretation of higher-order decision theories
is mistaken and leads to results that we should not endorse.

A few parts of “Information Value & Decision Theoretic Hierar-
chies ” could have been explored on their own. Namely, I argue
that decision theories produce comparable values when we separate
issues of belief, value, and risk attitudes (§2.4). I also argue that there
may be no deep analogy between higher-order decision theories and
regular old decision theories (§2.7). These sections cover issues that
are deeply related to the core results of the essay, and I could not
separate them in a satisfactory way in the time afforded to me in a
master’s program. Regrettably, this makes the essay longer than is
ideal. A little solace can be found by the weary reader in the fact that
the latter sections can be read separately from each other, as if it’s a
choose-your-own-adventure book with multiple endings.

1.2 chapter 3 – weak comparability

In my second essay, “Weak Comparability,” I relax the assumption
of value uncertainty that underlaid my results about information
value. In order to extend these results to value uncertainty, we would
need a way of comparing value claims. Different things may be
appropriate if we can compare value than if we can’t. If we want to act
appropriately, which comparisons can be made is decision relevant.
Thus, I begin to address what I perceive to be the main barrier I face
in extending the results of my first essay from uncertainty about
decision theories to uncertainty about value.

Much valuable work has been done on this topic, and so I first
review the literature. Some have argued that such comparisons are
impossible or unjustified. One argument against value comparisons
appeals to particular moral theories in particular decision situations
in which it seems impossible to compare the claims of these theories.
Another argument is that moral theories do not, by themselves,



6 introduction

have the resources to allow us to compare them. A third argument
maintains that approaches that rely on comparisons may be suspect.
Since value claims are made by moral theories, this is known as
the problem of intertheoretic value comparisons. Value claims are also
made by utility functions, so this problem is also called the problem of
interpersonal utility comparisons. The problems are formally equivalent
for moral theories that satisfy a set of standard choice axioms (such
as those given by decision theorists), but I focus on the moral aspect.
I think others have provided compelling rebuttals to each of these
arguments.

I then review the most promising approach that would ensure
value is always comparable. This approach normalises the functions
that represent moral theories (or utility) at their variance.15 I illustrate
that this approach, though promising, violates our intuitions in
particular cases.

In fact, I think no approach can account for these cases, and I
produce an impossibility theorem. No such approach will be able
to satisfy determinacy (every act must have an exact, determined
evaluation), consistency (each theory must be combined consistently),
and intuitiveness (the approach must respect our intuitions about the
strength of our various reasons).

Reviewing this literature makes me pessimistic that value compar-
isons can always be made but optimistic that they can sometimes be
made. I call this position weak comparability.

To argue for my position, I start by noting that philosophers
believe a number of peculiar things, not the least of which is that
our ordinary view of the self is muddled. We tend to think that there
is a coherent, stable (yet ever-changing) self. But when we try to
defend this view, we get stuck. In exactly what ways is the person
typing this sentence the same as Riley at five years old? We have
different dreams, desires, memories, and dispositions. We’re made of
different atoms, organised in a structure that bears at most a passing
resemblance.16 Parfit (1984) famously argues that personal identity
is not a deep fact; rather, each of us is a series of people connected
by psychological continuity. Without the supposedly deeper facts of

15 See MacAskill, Cotton-Barratt, and Ord (2020).
16 I’m also not sure what is supposed to be coherent between these two selves (and

perhaps infinite others). I have thoughts and a body, but neither seems satisfyingly
self-contained or coherent: My thoughts are in your head as you read this, and
they are also contained in the many reminders, notes, and lists that I have scattered
around my desk. So perhaps it’s just thoughts that are contained within my body,
but the delineation of my body too seems somewhat arbitrary. Why not draw the
boundary at the edge of my nervous system, rather than at the edge of my skin?
Why not draw it at the edge of the biosphere throughout all history, of which I am
a part that could not survive on its own? My pattern is, after all, just a small part
of the pattern that began with the first self-replicating cell.
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personal identity, I am in no deep sense the same person as I was
at five; rather, I am merely psychologically continuous with selves
that are psychologically continuous with that person. This makes
it seem as if I am not a single person continuous through time but
many people connected by psychological continuity relations, which
are stronger between nearer-in-time selves. I take this view seriously
and apply it to the debate about value comparisons.

I use this view of the self to argue for weak comparability. We can
sometimes compare our opinions, and the value of our experiences,
even though they happen at different times in our lives. For example,
I know that my worst experiences of many years ago were much
worse than my current ones. I also know, when I change my mind,
which attitude is stronger. Because across time it is as if I am many
people, I can (sometimes) compare value across different people.
Because of the similarities between comparisons between people and
comparisons between moral theories, I can also sometimes compare
value across theories. Thus I use this peculiar view to defend my
mundane position.

My conclusion, that only weak comparability holds, makes me
think that the way to apply the model of my first essay to cases
of moral uncertainty must be essentially case by case. The kind of
mathematical model I construct in the first essay would require the
strong-comparability assumption, which I deny with the impossibil-
ity theorem of my second essay.

1.3 chapter 4 – when forced, do your best : how to make

decisions in the face of regress

Ordinarily, norms tell us how we ought to act. Even when we are
uncertain about norms, it remains natural to think that we ought
to act in some way or other. But then how we act under normative
uncertainty is governed by a second set of norms, which we may
also be uncertain about (and we may appeal to still more norms
about how to act under that kind of uncertainty). A natural concern
is that this leads to a vicious regress that makes the kind of project
I embark on in this thesis, especially in my first essay, inherently
suspect. In that first essay I was pluralist about the solution to this
problem; now I address the concern directly.

My own solution is that we can only do our best when we face
a forced choice; and when we see our options clearly, we realise
that we always face a forced choice. The forced choice is between
deciding now and deciding after deliberation. If deliberating before
deciding seems worthwhile given our current considerations, then
we ought to do so; if deciding now seems worthwhile, then we ought
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to do that. Normally, it is clear that deliberating forever is not the
best option, and so we need not consider infinite levels of the regress.
This is how we avoid the regress problem.

I consider two other solutions and argue that mine is superior. I
think the proposal that we ought to deliberate as much as we can
gets particular cases wrong. When we see five cents in the gutter
and wonder whether to pick it up, we should make a quick decision
and save our mental energy for more important matters. Another
proposal says we ought to consider the hierarchy of potential values
that we could place on acts at each level of the regress, and assign
acts the value that lies at the infinite intersection of these value ranges
(one for each level). This solution, like the first, is overly demanding
on real people. We must also make strong assumptions to guarantee
a unique value that intersects each of these value ranges.

I also consider potentially problematic cases for my view—cases
in which agents are idealised such that they don’t face the same
costs of deliberating as I do. My solution works for agents that are
minimally realistic, and this is enough. We do not need to solve the
problems faced by entirely unrealistic agents.

In my first essay, I constructed a hierarchy of decision theories. In
order for information value to be well-defined, we need this hierarchy
to relate somehow to an overall notion of value given (potentially
infinite) uncertainty. My treatment of this issue in my first essay is
relatively short, so you could be forgiven for thinking I take this
issue to be unimportant. But in fact this is a crucial underlying issue,
and my thinking in the third essay led me to my view of information
value in the first.
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2
I N F O R M AT I O N VA L U E & D E C I S I O N T H E O R E T I C
H I E R A R C H I E S

2.1 introduction

An easy way to think about the value of information is as the
maximum amount a rational agent should be willing to pay for that
information. More precisely, the value of information is the price
that would make a rational agent indifferent between how things
are and how things would be if they had the information. Although
it is a price, the value of information is not a dollar amount. The
value of information is equivalent to the value of what a particular
dollar amount could buy when spent optimally. This is not meant in
a narrow sense: we might ‘spend’ money on having more time off,
or on an interesting experience, or on promoting our deepest values.
Willingness to pay for information really just means the value to you of
whatever you would be willing to give up in exchange for that information.
Thus, information value is the maximum a rational agent should be
willing to give up in order to obtain information.

Information comes in different flavours. It might tell you the truth
about decision-critical claims with certainty, or it might only move
your beliefs closer to truth. A claim is decision critical if it affects the
potential value of some act which is available to the agent. It will be
useful to follow an example.

Example 2.1.1 (Drug X). Artemis is deciding whether to take
drug X. Drug X has different effects on different people, but
these effects are exactly determined by genetics. People with
gene A but not gene B experience a pleasant boost to their
well-being, which is persistent and without side effects for
as long as they continue taking X. People with B but not A
experience no noticeable effect from X and usually stop taking
it. Finally, people with both the A and B genes experience six
months of moderate unpleasant side effects, even when they
immediately discontinue taking X. Artemis is unsure whether
they have gene A, gene B, or both.

The first distinction worth making is between perfect and imperfect
information. Roughly, perfect information tells you the truth about

11



12 information value & decision theoretic hierarchies

all relevant claims with certainty, while imperfect information merely
changes your credence in a way that is truth tracking. That is,
imperfect information gets you closer to the truth, while perfect
information takes you all the way there. Let’s continue to develop
example 2.1.1.

Example 2.1.1 (continued) Artemis has two ways of gathering
information related to X, aside from simply taking the drug.
Two genetic tests are available: one tests for only B; the other
tests for A and B. Suppose, for simplicity, that these tests are
entirely accurate, so there is no chance of a false positive or a
false negative.

Only testing for B provides imperfect information. Upon finding
out the results of this test, the test taker may remain uncertain about
the effects of their actions. Suppose the test came back positive for B;
taking the drug may result in either no noticeable effect (if they do
not have the A gene) or six months of moderate side effects (if they
have the A gene).

In contrast, the genetic test for A and B provides perfect infor-
mation. Upon receiving the test results, Artemis would know with
certainty the consequences of their actions. Suppose the test came
back saying that they had both A and B. They would know that they
could stick to the status quo or take the drug and experience six
months of moderate side effects.

Usually, we formalise our empirical uncertainty as uncertainty
about which state of the world will obtain, represented by a prob-
ability function over states. This gives a way of understanding
imperfect information. We imagine an agent finds out which states
of the world do not obtain. Then that agent can assign those states
probability 0 and assign other states a probability in accordance with
conditionalisation.1

When information is about states of the world, the relation be-
tween the value of perfect information and the value of imperfect
information is as follows. The value of perfect information is an
upper bound on the value of imperfect information.2 In our example,

1 Some philosophers allow for alternative updating rules. I expect that my
framework can allow for these rules, though I do not specifically investigate
this issue. If your preferred updating method departs from Bayes’s in particular
instances, this might provide interesting test cases both for my account of
information value and for your updating method. I encourage exploration along
these lines.

2 This is true for Expected Utility (see the discussion in MacAskill, Bykvist, and
Ord (2020, chapter 9)). It is also trivially true for Maximin and Maximax, which
are two of the more extreme cases of Risk-Weighted Expected Utility. Clearly it is
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the value of knowing whether you have gene B cannot be higher
than the value of knowing you have just A, just B, or both.

Information can be about states or about decision theories (or even
about higher-order decision theories). That is, information can be
about how the world is or about how we should decide. So far we
have distinguished between perfect and imperfect information. I now
distinguish between information about the state of the world and
information about what decision-making norms are true or best.

Information can be about empirical facts, expressed as information
about states. I will call this pure-state information. Almost all previous
research focused exclusively on pure-state information,3 and the
above genetic tests are examples of this kind of information. However,
when an agent is uncertain, information can be about what norms are
best to guide their decision-making. We can find out about decision
theories (or about higher-order decision theories). I will call this
pure-normative information. Consider the following continuation of
example 2.1.1.

Example 2.1.1 (continued 2) Artemis is considering two deci-
sion theories, t and t ′. They think these possibilities are equally
likely to be true or best. Artemis has an opportunity to learn
more about decision theory by taking a class at their local
university. After attending this class, they will be 90 percent
sure of the correct way of weighing risk. Before attending the
class, they predict that it’s equally likely that they will assign
90 percent probability to t ′ (and 10 percent to t) and that they
will assign 90 percent to t (and 10 percent to t ′) after taking
the class.

This is an example of pure-normative information. In this case,
taking the decision-theory class would give Artemis imperfect in-
formation about the correct decision theory. Thus, we can say it is
imperfect pure-normative information. Here, by ‘decision theories’ I
mean to include such theories as Maximise Expected Utility and
Maximise Risk-Weighted Expected Utility.4

In my model there is no fundamental uncertainty about value.
I assume that agents would be certain about value if they were
certain about states, and they are only uncertain about the value

true for a wide class of plausible decision theories, although I do not know the
minimal condition that guarantees this property.

3 The only exception I know of is MacAskill, Bykvist, and Ord (2020), whose authors
ignore decision-theoretic uncertainty entirely but allow for moral uncertainty
(which I have thus far ignored).

4 I specifically don’t mean to refer to the evidential-versus-causal debate; see
MacAskill (2013) on decision-theoretic uncertainty of that kind.
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of acts because of their uncertainty about states and about how to
resolve uncertainty about states (and higher-order uncertainty about
uncertainty about how to resolve uncertainty about states, and so on).
Thus pure-normative information includes information that does
not pertain to states of the world, including higher-order decision
theories (see §2.2), but not information about value itself.

Now that we have distinguished amongst perfect, imperfect, pure-
state, and pure-normative information, we might ask, ‘How are these
categories related?’ Information cannot be both perfect and imperfect,
nor pure state and pure normative; however, other combinations are
possible. In table 2.1 I provide examples (related to example 2.1.1) of
each of the possible combinations.

Pure-State Pure-Normative

Perfect Genetic test for A and B
God tells you t or t′ is best,

giving you certainty

Imperfect Genetic test for B only
Research indicates t or t′ is

best, giving you 90%
confidence

Table 2.1: The Intersections of Information Types

Information can also be, at the same time, informative about what
state of the world obtains and what decision theory is best. Thus,
when we use the term information, without qualification, it can refer
to states, decision theories, higher-order decision theories, or any
combination of these. To clarify, both pure-state and pure-normative
information are subsets of information proper. And information,
without qualification, is perfect or imperfect. Thus, information is a
general notion which subsumes all of the types I have listed in this
section.

For those more familiar with other terms, I note, first, that informa-
tion can also be called evidence (though I ignore cases of misleading
or opaque evidence)5 and, second, that it is not the same thing as
Shannon information.6

5 The value of information would most likely translate, in this terminology, into the
value of knowledge (in the sense of Moss (2016)) because the value of our evidence
has to come from the knowledge it gives us.

6 Shannon and Weaver’s (1949) approach takes seriously both the possibility of error
or distortion to messages and the problems in conveying desired information in
the least number of bits. I abstract from these details. I am interested in situations
in which a rational agent should accept a particular piece of evidence, and I
assume they will know exactly what it means when they receive it.
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This chapter is about the value of information under decision-
theoretic uncertainty. In §2.2 I will set up a mathematical model
of information value. Following other authors, I will extend the
uncertainty to higher-order decision theories. In §2.3 I will discuss
previous work and how it relates to my own. It is well established
that the value of information varies with the choice of decision
theory, yet no one has explored the value of information under
decision-theoretic uncertainty (an omission I hope to remedy). It
may seem odd for me to put the background so late in the chapter,
but introducing the model first will allow the reader to get extra
mileage from the notation.

The early sections (§2.1–2.3) set the stage for the later sections,
which can be read largely independently of one another. The main
result is the necessary and sufficient conditions for valuable infor-
mation, presented in §2.5. In §2.6 I will illustrate various measures
of comparative value and show how these give rise to constraints
on normative decision theory. The core results about information
value require comparisons of value across decision theories, so I will
address this issue briefly in §2.4. Later, in §2.7 I will argue against
Trammell (2021) by showing that the interpretation of higher-order
decision theories as exactly analogous to ordinary decision theories
is misguided. I will finish with a minor worry about my framework
in §2.8; this worry is easily dismissed.

2.2 a model of information value

This section sets up the formal model for the rest of the chapter. We
need to define objective and subjective choiceworthiness, decision
theory, beliefs, and the relations amongst all of them. To make things
sufficiently general, I do not stop at decision-theoretic uncertainty;
instead, I extend the discussion to a hierarchy of higher-order de-
cision theories. We must also understand information, formalised
as messages and signals. These concepts together will allow us to
formalise information value under decision-theoretic uncertainty.

In the first subsections, I will draw heavily from Trammell’s (2021)
model of choiceworthiness and the hierarchy structure, though the
exposition is my own. In §2.2.3 I will depart from Trammell. From
§2.2.4 onwards my discussion is inspired by the economics literature
on information value.7 Later, in §2.7, I will return to Trammell for a
critical note.

Building my model requires devising a lot of mathematical struc-
tures, which I believe to be illuminating. However, after seeing these
results you may still want to modify the framework, extend it, or

7 See Lawrence (1979, chapter 1) for a review.
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argue against the whole thing in its entirety. I trust that laying out
the model with mathematical precision will aid you whatever your
later goals.

2.2.1 Objective and Subjective Choiceworthiness

Let there be a finite set of feasible acts, A = {a1, ...,a|A|}, and a
finite set of possible states, S = {s1, ..., s|S|}. The function u assigns
real values to state-act pairs (also known as outcomes).8 These are
an agent’s objective-choiceworthiness values of outcomes. Following
Savage (1954), we can interpret outcomes as good or bad states of
affairs. States are features of the world that may affect the state
of affairs but are not determined by an agent’s actions. There are
multiple possible interpretations of utility. It could be that agents
know how valuable various outcomes are to them, know facts about
their own welfare,9 or perhaps know how valuable outcomes are
in the moral sense.10 My model allows for any of these possible
interpretations. Depending on your interpretation, choiceworthiness
might be objective only in the sense that its value is not defined
relative to an agent’s beliefs. So objective-choiceworthiness values
may differ amongst agents. All I propose is that there are facts about
the choiceworthiness (for an agent) of various state-act pairs and that
the agent knows these facts.11

Formally, we can define objective choiceworthiness for a given
utility function:

Definition 2.2.1. The objective choiceworthiness of a, given s, is the ith
element of the |A|-vector u(A, s).

To simplify the terminology throughout, I denote the objective
choiceworthiness of an outcome as u(a|s). We can further denote the

8 We can avoid the debate about causal versus evidential decision theory by
assuming the probabilities of states are independent of the chosen act. See
MacAskill (2016b) for a discussion of these issues in the context of decision-
theoretic uncertainty.

9 See, for example, Fryxell (n.d.).
10 We also might extend this to moral uncertainty. The most obvious approach would

be to make S richer by including moral theories and having the agent accept a
normalisation method that yields real values that are comparable (see, for example,
MacAskill, Cotton-Barratt, and Ord (2020)). In this case, the results will apply with
only minor modification to my framework. If values are not comparable (I think
they are not; see chapter 3) or moral theories cannot be represented as assigning a
single real value to each act, then the model will have to be more complicated. If
so, perhaps the best approach will be to model information value in the context
of a single interesting case study, rather than in general (this is the approach of
MacAskill, Bykvist, and Ord (2020, §)).

11 See Trammell (2021) for further treatment of the relation between objective and
subjective choiceworthiness.
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|S|-vector of possible objective-choiceworthiness values of some act a
as u(a), and we can denote the |A|× |S| matrix, generated by u(A, S),
that specifies possible objective-choiceworthiness values for all acts
as u(A).

In assuming that the set of real numbers, R, is rich enough to
capture objective choiceworthiness, I have ruled out lexicographic
preferences. I make the further assumption that objective choicewor-
thiness is measured on a cardinal scale: the relative distance between
pairs of acts is meaningful, and u is unique up to positive affine
transformations.12 This seems plausible and allows for the mathe-
matics to be more simple than they would be otherwise, though I
welcome extensions of this framework to allow for lexicographic or
merely ordinal objective choiceworthiness.

Throughout, the agent’s rational beliefs will be represented by
probability distributions that satisfy the Kolmogorov probability
axioms.13 In addition, I will assume probabilities obey conditional-
isation and the principal principle.14 I will fully define an agent’s

12 Note the difference between this approach and that of axiomatic decision theory. I
assume there is a cardinal objective-choiceworthiness scale that may be represented
by a function mapping from outcomes to R. The Von Neumann and Morgenstern
(1944) approach is to show that if an agent’s choices satisfy some axioms of
decision theory, then there is a representation of their decision such that they
maximise the expectation of some utility function unique up to positive affine
transformation. Other axiomatic approaches are similarly motivated, though they
differ in the details. I am implicitly assuming that when an agent is certain
about the objective choiceworthiness of an act, the subjective choiceworthiness
of that act exactly equals its objective choiceworthiness and that when an
agent is uncertain, subjective choiceworthiness is at least constrained by natural
boundedness (see §2.5). Trammell’s approach is more elegant; in giving structure
to subjective choiceworthiness first, he does not need to (even implicitly) assume
any additional structure, as it all flows down from the top. Because I think objective
choiceworthiness is the primitive notion, I forgo this elegance.

13 I need to clarify two points. I consider the probability distribution over states as
an example here, but my point applies to probability distributions everywhere in
this chapter. First, credences do not act directly on states; instead they act on sets
of states (often called ‘events’). Thus, we need to generate a collection of subsets
of S containing S and ∅ which is closed under complementation and countable
union. This collection of subsets is a σ-algebra, so naturally we might call it σ(S).
To save space, though, I will refer to the ‘probability distribution over states’ rather
than the ‘probability distribution over sets of states’. Second, this probability
distribution over S satisfies the Kolmogorov axioms if three conditions are met.
(1) For all oi ∈ σ(S), p(oi) > 0. (2) p(S) = 1. (3) For any countable sequence
of disjoint oi, p(∪∞i=1oi) = ∑∞i=1 p(oi). For those not already familiar with the
modern foundations of probability theory, rest assured these are all standard
assumptions which generate an intuitive probability measure (see D. Williams
(1991, part A), for example). The controversial assumption here is that beliefs
can be represented with probability. See Joyce (1998), Joyce (2010), R. Bradley
and Stefansson (2017), Pettigrew (2016), and Steele and Stefánsson (2020, §5) for
discussion. I leave aside these more complicated issues relating to rational belief.

14 Conditionalisation is essentially the claim that upon encountering some evidence
E, an agent comes to believe that their prior beliefs are conditionalised on E.
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initial beliefs later in this section. For now it is enough to note
that for all s ∈ S the agent initially assigns a positive probability
to s. We can call this probability distribution over possible states
P(S) = {p(s1), ...,p(s|S|)}.

From this probability distribution over possible states we can
construct a probability distribution over possible objective-choice-
worthiness values for each act. Let P|A| be the set of all finite prob-
ability distributions in R|A|, and let some P (u(A)) ∈ P|A| represent
the choiceworthiness distribution entailed by u.15

Definition 2.2.2. A choiceworthiness distribution, P (u(A)), is a proba-
bility distribution over possible choiceworthiness values, u(A).

Given this distribution in the objective-choiceworthiness values of
acts, there is still a sense in which some acts are more appropriate to
choose than others. Consider this example.

Example 2.2.1 (An Obvious Choice). Bjørn sits at a desk with
two buttons. An enormously powerful alien god has wired
these buttons to do incredible things. One button brings about
one of the best of all possible worlds for Bjørn, taking full
account of all that is valuable to Bjørn. The other button would
end Bjørn’s life, as would refusing to press either button. Bjørn
is almost, but not quite, certain that the left button (L) is the
one that would create the best of all possible worlds for them.
They are also almost, but not quite, certain that pressing the
right button (R) or failing to choose would bring about their
early demise.

In this example, Bjørn knows how objectively choiceworthy such
state-act pairs as ‘pressing L if the alien god wired L to bring about
one of the best of all possible worlds’ is. But they do not know which
act is objectively the most choiceworthy, because they are not entirely
certain which button is which, and they are therefore uncertain of
the effects of pressing the button. However, it is obvious to me that
they should still press L despite it not being guaranteed to be the
most objectively choiceworthy. Relative to their beliefs, L is their best

In assuming this, I am simplifying things a bit, such that an agent can never
receive a later piece of evidence that claims that an earlier piece of evidence was
wrong, nor can they misinterpret any piece of evidence or be uncertain which
piece of evidence they received. Further work might try to relax this assumption.
Meanwhile, the principal principle states that for any state s, an agent’s belief
in s is their expectation of its objective chance. See Pettigrew (2016) for further
discussion.

15 Many other probability distributions would serve the purpose of P (u(A)). See
Trammell (2021, p. 6-11) for discussion.
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choice; if they press it, they will with near certainty enter the best
possible world. If they don’t press it, they will almost certainly or
certainly die (depending on whether they press R or fail to choose).
Pressing L is, in a belief-relative sense, best.

Examples such as 2.2.1, and more realistic examples, motivate the
notion of subjective choiceworthiness.16 Sometimes certain acts are
best despite our uncertainty about their objective choiceworthiness.

Notice too that this sense of choiceworthiness depends on our
beliefs about the world. If Bjørn were almost certain that pressing
R would lead to the best possible world for them, and if they were
certain that only one of the buttons would have that effect, then
pressing R would be subjectively best (or most choiceworthy). Notice
too that these two senses of choiceworthiness need not lead to the
same answers: I retain my intuition that the subjectively best thing
the agent can do in example 2.2.1 is press L even if the actual state
of the world is such that this would kill them.

I will represent subjective choiceworthiness with a function v that
assigns to each act in A a real number which will be sensitive to an
agent’s utility function and their initial set of beliefs about relevant
claims.17

When agents don’t know the objective-choiceworthiness values
of their acts, they must choose under uncertainty. Decision theories
tell us how to evaluate our options under empirical (or pure state)
uncertainty. Decision theories can be descriptive of how we actually
make decisions or tell us with normative force how we should
evaluate our options. I am here interested in decision theory as
an answer to the question of how a rational agent should weigh risky
options. When decision theories are normative, they tell us about
subjective choiceworthiness. Here I discuss the kind of claims that
normative decision theories may give about value in a general way.
In §2.3 I will discuss some extant proposals from the literature.

Implicit in decision theories’ value claims are deontic claims. When
we know how valuable our acts are, we know how to act. It is obvious

16 In the real world, there are many hard cases, in which we do not know which
option is subjectively best. I have abstracted from some of the details of how this
might come about: in the model, agents always have fully specified, precise beliefs
about states, and they always know exactly how valuable outcomes are. You might
relax these two assumptions if you wish to account for hard cases, but there are
other ways of doing so. This chapter supposes decision-theoretic uncertainty is
an infinite hierarchy, and it gives several ways that subjective choiceworthiness
might still be well defined despite this in §2.2.3. Among others, we could allow
the agent to be uncertain exactly how to ensure subjective choiceworthiness is well
defined. Or we could give the agent other cognitive limitations; for example, we
could accept Trammell’s solution but give an agent the ability to merely estimate
the subjective choiceworthiness for themselves.

17 The structural assumptions I made about u need not be made again here; they
follow directly from the relation between u and v.
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that when agents are certain, they should simply pick the option
that has maximal value. The same is true when acts have uncertain
outcomes. We should take whatever act is most valuable in light of
our uncertainty. So in making claims about how valuable our acts
are, decision theories also make deontic claims about what an agent
should do in a situation—claims about which of their acts are rational
and which are irrational. I take it as a primitive that an agent should
maximise subjective value when objective and subjective values are
not co-extensive.18 Thus, while my model emphasises the evaluation
aspect of decision theory, one could equally well emphasise the
choice aspect.

In cases in which we face risk, decision theories are claims about
subjective choiceworthiness.19 Formally, a decision theory assigns to
each act a real number representing its subjective choiceworthiness.
Decision theories take into account an agent’s choiceworthiness
distribution—in other words, the probability distribution over possi-
ble objective-choiceworthiness values for their acts.

Definition 2.2.3. A decision theory is a function t : P (u(A)) → R|A|

that represents claims about subjective choiceworthiness.

So, given some probability distribution over objective-choiceworth-
iness values (given by an agent’s uncertainty about the state of
the world), a decision theory makes claims about the subjective
choiceworthiness of acts. A decision theory takes into account both
how likely various possibilities are and how valuable they are
according to the objective evaluations of u. That is, it accounts for
how valuable an agent’s acts are not only in terms of the objective
value of outcomes, but also in terms of risk.

In §2.3 I will discuss in more detail the decision-theoretic proposals.
For now, I ask that you take it as given that decision theories
are, in their most general form, functions mapping from proba-
bility distributions over objective choiceworthiness to real numbers
that represent claims about subjective choiceworthiness. If these
subjective-choiceworthiness value claims are comparable, and if one
decision theory assigns x to a and another assigns y to a, where
x > y, then we will say both that a is more choiceworthy according
to the first theory than the second and that it is more choiceworthy

18 This is a decision-theoretic claim that sits outside of the hierarchy. I do not aim to
model agents who are uncertain about this.

19 Technically, here and elsewhere, I am being a little loose with my language.
Decision theories make claims about what subjective choiceworthiness ought to be
relative to an agent’s objective-choiceworthiness distribution (but not, for example,
relative to their distribution over decision theories). In the language of Trammell
(2021), decision theories make claims about what subjective choiceworthiness
1-ought to be. Because it is always clear from the domain of the function what
information these claims are relative to, I do not mention this explicitly each time.
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by x− y > 0. In §2.4 I will discuss whether the evaluations given by
decision theories are comparable. For now, I suppose that they are.

2.2.2 The Hierarchy Model of Decision-Theoretic Uncertainty

I am departing from most of the decision-theoretic literature in a very
important way. Usually, subjective choiceworthiness is understood to
be the value that a decision theory assigns. For me, decision theories
do not assign subjective choiceworthiness directly, except in the spe-
cial case in which an agent accepts a single decision theory. Instead,
decision theories make claims about subjective choiceworthiness.
These claims tell us what subjective choiceworthiness would be if an
agent accepted a certain decision theory (that is, if they knew it to be
true). Because I wish to model decision-theoretic uncertainty, these
are claims about which an agent who is uncertain which decision
theory is true will also be uncertain.20

To make an analogy, first imagine a gymnastics routine that is
judged by a single person. After each routine, that person assigns a
score. That score represents how good the routine is. Now imagine
a panel of judges. After a routine, each member of the panel does
not assign the final score; instead, they make a claim about what the
final score should be. Each judge only contributes to determining
the overall score; none can assign a score. Similarly, under decision-
theoretic uncertainty, each decision theory makes a claim about the
value of an act, but none can assign value on their own.

This allows me to clarify what subjective choiceworthiness is. The
idea is that there is a sense of subjective ‘all things considered’
value.21 Most of the literature considers objective choiceworthiness
and uncertainty about states. Normally, decision theories can deter-
mine subjective choiceworthiness because they can handle all of the
relevant uncertainty. Modelling decision-theoretic uncertainty makes
things more complicated, as that uncertainty means decision theories
can only make claims about subjective choiceworthiness.

20 I leave out the special case in which an agent is uncertain about decision theories
that assign all of their acts the same value. This could arise if the set of available
acts is such that theories agree on the value of those acts, while disagreeing about
the value of other possible acts that the agent does not actually face. In this case,
only a slight modification is needed to amend my claim. Here, assigning values is
what decision theories do, so if different theories assign the same values to acts
across any possible triple < S, A, u >, this is a problem with theory individuation.

21 Some might be sceptical that there is such a thing as subjective choiceworthiness
for agents who are uncertain about decision theories. Although I will assume there
is, I note that (the moral-uncertainty equivalent of) this claim is controversial; see
Harman (2015), Hedden (2016), and Weatherson (2014).



22 information value & decision theoretic hierarchies

I closely follow Trammell’s (2021) approach here.22 I will construct
a (potentially infinite) hierarchy of higher-order decision theories
that represents all of an agent’s uncertainty.

First, I need to motivate the notion of a meta-level theory. What
would it mean to have a theory of subjective choiceworthiness under
decision-theoretic uncertainty? The answer is that the theory would
give us an understanding of how to evaluate options. That is, the
theory would make claims about subjective choiceworthiness. These
claims would differ from those of decision theories because decision
theories take into account empirical risk, while this theory would
take into account a different form of risk: decision-theoretic risk.
Decision-theoretic risk is the risk we face in virtue of our uncertainty
about which decision theory is true. If, for example, we endorse a
decision theory that says we should maximise only the maximum
possible value, and it turns out that this is not the best way for us to
make decisions, then our decisions will be worse. It is beyond the
scope of this chapter to discuss in depth what a plausible meta-level
decision theory would claim, although I discuss an interpretation that
fails in §2.7.

How can we represent a meta-level theory mathematically? This is
surprisingly simple. A meta-level theory tells us how to evaluate our
options given a distribution of subjective-choiceworthiness claims
made by decision theories.23 So it may be represented as a func-
tion mapping from a probability distribution over the real-valued
subjective-choiceworthiness claims to the set of real numbers. So that
this gives a value for each act, we say that the function takes for its
argument a probability distribution over a real-valued |A|-vector and
that the output of the function is also a real-valued |A|-vector.

Although this is all you need to set up a model of decision-theoretic
uncertainty, there is an obvious way to generalise such a model.
Namely, if we allow an agent to be uncertain about which decision
theory to accept, we may also allow them to be uncertain about
which meta-level decision theory to accept.

This gives us another shift, parallel to the shift from decision
theories to meta-level decision theories. Normally, decision theo-
ries assign subjective-choiceworthiness values, but under decision-
theoretic uncertainty, decision theories only make claims about sub-
jective choiceworthiness. Under meta–decision-theoretic certainty,
meta-level decision theories assign subjective choiceworthiness, but
under meta–decision-theoretic uncertainty they only make claims

22 Note that Trammell draws inspiration from Mertens and Zamir (1985) and Lipman
(1991), amongst others.

23 The claims derive from the decision theories themselves and from an agent’s
probability function representing their rational beliefs about which decision
theories might be true.
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about subjective choiceworthiness. When we were dealing with a
distribution over subjective-choiceworthiness value claims made by
decision theories, a meta-level decision theory assigned subjective-
choiceworthiness values that took uncertainty into account. Now we
have a distribution over subjective-choiceworthiness claims made by
meta-level decision theories, and we want a theory that tells us how
subjectively choiceworthy agents’ acts are under these conditions.
We might call such a theory a meta-meta-level decision theory.

Note the formal similarities between a meta-meta-level decision
theory, a meta-level decision theory, and a regular decision theory.
Each is most naturally represented by a function mapping from a
probability distribution over value claims, with one distribution for
each act, to a value claim for each act. When you see clearly the shift
from decision theories to meta-level decision theories to meta-meta-
level decision theories, it is apparent that this is part of a pattern. We
could talk about meta-meta-meta-level decision theories in the same
way. We could also extend this to even-higher-order decision theories.
A natural hierarchy emerges.

Figure 2.1: A Natural Hierarchy of Decision Theories (with value ranges
on the x-axis)

The rest of this section formalises this idea.
Let us quickly do some housekeeping. Talk of meta-meta-meta-level

decision theories is clunky, and it becomes clunkier for higher-order
decision theories. There is perhaps no upper bound on how clunky
it might get. We can simplify the terminology by calling decision
theories 1-theories. Meta-level decision theories thus become 2-theories,
and so on.
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Let us also briefly turn to an agent’s beliefs before defining the
hierarchy. We can say that the set of all relevant claims is S, which
includes the set of possible states, the set of possible decision theories,
and the many sets of possible higher-order decision theories.

Definition 2.2.4. The set of all relevant claims, S, is the Cartesian
product S × {1-theories} × {2-theories} × {3-theories} × ...

Definition 2.2.5. The agent’s initial beliefs, P(S), specify a probability
distribution over S.

Thus we assume that an agent has a set of rational beliefs about all
of the relevant claims. This is a rather strong assumption: not only
must the agent’s beliefs be represented by a probability function,
but this probability function is almost gratuitously complex, as it is
defined over potentially infinitely many collections of things. This is
not as bad as it appears. Some views of how subjective choicewor-
thiness relates to this hierarchy maintain that an agent is uncertain
only about a finite number of sets of meta-level decision theories. At
least some of these views are motivated by the idea that we mortal
humans cannot reason about an infinite number of things.24 Thus,
the probability space is infinite-dimensional if and only if that is
what we require for our view of the relationship between decision-
theoretic hierarchies and subjective choiceworthiness. In specifying
beliefs, I am being permissive about these views, but a restricted
view can be easily captured by my model.25

Back to the hierarchy. At each level of the hierarchy, (k+1)-theories
take as their input a distribution over subjective-choiceworthiness
claims made by k-theories. We can call subjective-choiceworthiness
claims made by k-theories k-choiceworthiness claims. We can now de-
fine the hierarchy recursively with the concepts of k-choiceworthiness,
k-choiceworthiness distributions, and k-theories.26

Definition 2.2.6. The k-choiceworthiness of an act a, vk(a), is what an
act’s subjective choiceworthiness would be if that agent accepted the
true k-theory but remained the same in all other respects.

Specifically, the relevant respects are that the agent has the same
utility function u over the same set of available actions A and the
same set of states S, and their beliefs about (k−n)-theories are the

24 See, for instance, Zimmerman (2008) and chapter 4.
25 One could also extend this to transfinite ordinal orders of uncertainty, as Trammell

(2021) does.
26 Technically, to talk about a finite set of acts of arbitrary size, we should modify

definition 2.2.8 to speak of a family of functions {tnk } : Pn → Rn, one for each
n ∈ N. However, it is obvious that we can take A to be of size |A|, as identical
reasoning applies to any other n.
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same as those entailed by P(S) for all n such that 1 6 n < k. I speak
of ‘truth’ in this definition to ensure that k-choiceworthiness is the
correct target of the value claims made by k-theories.

Definition 2.2.7. A k-choiceworthiness distribution P(vk) ∈ P|A| is a
probability distribution over k-choiceworthiness values for some
finite set of acts A.

Definition 2.2.8. A k-theory is a function tk : P|A| → R|A| representing
claims about the k-choiceworthiness of the acts in A given the (k-1)-
choiceworthiness distribution P(vk−1).

Note that a k-choiceworthiness distribution is derived from k-
theories and their probability distribution P(tk), and P(tk) comes
directly from an agent’s initial beliefs P(S). To make the exposition
simpler, we can denote the minimum k-choiceworthiness value of act
a (that is, min vk(a)) as vk(a). Similarly, we can denote the maximum
value as vk(a) and the k-choiceworthiness range as

[
vk(a), vk(a)

]
.

These three definitions are interdependent, and together they for-
mally define the hierarchy.

2.2.3 Subjective Choiceworthiness and k-choiceworthiness

Example such as 2.2.1 motivate the idea of subjective choiceworthi-
ness. Here, my goal is to capture how subjective choiceworthiness
could be determined by this underlying hierarchy structure.

Recall that each k-theory makes claims about subjective choice-
worthiness, which I call k-choiceworthiness claims. We have now
constructed a structure in which an agent has a distribution of
choiceworthiness values at level k− 1 and some theories at level k
that make subjective-choiceworthiness claims, and this generates a
distribution of choiceworthiness values at level k. And subjective
choiceworthiness is an all-things-considered evaluation of an agent’s
options: it takes into account not only their uncertainty about states
but their uncertainty about theories at various levels. There are at
least two views of how subjective choiceworthiness relates to the
hierarchy structure we have set up.

One view is that this process will not continue forever. Instead,
there is a privileged level k∗ such that the agent accepts a single
k∗-theory.

Definition 2.2.9. An agent accepts a k∗-theory when their probability
distribution P(tk∗) over theories at level k∗ assigns positive probabil-
ity to only one k∗-theory.
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There are many different ways that an agent could accept a theory
at k∗. For example, they might know the correct k∗-theory;27 or they
might accept a single k∗-theory for pragmatic reasons—for example,
because they cannot reason at any higher level28 or because the costs
of further deliberation are too high.29

If an agent accepts a single theory at k∗, then the subjective
choiceworthiness of each act, v(a), will be well defined. Subjective
choiceworthiness will simply be k∗-choiceworthiness. On this view,
subjective choiceworthiness is the kind of choiceworthiness that takes
into account all of an agent’s decision-theoretic uncertainty (which
is finite) in the appropriate way (which they accept). Subjective
choiceworthiness is truly the kind of choiceworthiness that takes
into account all of the relevant claims, and we can redefine S as
the finite Cartesian product S × {decision theories} × {2-theories} ×
{3-theories} × ... × {k∗-theories}.

This is not the only view. On another view, there might not be
a privileged k∗ such that an agent accepts a single k∗-theory. In
this case, there might be unboundedly many possible subjective-
choiceworthiness value claims made by unboundedly many or-
ders of k-theories. Instead of thinking about these values individ-
ually, we might think of the range of possible values given by the
choiceworthiness distribution at each k—that is, the sequence of k-
choiceworthiness ranges

{[
vk(a), vk(a)

] ∣∣∣k ∈N
}

. If a number falls
outside the range of possible k-choiceworthiness values for any k,
then the agent is certain this is not the subjective-choiceworthiness
value of a.30 Thus, subjective choiceworthiness must lie at the inter-
section of these choiceworthiness values: v ∈

⋂∞
k=1

[
vk(a), vk(a)

]
. If,

for some act, there is a unique value that lies at the intersection of
all possible choiceworthiness ranges, then the agent is certain of the
value of that act. We can say that unique evaluation occurs when this
is true for every act.

Definition 2.2.10. Unique evaluation occurs when there is a single
real number v(a) ∈ R such that v(a) =

⋂∞
k=1

[
vk(a), vk(a)

]
for each

act a ∈ A.

27 I take it that this is Tarsney’s (n.d.) preferred view. However, while he argues that
we know the correct decision theory, I only need to have an agent accept a single
theory for some k∗ ∈N.

28 This is the view of Zimmerman (2008).
29 This is my own view. See chapter 4.
30 Trammell (2021) derives this from what he calls the dominance principle. I give

the intuition here, and formally I state it in definition 2.2.10. I do not feel the need
to justify it with more basic principles because this chapter is not primarily about
the regress problem and here I am a pluralist about how to solve it. Note that it
could be justified by an extension of the naturally bounded principle (definition
2.5.2).
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In a sense, unique evaluation occurs when an agent has certainty
across all levels, regardless of their uncertainty at any particular
level. At every level k, the agent is uncertain, but they know sub-
jective choiceworthiness cannot fall outside of their possible value
range at that k. They thus rule out some possible values for each
k. Likewise, when they take their uncertainty in every order of
the hierarchy together, they are able to rule out every possibility
except one: the unique evaluation. Thus, on the second view, the
all-things-considered subjective-choiceworthiness value of an act is
what emerges when the agent considers all of their uncertainty and
realises there is but one possible value. The necessary conditions for
unique evaluation to occur have been explored by Trammell (2021),
who outlines three principles that guarantee unique evaluation. In
§2.7 I will discuss one of these principles further. Other authors
have expressed hope that unique evaluation occurs but have not
attempted to specify the conditions that guarantee its occurrence.31

So either subjective choiceworthiness is an accepted claim about k∗-
choiceworthiness, or it is the unique value across all k-choiceworthiness
distributions. For my theorems, I am agnostic about which of these
views to take; where not otherwise specified, you can assume either
is true. My framework, however, requires at least one of them to be
true so that v is well defined.32

2.2.4 Information: Messages and Signals

I now turn to information, which I will formalise in terms of mes-
sages. An agent receives a message, and upon receiving this message,
their beliefs change. This message is information. And there is a set
of possible messages, called a signal, that an agent could receive.

Recall example 2.1.1. Artemis had to choose whether to try drug
X and had a few information sources available. Artemis could have
received empirical information about their genes; I named this type
of information pure state. Artemis could also have attended a class on
decision theory that would give them what I named pure-normative
information. We also saw that for either type of information, it would
be perfect if it resolved all of the decision-relevant uncertainty, and
imperfect otherwise. Importantly, information proper is supposed to
capture all of the possible intersections of these types of informa-
tion.33

31 Sepielli (2017) and Tarsney (2017) hope for ‘convergence’, while Trammell (2021)
illustrates that what I call unique evaluation is the more general version of
convergence in this context.

32 Information value when subjective choiceworthiness is not well defined may well
be incoherent, and this case is beyond the scope of this chapter.

33 I gave examples of these intersections in table 2.1.
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Our definition should capture information in this general sense.
To achieve this, a message is defined here as a subset of the set of
all relevant claims. Recall that we constructed the set of relevant
claims as the Cartesian product of the relevant claims about states
and theories at every k, and we denoted it S.

Definition 2.2.11. A message, m ∈M, is a subset of S.

If we want to be more specific, we can say that a pure-state
message, mS, is a subset of S while a pure-normative message, mN,
is a subset of the Cartesian product of k-theories for all k.

Importantly, an agent does not know what a message says before
receiving it; otherwise it wouldn’t count as informative. Instead,
they know what a collection of possible messages might say, and
they know their beliefs about which messages are more or less likely.
Thus, we also need to define a set (or collection) of possible messages.

Consider what would happen if some region of S existed such
that no message can induce positive probability for any claims in
any part of that region. The agent would know that their beliefs
after receiving m will not assign positive probability to claims in
that region, no matter the message, and that agent would assign any
relevant claims probability 0 prior to receiving the message.34 Thus
the signal must cover, without gaps, all of the claims to which an
agent assigns positive probability. If there are gaps, the agent cannot
assign these claims positive probability.

An elegant mathematical formalism that ensures this condition is
met is to treat the collection of messages as a partition over S. This
guarantees that messages are mutually exclusive and collectively
exhaustive of S: for every claim to which an agent initially assigns
positive probability, there is a message they could receive that would
leave them with a positive belief in that claim.

Definition 2.2.12. A signal, M = {m1, ...,m|M|}, is a partition over S.

A message is general because the notion of a subset is general.
It could be a maximally specific subset that specifies a single state
and a single theory for each k. If a message is a maximally specific
subset, it will give an agent perfect information. A subset may also
be less specific, giving an agent imperfect information. There are
many ways for a subset to contain more than a single possibility for
at least one relevant claim, and so information can be imperfect in
many different ways. There is only one way for information to be
perfect, but many ways for it to be less than maximally specific.

We also want to capture cases in which information is imperfect
with respect to a single k-theory—for example, when an agent finds

34 So long as they update via conditionalisation and are aware of this fact.



2.2 a model of information value 29

out that Expected Utility is less likely than they thought but they
don’t definitively rule it out. This can be formalised somewhat
awkwardly by splitting some k-theories into two k-theories that
each make the same value claims as the original and then assigning
them jointly the probability assigned to the original k-theory. Then
an agent can find out that only one of these is false and update
accordingly.

Exactly how S is partitioned will give us different kinds of infor-
mation. For example, each m could specify exactly one claim about
the state of the world and one k-theory for each k, in which case m
would always give perfect information. Alternatively, some m could
allow for multiple possibilities, or every m could. Thus there are
many possible structures made possible by the notion of a partition.

So far we have defined information as a subset of S and the
collection of possible pieces of information as a partition over S. We
still have some things to clarify.

If information is valuable, this is in virtue of its ability to change
our minds. For any possible message, an agent will know their
conditional probability distribution upon receiving that message.
Given an agent’s initial beliefs P(S),35 we can calculate the probability
distribution they will have upon receivingm by assigning probability
0 to the relevant claims not contained in m and assigning probability
to the remaining claims according to conditionalisation. I will denote
this P(S|m). Given an agent’s initial beliefs, we can also calculate
their probability of receiving a particular message m as p(m|S). I
will denote this p(m). Let P(M) denote the distribution that gives us
p(m)’s, one for each m ∈M.36

2.2.5 Information Value

Upon receiving a message, an agent’s beliefs will change. This may
change their evaluations of acts via changing the probability of
various outcomes, via changing the way risk is subjectively evaluated,
or both. Indeed, subjective values are belief dependent. We can
thus specify that v denotes subjective choiceworthiness relative to
the agent’s initial beliefs P(S). vm, in contrast, denotes subjective
choiceworthiness relative to their beliefs conditioned on m, P(S|m).
Information can change their probability distribution over states
and their probability distribution over theories at every level; so this
change is both about the likelihoods of different outcomes given
their acts and how they evaluate their risky acts.

35 Recall that this denotes the agent’s initial probability distribution over S.
36 Note that this is not the probability of receiving any message m, which is 1.
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Earlier I said that the value of information is whatever a rational
agent should be willing to sacrifice in order to obtain the information,
which I will denote with the symbol ψ. That is, without knowing
which message m they will receive, they are indifferent between
receiving the information at a price of ψ and not receiving the
information, where price is defined broadly. Economists might call
this the demand price of information. Now that we have made the idea
of subjective choiceworthiness explicit, we can make this idea more
precise.

We can formalise the cost of obtaining information with the aid
of the notation A(−ψ), which denotes the set of acts available to the
agent in the nearest possible world in which they pay ψ for m. This
set is equal to A if ψ = 0. Acts in A may correspond to only slightly
modified versions in A(−ψ)—for example, if I pay $1 for information
about whether it will rain or shine and then wear my raincoat as
I would have done without the information. Or they may have no
corresponding act, as when ψ is high enough to render that act
impossible; for example, if I spend all of my money on information
about which house is best, I will not have an action that is just like
‘buying a house without information available to me’ available. In
cases of negative ψ, the set A(−ψ) may be more expansive than A.

The value of information is whatever price ψ makes accepting
the information at that price exactly as subjectively choiceworthy, as
captured in v, as rejecting that information.

Definition 2.2.13. The value of information, ψ, is the solution to the
following equation:

v

(
max

a∈A(−ψ)

vm(a)

)
= max

a∈A
v(a)

First consider the left-hand side. Overall, the agent pays ψ for
information, then, upon receiving that information, chooses their
best act. They choose from the acts available after paying ψ, A(−ψ),
given their evaluations of their acts conditional on m, vm. Outside
of the brackets, we realise that they do not know in advance which
information they will receive (if they did, it wouldn’t be information!).
Given their probability distribution over possible messages, and
their knowledge of how they will act optimally upon receiving
some information or other, they get a distribution over subjective-
choiceworthiness evaluations of their own optimal acts given each
possible message (we do not need to take into account varying
values of ψ at this stage, because that varies at the level of the
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whole equation). 37 I propose in this equation that they evaluate
that distribution over possible subjective-choiceworthiness values
according to their subjective-choiceworthiness function v prior to
receiving any information.38 Thus, the left-hand side as a whole is the
value of receiving information at the cost of ψ, from the perspective
of the agent before they know what that information says but when
they do have a fully specified distribution over what information
might say and with knowledge about how they will evaluate their
acts conditional on m (and thus knowledge about how they will act
after receiving m).

On the right-hand side of this equality we have the value of the
best act available, as captured in v, without information. This is the
value of acting without information.
ψ is supposed to capture the value of information—that is, the

most a rational agent would be willing to pay. We set ψ to whichever
number ensures the right-hand side and left-hand side of the equa-
tion are equal. In other words, ψ is the price of information that
would make the agent indifferent between paying for information
and then acting (on the one hand) and acting without it (on the
other).

Importantly, the actual price of information may be different from
ψ. When what we must sacrifice to obtain information is worth less
to us than ψ, the information is more valuable than its actual price,
and we should obtain it. When we must sacrifice something worth
more than ψ to obtain the information, the cost is too great and we
should not obtain it.

This model is quite general, and it is worth noting that it coincides
exactly with ordinary models of information value when information
is pure state and the agent evaluates their options by their expectation
of value (that is, v(a) = Esu(a|s)).

In this section I have developed a model of decision-theoretic
uncertainty in which there is a hierarchy of k-theories which all make
claims about k-choiceworthiness and about which an agent has well-
specified beliefs. I built these notions from an initial discussion of
objective and subjective choiceworthiness. In this hierarchy model, I
was able to define information as messages which form a partition (or
signal) over the set of relevant claims, and I formulated an equation
that formalises the value of information.

37 So we should really write v
(
P
(

maxa∈A(−ψ)
vm(a)

))
= maxa∈A v(a).

38 This is a little awkward given that we originally defined v over objective-
choiceworthiness distributions. Using v here makes intuitive sense because v
captures the agent’s all-things-considered evaluations of distributions of value when
the distributions are not conditional on the agent’s acts. In this case, although
their acts do affect value, the distribution inside the big brackets is in a sense
independent of their acts because they know how they will act given m.
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2.3 background

2.3.1 Normative Decision Theory

Here I will survey some of the most relevant literature on normative
decision theory. The role of decision theory here is to serve as a
minimal account of practical rationality. When we treat issues of
rational belief and rational desire separately, the role of formal
decision theory is to tell us which risk attitudes are rational and
which are not. Exactly what these risk attitudes are will become
apparent by the end of this section. As I noted in §2.1, placing this
section after the model may seem odd, but it allows us to use the
notation set up so far to understand the literature.

The most famous decision theory is Expected Utility. Expected
Utility (EU) does what it says on the tin: it assigns values which
are expected utilities. According to EU, subjective choiceworthiness
is the weighted-average objective choiceworthiness. EU has a rich
history and is often considered the default view in decision theory.39

Definition 2.3.1. According to Expected Utility, the value of act a is
its expected utility,

∑|S|
i=1 p(s) · u(a|s).

According to Expected Utility, each outcome is weighted according
to its probability. However, sometimes we care about the best possible
outcome or the worst possible outcome a bit more. In other words,
our risk attitudes may be different.

To illustrate this, first consider the extreme cases. First, an agent
might care only about the best possible outcome, thus seeking to
maximise their maximum possible value. Call this Maximax. Second,
an agent may care only about maximising the minimum possible
value of the worst possible outcome. Call this Maximin.

Definition 2.3.2. According to Maximax, the value of act a is its
maximum possible value—that is, maxs∈S u(a|s).

Definition 2.3.3. According to Maximin, the value of act a is its
minimum possible value, mins∈S u(a|s).

Because these are claims about the subjective value of acts given
uncertainty in objective value, they are decision theories (per §2.2).
Note that these theories entail extreme risk attitudes. Maximax

39 The earliest publication on the topic was Bernoulli’s 1738 paper, eventually
reprinted in Econometrica (D. Bernoulli, 1954). However, it was also discussed
by Gabriel Cramer in correspondence a decade earlier; see J. Bernoulli (1975). The
most famous axiomatisations are those of Von Neumann and Morgenstern (1944),
Savage (1954), and Jeffrey (1965). Ramsey (1926) proposes a similar approach to
Savage’s; see Steele and Stefánsson (2020, §3).
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entails extreme risk seeking, as an agent that accepted this theory
would accept any risk for a tiny increase in the maximum possible
value they could obtain. Maximin, by contrast, entails extreme
risk avoidance: an agent that accepted this theory would forgo
any increase in maximum value, or even average value, for a tiny
improvement in the worst-case scenario.

The three theories introduced so far correspond to the extremes of
neutrality, recklessness, and timidity. A Maximax agent is as reckless as
can be, a Maximin agent is as timid as can be, and an Expected Utility
agent is a neutral weigher of outcomes by their odds. The extremes
of recklessness and timidity might not seem normatively compelling,
but perhaps some shift from perfect neutrality is. Consider the
following motivating case.40

Example 2.3.1 (The Enormously Powerful Alien God from
Before Is Giving Out Free Coffee). Bjørn made the correct
choice earlier and now lives in one of the best of all possible
worlds. The alien god appears before another person, Gjorn.
Producing a magical coin from their pocket, the god explains
the rules. They will flip the coin twice and give prizes accord-
ingly. If the first flip lands heads, Gjorn will receive a free
coffee next Tuesday. If the second lands tails, it’s a free coffee
on Wednesday. These prizes are equally and independently
valuable to Gjorn, and these are the only available prizes. For
just a few cents, the alien god is willing to only flip the first
coin, which will give Gjorn coffee on Tuesday for heads and
coffee on Wednesday for tails. Gjorn pays a few cents for this
second option because it guarantees a free coffee next week.

In this example, EU(option 1) = 0.5 · u(coffee on Wednesday) +
0.5 · u(coffee on Tuesday), while EU(option 2) = 0.5 · u(coffee on
Wednesday - a few cents) + 0.5 · u(coffee on Tuesday - a few cents).
So the expected value of the second option is lower.41 Gjorn’s
preference for the second option cannot be captured by taking the
expectation of a utility function, so if we want to consider Gjorn’s
choice to be rational, we must allow departures from perfect risk
neutrality. Indeed, Buchak (2013) famously argues that we should
depart from EU and allow a spectrum of possible risk attitudes.42 Her

40 This case is adapted from Buchak (2013, example 1.1.1)
41 Technically, it’s only lower if you take losing money to be worse than gaining

money in ordinary circumstances, which is hardly a concession.
42 This theory (Risk-Weighted Expected Utility) was proposed by Quiggin (1982),

developed by Yaari (1987), and presented as a normative theory by Buchak (2013);
see also Buchak (2017a). For further discussion treating this theory as normative,
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decision theory, Risk-Weighted Expected Utility (REU), can capture
a spectrum of risk attitudes, including the extremes of neutrality,
recklessness, and timidity.

I now present REU formally. First, we must reindex states such
that those on a lower index have lower objective values.43 Because
objective values are relative to both acts and states, we must reindex
again for each act we evaluate. Next, let there be a risk-weighting
function, r. This is a function mapping from the closed unit interval
to the closed unit interval44 such that r satisfies r(0) = 0 and r(1) = 1.
Following Buchak (2013), we can interpret r as a measure of how
much more an agent is concerned about the worst outcome than the
best.45

Definition 2.3.4. Let r denote a particular risk-weighting function.
According to Risk-Weighted Expected Utility on r, REUr, the value of
an act a is its risk-weighted expected utility,

|S|∑
j=1

r
 |S|∑
i=j

p(si)

(u(a|sj) − u(a|sj−1))


.

There is a lot going on in this formula, so let me explain. First
consider j=1, and note that we are summing across j. The first term
of the sum is

r

 |S|∑
i=1

p(si)

u(a|s1). (2.1)

As the probability over all states is 1 and by stipulation r(1) = 1,
we can simplify further to r(1)u(a|s1) = u(a|s1). So the first term of
the outer sum is just the minimum utility value that an agent can
get. It’s best to think of this as the utility they are guaranteed to get
if the agent acts according to a.

see Briggs (2015), Buchak (2015, 2017b), Joyce (2017), Pettigrew (2015), and Thoma
and Weisberg (2017).

43 That is, u(a|sj) > u(a|sj−1) for all sj, sj−1 ∈ S.
44 That is, r : [0, 1]→ [0, 1].
45 Indeed, part of Buchak’s (2013) contribution to normative decision theory was

reinterpreting r as a measure of something other than belief and desire that
contributes to value, rather than a measure of an agent’s irrational beliefs or
attitudes about probabilities.
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The next term is j=2:

r

 |S|∑
i=2

p(si)

 (u(a|s2) − u(a|s1)) . (2.2)

On the right-hand side we have the difference in utility gained
by achieving the second-worst state rather than the worst state. We
multiply this by the risk-weighted probability that a will lead to that
much utility. Overall, this term is the risk-weighted probability of
receiving a gain over the worst outcome multiplied by the magnitude
of that gain.

Every other term of the outer sum is similar: there is a potential
gain relative to the utility we have already weighed, and each
possible gain is weighted by the risk-weighted probability that it will
occur.

Taking the outer sum as a whole, this means that the value of an
act is the value it produces for sure plus each of the possible gains
above this minimum multiplied by the risk-weighted probability of
that gain. To make this clear, we could have written the whole thing
as follows:

u(a|s1) +

|S|∑
j=2

r
 |S|∑
i=j

p(si)

(u(a|sj) − u(a|sj−1))
 (2.3)

The key development of REU is that it allows for more complex
risk attitudes. r is crucial. If r(p) = p, then REU is just the same
as EU. If r(1) = 1 and r(p 6= 1) = 0, then REU is equivalent to
Maximin; if r(p > 0) = 1, it is equivalent to Maximax. So timidity,
neutrality, and recklessness are all special cases of REU, and they
can be modelled with particular risk-weighting functions. Further,
there are infinitely many functions r which will result in various
attitudes towards risk. The flexibility of REU in modelling different
risk attitudes is impressive. It can even model several other families
of decision theories.46 REU represents a crucial development for
normative decision theory: not only is it the first proposal for a
(normative) departure from EU, but it is also impressive in its own
right for its ability to model a wide variety of preferences. However,
even more recent work indicates that perhaps even more powerful
tools are needed.

46 Wakker (1990) and Nakamura (1995) find that REU is roughly equivalent to
Choquet Expected Utility. REU can also model select cases of prospect theory; see
Buchak (2013, p.59, 66) and Tversky and Kahneman (1992).
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According to REU, our rational responses to risk can be more or
less risk averse, but they must be diachronically stable: an agent’s
rational risk attitudes should not change in different situations.
However, I think we have good reason to believe that in different
situations we should be more or less risk averse. Consider the
following example.

Example 2.3.2 (Two Gambles). Suppose Colel buys a lottery
ticket that costs $15 and gives a non-negligible chance of
winning $1 million. Eloy sells her this lottery ticket and keeps
all the other tickets. Eloy has a family home worth almost $1

million, and everything else they own could be sold to make up
the difference. Thus, Eloy gains $15 but may lose everything,
while Colel pays $15 and may win $1 million. Suppose, for
argument’s sake, that for both Colel and Eloy, the expected
utility of these gambles is exactly $15.

My intuition is that someone could hold rational risk attitudes
such that if they were in Colel’s shoes they would be happy to buy
the lottery ticket, and if they were in Eloy’s shoes, they would not
sell an equivalent lottery ticket (or at least, only at a much higher
price). This intuition says that it is more reasonable to be risk seeking
when the stakes are intuitively less significant. I’d be happy to take
high expected-value bets that cost me little but unhappy if someone
offered structurally equivalent bets about the entire planet.

Indeed, recent work by Bottomley and Williamson (n.d.) argues
that it is rationally permissible for agents to be more risk averse
when the stakes are intuitively higher and less risk averse when
they are intuitively lower. They argue for maximising weighted linear
utility.47 Formally, we require an outcome-weighting function—that
is, a function that assigns each outcome a strictly positive real number.
48

47 Drawing on the work of Chew (1983, 1989).
48 That is, w : (a, s)→ R++. The example given by Bottomley and Williamson (n.d.)

helps give a feel for what w might look like. Suppose

w(sj) =
1

1+
√
u(a|sj)

. Where utility has diminishing marginal utility in money, u($x) =
√
x. Note that

w must be redefined for each a. They write of this example that ‘intuitively, an
agent with this weight function places greater significance on worse outcomes compared to
better ones—rags loom large in comparison to riches’ (p.19).
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Next we can define an outcome’s relative weight given w, qw(sj), as

qw(sj) =
w(a, sj) · p(sj)∑|S|
l=1w(a, sl) · p(sl)

. (2.4)

Following Bottomley and Williamson (n.d.), we can interpret
qw(sj) as a measure of how much one is concerned with securing
some outcomes rather than others. Thus we divide the weighting of
the probability of some state by the total weightings of probabilities
across all possible states for that act, making qw(sj) a measure of
relative concern.

Definition 2.3.5. Let w denote a particular outcome-weighting func-
tion. According to Weighted Linear Utility on w, WLUw, the value of
act a is its weighted linear utility,

∑|S|
j=1qw(sj) · u(a|sj).

For each act, we take the expected concern-weighted utility of that
act.49. This allows an agent’s risk aversion to vary with the relative
stakes of a situation.

Now that we have seen some of the possibilities in normative
decision theory, I would like to clarify a way in which my own
position differs from Buchak, Bottomley, and Williamson’s. For
Buchak (2013), many different risk-weighting functions are rational. I
want there to be a single best risk-weighting function.50 Indeed, this
is why I defined a decision theory to be a single function mapping
onto the set of real numbers. I am here in agreement with the
early decision theorists51 and Trammell (2021) The main theoretical
virtue of this approach is that it gives more clarity to the project
of decision-making under decision-theoretic uncertainty. There are
many available decision-theoretic options, and we are uncertain
which is best, yet we must decide without resolving this uncertainty.

So some authors say many t’s are permissible, but I say only one
is. The difference seems bigger than it is. To me, ‘a is irrational’

49 Expanding qw would give

WLUw(a) =
|S|∑
j=1

(
w(a, sj) · p(sj)∑|S|
l=1w(a, sl) · p(sl)

)
u(a|sj)

50 This may be confusing for those that are more familiar with representation-theorem
first approaches. For me, r = p might count as a single decision theory, even
though in an alternative approach it would only specify a family of positive affine
transformations. The specificity in my account comes from the single objective-
choiceworthiness distribution that all decision theories work with. This may
become clearer in §2.4.

51 Such as D. Bernoulli (1954), Von Neumann and Morgenstern (1944), and Savage
(1954).
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means ‘a is not one of the best available acts’. This might not be a
strong criticism—for example, when a is the second-best act and
differs only a little in value from the best available act. I take it
that Buchak, Bottomley, and Williamson mean something different
to me when they speak of irrationality and rationally permissible
actions. Their usage of those terms, like the colloquial usage, is
much more critical of people deemed irrational. They are permissive
because they don’t want to make strong criticisms of the people that
I would call irrational but almost rational. Like them, I don’t want
to make strong criticisms of these people, but unlike them, I avoid
these strong criticisms through the particular way in which I allow
rationality to be a matter of degree.52

2.3.2 How Normative Decision Theory Relates to Information Value

In this section, I will show how information value relates to decision
theory and motivate my project of finding out about information
value under decision-theoretic uncertainty.

In decision theory, a representation theorem says that an agent can
be represented as if they are following a particular decision theory
if and only if their choices satisfy certain axioms. Von Neumann
and Morgenstern (1944) and Savage (1954) give axiomatisations of
EU. Expected-utility maximisers satisfy the independence condition
or, respectively, the sure-thing principle. Independence is the con-
dition that adding an equal chance of a particular outcome to any
set of acts will not change the preference ordering of those acts
to the agent.53 In a sufficiently restricted context, the sure-thing
principle is equivalent to independence (Friedman and Savage, 1952).
Wakker (1988) illustrates how violating independence necessarily
means rejecting free (pure state) information.54 In fact, accepting the

52 To be clear, they allow rationality to be a matter of degree in a different sense.
53 Formally, an agent satisfies the independence condition if for any three outcomes

A, B, and C the following condition holds: if A � B, then (A,p;C, 1 − p) �
(B,p;C, 1− p) for any p ∈ [0, 1], where A � B denotes ‘A is strictly preferred to B’
and (A,p;C, 1−p) denotes a p chance of outcome A and (1−p) chance of outcome
C. For EU theorists, A � B is a special case of (A,p;C, 1− p) � (B,p;C, 1− p)—
specifically, the case in which p = 1.

54 To see this, imagine the independence-violating preferences in which B � A yet
(p, A; 1 − p, C) � (p, B; 1 − p, C). Then imagine the following decision. There
are two states of the world such that p(s1) = p and p(s2) = 1− p. The player
can choose between two acts, the first of which will yield A if s1 obtains and C
otherwise, and the second will yield B if s1 obtains and C otherwise. Notice this
choice is initially equivalent to (p, A; 1− p, C) versus (p, B; 1− p, C). Note that
in this scenario, they will choose (p, A; 1− p, C) given their stated preferences.
Now, imagine that the agent can gain information before choosing, such that
they know with certainty which state occurs. In this case, either they will face
the choice between A and B, or they will get C. They also know they will choose
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independence axiom means always accepting costless information;
perhaps surprisingly, EU is the only decision theory that can claim
that pure-state information is valuable everywhere.55 I call this result
the Blackwell-Good-Wakker theorem after those that proved it.56.

Theorem 2.3.1 (Blackwell-Good-Wakker theorem). Pure-state infor-
mation has weakly positive value⇔ subjective choiceworthiness of
an act is its expected utility, v(a) = Eu(a|s), for all a ∈ A.

According to this theorem, agents will always accept costless
pure-state information if and only if they maximise expected utility.
Applying this to the hierarchy framework, an agent might maximise
expected utility because they accept expected utility at level 1 or
because their uncertainty resolves itself such that they act as if they
maximise expected value at level 1 (in §2.7 I will discuss cases like
this).

Some have proposed that pure-state information must always be
valuable; otherwise the agent must be irrational.57 The reasoning
is that having more information cannot make you worse off. The
worst-case scenario is that this does not change your action, and the
best-case scenario is that you pick a new, better action.

B, given the preferences above, if they know s1 will occur. They also know that
the probability of s1 is p. So gaining information is itself an act equivalent to
(p, B; 1− p, C). When given the choice of whether or not to gain information, they
will reject information, even when free, given their preference (p, A; 1− p, C) �
(p, B; 1− p, C). So violating independence leads to rejecting costless pure-state
information in at least some cases.

55 This is true given our earlier assumption that an agent has precise-enough
beliefs that you could represent them with a probability distribution. If beliefs
are imprecise, then even agents who follow Expected Utility may reject free
information. See S. Bradley and Steele (2016) and Kadane, Schervish, and
Seidenfeld (2008).

56 (⇒) is proven by Blackwell (1953) and independently by Good (1967) The
contrapositive of (⇐) is proven by Wakker (1988); specifically, any violations
of Von Neumann and Morgenstern’s (1944) independence axiom will also reject
free information. Note that while I have given one specific representation for EU,
this theorem will hold true for all positive affine transformations of EU. See also
Ramsey (1990).

57 Demski (1980, p.37 ) writes that ‘. . . costless perfect information never “hurts”. Either
you use it (a strict gain) or ignore it.’ Keasey (1984, p. 648) writes that ‘...the acceptance
of costless perfect information is a fundamental property of rational behaviour ... to reject
costless perfect information ... seems self-evidently irrational.’ Carnap (1947, p. 138-9)
writes that ‘a principle which seems generally recognized ... says that ... we have to take
as evidence the total evidence available to the person in question at the time in question’.
Indeed this idea goes back to the earliest decision theory. Keynes (1921, p. 313)
refers to ‘Bernoulli’s [1713, p. 215] maxim that in reckoning a probability, we must take
into account all the information which we have’. Even A. J. Ayer thought this was one
of the two key desiderata for a successful account of science; see Miller (1994).
More recently, S. Bradley and Steele (2016, p. 2) write that ‘. . . rationality surely
requires that an agent not pay to avoid free evidence. . . ’.
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Decision theories that depart from EU must deny that an agent
should always accept costless information. This does not present a
problem for those who are just trying to model human behaviour;
so what if people are irrational! But it may provide an argument
against normative decision theories that depart from EU.58

The non–EU theorist can respond by showing that their theory
captures the compelling cases that give normative force to the claim
that we should accept costless pure-state information: a theory may
get it right in all the important cases without obeying some particular
generalisation of those cases.

Indeed, Buchak (2013) argues that there are examples of rejecting
costless information that seem rational.59 The idea behind these
cases, I take it, is that information can sometimes make you take an
ex ante worse action and that it is unclear that information that may
have this effect should be accepted even if it’s free.

MacAskill, Bykvist, and Ord (2020, §9) give the first analysis
of non-empirical information. Specifically, they try to analyse the
value of moral information, which is information about moral facts
or theories.60 In their approach, agents who are morally uncertain
should maximise expected moral value (they call this expected choice-
worthiness). They argue that moral information can be extremely
valuable, especially in high-stakes decisions. They write that ‘in gen-
eral, because information brings about a proportional change in the expected
choiceworthiness of the options under consideration, if you’re dealing with
extremely high-stakes issues, then the expected choiceworthiness of gaining
new information becomes extremely high as well’ (p. 202). This claim is
clearly true of those who accept EU. Indeed, MacAskill, Bykvist, and
Ord’s book may be considered an extended exploration and defence
of this approach, and so the assumption is reasonable. However, for
agents who are uncertain about the correct decision theory, as we
have seen, information may have negative value. We can think of
stakes as multipliers of value. When information value is negative,
higher stakes will make information less attractive rather than more
attractive.

MacAskill, Bykvist, and Ord (2020) take a step in the right direction
by attempting to model information that is not just about states.

58 See, for example, Briggs (2015) for a reply to Buchak’s (2013) violation of the
sure-thing principle.

59 See also McClennen (1990) and Buchak (2010). Further, Wakker, Erev, and Weber
(1994) point out that REU accepts a particular weakening of independence
called comonotonic independence, and Trammell (n.d.) shows that even accepting
comonotonic independence doesn’t mean accepting non-misleading information.

60 In the framework of §2.2 this could best be thought of as facts about objective
choiceworthiness, and thus they claim that under uncertainty about the objective
choiceworthiness of outcomes, information about objective choiceworthiness could
be very high.
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However, they don’t take things far enough. In fact, the arguments
they give to motivate moral uncertainty could also motivate decision-
theoretic uncertainty.61 Further work is needed, then, to understand
the value of information under decision-theoretic uncertainty.62

Trammell (2021) is the first to give a formal model of decision-
theoretic uncertainty, and my own work draws heavily from that
work. A few others have explored similar hierarchy structures in
different contexts.63 But no one, to my knowledge, has attempted to
understand information value in such a framework.

Clearly, information value and decision theory are tightly inter-
twined. Previous results surrounding information value are clear
advancements in our understanding of information and its value, but
they leave room for further research. The Blackwell-Good-Wakker
theorem (2.3.1) doesn’t allow for diversity in decision-making pro-
cedures; it only tells us about the value of information that is not
about decision theories, and only when we accept EU. Indeed, if
rejecting EU means rejecting costless pure-state information, can we
say a similar thing about rejecting pure-normative information?

2.4 how to compare decision theories

This section argues that we can compare the recommendations of
plausible decision theories when we do not face the issue of value
uncertainty. If we could not, the results in §2.5 and §2.6 would be
meaningless, so it is necessary to address this point now. However,
if you are primarily interested in one of the later sections, note that
although they rely somewhat on earlier sections (especially §2.2),
they can largely be read independently of each other.

Representation theorems for decision theories show that when
an agent makes choices that follow some plausible choice axioms
(such as independence or its alternatives), their choices can be
represented as if they have adopted a particular decision theory.

61 They argue that one should take moral uncertainty seriously and that moral
uncertainty is analoguous to empirical uncertainty. It is a natural extension to
take into account our uncertainty about the norms of decision-making generally
as well as those of our moral decision-making. Indeed, they write in a footnote
that ‘one might claim, following Lara Buchak, that one ought, in general, to endorse
a form of Risk-Weighted Expected Utility. We are perfectly open to this. Our primary
claim is that one should endorse maximising risk-weighted choiceworthiness if and only if
Risk-Weighted Expected Utility is the correct way to accommodate empirical uncertainty.
We don’t wish to enter into this debate, so for clarity of exposition we assume that the
risk-neutral version of Expected Utility is the correct formal framework for accommodating
empirical uncertainty’ (MacAskill, Bykvist, and Ord, 2020, p. 48).

62 They might criticise my own approach because I do not take into account moral
uncertainty. Indeed, I hope that future work can combine our approaches to give a
full account of information value under normative uncertainty.

63 Lipman (1991) and Mertens and Zamir (1985).
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These representations are unique to a particular degree of freedom,
so representation theorems show there is a class of functions that can
represent an agent’s decisions. That class is usually the class of all
positive affine transformations, but sometimes it is more restricted.
Transformations from one function to another, within this class,
represent an agent’s choices in the following way: if an agent accepts
a decision theory, then accepting any permissible transformation of
that decision theory will yield the exact same choice in any situation.

A representation theorem, then, only shows that an agent can be
represented as making decisions using any decision theory in that
class. With this in mind, one might wonder how we can compare
decision theories. If decision theories are classes of functions, then
the problem is how to determine specific functions for each decision
theory that yield comparable values.64

In this section I will argue that decision theories are comparable
and show the natural way that we can choose representations of each
from its equivalence class. My approach begins with the claim that
each theory should assign sure outcomes the same values. Next, I
will argue that if decision theories make general and coherent claims,
then this will be enough to allow us to compare them. Finally, I
will show that when we normalise decision theories in this way, we
select the most natural representations from the equivalence class.
For those who already believe we can compare decision theories,
I am merely expounding a theory of exactly how to do this. But
for those who object to my findings because I make an implausible
claim—inherent in the model I set up in §2.2—about comparability
of values, this constitutes a response. After this section, the burden
of proof will be on an interlocutor to give an account of why such
comparisons are impossible.65

My setup in §2.3 is different from the representation-theory ap-
proach in a relevant respect. For me, objective-choiceworthiness
values are assigned to each outcome (by the utility function). This
yields a restriction on utility that is not present for most repre-
sentation theorems, for which utility is constructed along with the
decision theory.66 I prefer to keep issues of belief, desire, and risk
attitudes separate. This allows me to avoid problems related to belief

64 Equivalently, we might make claims about comparisons between equivalence
classes of decision theories. Although I’m not aware of anyone who attempts to do
this, I would be excited to see this approach explored (especially in relation to the
harder problem of comparing utility functions or moral theories); see MacAskill,
Cotton-Barratt, and Ord (2020) and chapter 3.

65 Note that this is different from the problem of comparing utilities across people or
across moral theories, which I do not address here.

66 Note that Savage (1954) also constructs the probability measure.
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comparisons and utility comparisons and to focus on comparing risk
attitudes.67

Consider the utility function. An agent knows the objective-choice
-worthiness values of state-act pairs, and this provides the basis
for comparisons. I claim that the objective choiceworthiness of a
sure outcome should be equal across decision theories. After all,
a decision-maker knows how much they value a sure outcome. A
decision theory, which makes claims about subjective value, should
not claim that a sure outcome has less value than its value, nor
should it claim that a sure outcome has more than its value. For
sure outcomes, subjective choiceworthiness and objective choice-
worthiness are co-extensive, and this provides our first restriction
on admissable subjective-choiceworthiness claims made by decision
theories.

Perhaps surprisingly, this is enough to make decision theories
comparable, so long as decision theories make coherent claims
about the value of acts whose outcome is risky (exactly the kinds of
claims that decision theories must make, even if utility were merely
ordinal). Let’s discuss what I mean by coherent claims. The kind
of claim decision theories make concerns what sure outcomes a
rational agent would forgo in order to obtain that risky outcome.
Indeed, the value a theory assigns to an act automatically entails
ordinal relations between other acts. For representation theorems,
decision theories assign values to acts that merely represent deontic
properties. There are many ways to represent these deontic claims,
and so there is a class of admissable functions that represent a single
decision theory. In order for decision theories to play their decision-
guiding role, acts that are assigned lower values will be avoided in
favour of acts with higher values, and an agent will be indifferent
between acts of the same value. Thus, decision theories make broad
comparison claims between risky-outcome and sure-outcome acts
(a sure-outcome act is an act for which the agent knows the state
or an act which doesn’t vary in objective value across states). This
means that for any value assigned to any risky act, we can consider
a hypothetical sure outcome that is the same in value, according to
that decision theory.68 Any sure outcome with lower value would
be given up if that risky act were available, and any available sure
outcome with higher value would be chosen over that risky act. Note

67 I discuss comparisons of utility functions in chapter 3. My view is that these
comparisons are not always possible.

68 So long as the space of outcomes is sufficiently fine-grained.
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that decision theories in the literature, including all those discussed
in §2.3, do in fact make these broad claims.69

So any decision theory tells you how to compare risky outcomes
to sure outcomes—that is, how to choose acts under risk. I will
now defend my claim that decision theories are comparable if
the values of sure outcomes are comparable and decision theories
make coherent claims about the comparisons between risky- and
sure-oucome acts. First, note that the values of sure outcomes are
directly comparable across decision theories. Each theory gives a
sure outcome its objective choiceworthiness. I’m not sure what a
claim that these are not comparable would even amount to, given
the assumptions we made about objective choiceworthiness. Next,
note that for each theory, there is always a hypothetical sure outcome
whose value is exactly that of the value of a risky action.70 That
sure outcome is comparable to the same hypothetical sure outcome’s
value according to another theory, and that value is clearly compa-
rable to that other theory’s assignments of value over a risky act.
Thus, because comparability of values is transitive, risky acts are
comparable across theories.

For two theories to be comparable, we need the following to be
true:

1. Sure outcomes are comparable between theories.

2. Risky outcomes are comparable to sure outcomes for each
theory.

The first condition comes from the fact that objective choice-
worthiness is exogenous to our construction of decision theories.
The second is necessary because decision theories try to make the
exact kind of claim that decision theories try to make.71 Because
these conditions are sufficient to make decision theories comparable,
and because they are satisfied, decision theories are comparable.72

Indeed, the conditions are guaranteed by our assumptions in §2.2
and satisfied by the examples in §2.3.73

69 Hypothetical decision theories may not make more meagre claims, but I am content
to compare only the kinds of decision theories that people actually propose rather
than anything that one would like to call a decision theory.

70 Perhaps there is an actual sure outcome with this property, but a hypothetical one
is all we need, and it simply might not be true of all decision situations there is an
actual sure outcome.

71 Proof by tautology!
72 In the background, I am assuming transitivity of choiceworthiness relations. This

is how I think quantifiers such as ‘bigger than’ and ‘better than’ work.
73 One might worry that we are giving too little say to risk-averse theories because

they assign lower values and might therefore provide a smaller contribution to
overall value. Here I invoke MacAskill, Cotton-Barratt, and Ord’s (2020) notion
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As I alluded to earlier, comparing decision theories means picking
a single representation for each theory from its equivalence class.
I now argue there is an obvious and intuitive choice of represen-
tation. Decision theory has a rich history and originates with the
mathematical study of gambling. Its original foundations lay not
in risk about objective choiceworthiness, but risk about monetary
amounts. You only need to note the frequency in that early literature
of terms such as “bet”, “lottery”,“payoff”, and “game” to see these
foundations. The goal of decision theories, then, was to calculate
the prices that you would rationally pay for various gambles—
that is, the monetary amount you would pay for various chances
of various monetary rewards. These foundations ensure that the
standard representations of the standard theories satisfy the above
two conditions. The subjective choiceworthiness of a sure monetary
outcome is that sure monetary amount. For example, the expected
value of a gamble is the amount you should pay for it, according to
EU. So the representation we choose of expected utility is not EU ′ =
99 ·Eu(a|s) + 7, but EU = Eu(a|s). The standard representation of
expected utility already satisfies (1) and (2), and so do standard
representations of REU and WLU. So the work of picking which
reprentations to use has already been done by earlier decision
theorists.74 We may use the standard representations.

As Buchak (2010, p. 95) confirms, ‘[According to Risk-Weighted
Expected Utility] ... the value of a gamble is always at least its minimum
and at most its maximum, and improving the probability of getting a good
outcome never makes a gamble worse’. This idea, of course, generalises
beyond monetary payoffs. In our case, we have a utility function
that assigns to outcomes objective-choiceworthiness values for an

of picking representations that give theories equal say. I do not think this worry
is justified. We have established that any plausible theory should give the same
evaluations to sure outcomes—that is, their objective values. We can now ask what
it means for one theory to be more risk averse than another. Risk aversion, in its
most general interpretation, is about giving values to risky acts that are closer to
their minimum values than a less risk-averse theory. The most risk-averse theory is
Maximin. Similarly, the most risk-seeking possible theory maximises the maximum
value of an action. Maximax, as a result, will give any risky gamble a (weakly)
higher value than any other theory. Is it getting too much say? A risk-seeking
theory claims that value is closer to the maximum value than a risk-averse theory
does. A risk-averse theory is not unfairly penalised when it gives a lower value, so
it is having an exactly appropriate say. A risk-averse theory cannot give higher or
lower values to risky outcomes without also giving innapropriate evaluations of
sure outcomes. These low values come directly from the claims they are trying to
make; this is just what it means to be risk averse.

74 To be clear, there are other choices that may work equivalently well, but this is the
most natural.
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agent.75 We have moved beyond these narrow foundations. This is
why I earlier gave the value of information in terms of the value
of whatever a rational agent would sacrifice to obtain it. But these
foundations mean that every theory, in its most simple and standard
form, gives comparable values when applied to monetary amounts.

As a final remark, it is worth pointing out that these comparisons
may be context dependent. In §2.3 we saw theories that were sensitive
to broader features of an agent’s decision problem; for example, WLU
allows for sensitivity to the stakes of a particular decision situation.
In these cases, comparisons will be appropriately context dependent
so they can capture fully the claims made by decision theories.

In this section I have presented a way of comparing the claims
made by decision theories. Sure outcomes provide a basis: we first
ensure that each decision theory assigns the same value to sure
outcomes. Next, we can compare the value claims made by decision
theories so long as they are coherent and apply broadly enough.
When comparing decision theories in this way, we choose a natural
and intuitive representation of each theory: the representations used
in §2.3.

2.5 valuable information

We have seen that decision theories differ in how they evaluate pure-
state information. No theory except EU can even guarantee that the
value of information is positive. None of the previous results tell us
about pure-state information under decision-theoretic uncertainty.
Nor do they tell us about the value of information about decision
theories. This section gives the set of general conditions under which
information is valuable, which is the core result of the chapter
(theorem 2.5.2).

Although the argument of this section may seem far from our
actual choices and decisions, we must start with fundamental notions
and build on them. Heuristic arguments such as that found in
MacAskill, Bykvist, and Ord (2020) about information value, rather
than mathematical results, are perhaps more relevant to people’s
lives. However, as we saw in §2.3, our current heuristic arguments
are suspect precisely because under decision-theoretic uncertainty
information value might not be positive. I think we need a better
foundation for our heuristic arguments, which I provide here.

We first need to define two concepts, which I call the naturally
bounded principle and weak evaluation dominance.

75 Another approach might be to define values of lives and then compare the chance
p of one life and chance (1−p) of another with a third life with certainty. This was
suggested to me by Tim Williamson, and it is the approach taken by Fryxell (n.d.).
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Recall that k-theories yield evaluations that represent claims about
subjective choiceworthiness, given a distribution over possible evalu-
ations. The (k-1)-choiceworthiness distribution tells an agent which
possible subjective-choiceworthiness values an act could have, given
the agent’s beliefs at orders lower than k. I now claim that no
plausible k-theory will assign acts a lower value than their lowest
possible value (in any state) nor a higher value than their highest
possible value (in any state). I call this natural boundedness.

Definition 2.5.1. A k-theory, tk, is naturally bounded if it only as-
signs k-choiceworthiness values that are bounded by an agent’s
distribution over (k-1)-choiceworthiness distribution; that is, tk(a) ∈
[v(k−1)(a), v(k−1)(a)] for all a ∈ A.

Given our interpretation of objective and subjective choicewor-
thiness, I take natural boundedness to be an undeniable tenet of
rationality. The naturally bounded principle, then, is satisfied when an
agent does not have positive belief in any theory that violates natural
boundedness.

Definition 2.5.2. The naturally bounded principle says that an agent
only has nontrivial credence in k-theories that are naturally bounded,
for each k.

This is an extremely minimal restriction. Indeed, if we accept
the way of comparing decision theories I presented in §2.4, nat-
ural boundedness will be satisfied by all admissible subjective-
choiceworthiness functions.

We can see why this is a normatively compelling constraint by
considering the following example.

Example 2.5.1 (A Bad Lottery). An agent rejects the naturally
bounded principle: they value $x with probability p and $y
with probability (1-p) just as much as some sure monetary
amount $z, where z > x and z > y. This agent will pay $z for
a lottery ticket with a potential prize of $x or $y, guaranteeing
an outcome worse than keeping the $z for themselves.

In this example, an agent makes a purchase that makes them
certainly worse off, which is self-evidently irrational. In particularly
bad violations of the naturally bounded principle, there will be many
lotteries with these features that an agent will accept (or a single
particularly bad lottery), and they may be money-pumped until they
are penniless. This argument, I think, applies even more convincingly
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to utility than to monetary payoffs: it is irrational in general to make
yourself worse off with certainty.76

Note that if an agent accepts the naturally bounded principle,
then subjective choiceworthiness will also be bounded by utilities.77

We do not need to make further assumptions about subjective
choiceworthiness to guarantee this.

Theorem 2.5.1. If an agent accepts the naturally bounded principle,
then subjective choiceworthiness will be naturally bounded for that
agent.

Proof. Suppose that tk satisfies natural boundedness for every tk for
every k. This implies that choiceworthiness is bounded from above at
every level by the maximum possible utility value, maxa∈A maxs∈S
[u(a|s)], and bounded from below by the minimum possible utility
value, mina∈A mins∈S [u(a|s)]. There are two possibilities for v. Ac-
cording to unique evaluation, we choose a number at the intersection
of each of these value ranges; so we must choose a number weakly
greater than the lower bound at every level and weakly less than
the lower bound at every level. The other case is that in which an
agent accepts a single k∗-theory for some k∗ ∈ N. In this case, the
k∗-theory will satisfy natural boundedness as a direct result of the
naturally bounded principle.

Another important property is weak evaluation dominance. This is
a property of signals. Weak evaluation dominance means that an
agent’s prospects do not appear worse after receiving a signal than
they did before.

Definition 2.5.3. M satisfies weak evaluation dominance for v if
maxa∈A vm(a) > maxa∈A v(a) for all m ∈M.

In words, a signal M satisfies weak evaluation dominance for a
subjective-choiceworthiness function v if the subjective choiceworthi-
ness of the best act conditional on m, vm, is at least as high as the
value of the best act according to v, for any possible m ∈M.

This condition is far from self-evident.78 I will not assume that it
is satisfied; instead I note that if it is not satisfied, then information

76 Assuming the choice is not forced.
77 Natural boundedness does not provide a direct solution to Pascal’s wager, which I

believe is best thought of as a problem derived from the existence of an outcome to
which you assign infinite utility. Rather, you would need an additional assumption
that utility itself is bounded from above, but this is not what natural boundedness
says.

78 At least in its current form. As I will show, this is equivalent to the generalised
claim that information value is positive. One might argue that this second claim is
self-evident, but to me this is not obvious, because of cases such as example 2.5.2.
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value may be negative. This is this chapter’s key result related to
positive information value.

Before presenting this as a theorem, we can get a sense of why
violating weak evaluation dominance may create negative informa-
tion value. The intuition for why information value is everywhere
positive, for those that take this to be a tenet of rationality, is that
after receiving information you either make a better decision or you
make the same decision; in either case, supposedly, you cannot be
worse off. Of course, this line of reasoning is contested, as I noted in
§2.3. Those that contest it point to situations in which the expected
value of your decision is higher after receiving the information but
where there is some chance that you make a decision that ex post
appears worse . They say that it is not irrational to want to avoid
feeling regret for choosing an act that appears ex post worse than the
act they would have chosen without information, at the cost of some
ex ante expected value. I present the following case as an example
of violating weak evaluation dominance that illustrates how it is not
self-evident that agents should always accept free information about
decision theories.

Example 2.5.2 (A Worse Decision Theory). Suppose an agent is
considering whether to find out which decision theory is true.
One of the possibilities is Worse. The Worse theory assigns each
act a lower value than their current subjective-choiceworthiness
values but gives the acts the same ordering as the agent’s initial
subjective-value function.

This agent will not choose a different act if they find out Worse is
true, but the act they choose (and all of their other acts) will seem
worse to them.79 In cases of pure-state information, even when we
find out all of our acts are worse than we thought, this information
is useful because it allows us to make a better decision. If I found
out I lost my job, perhaps all of my acts would appear worse than
they do now, but they would not be uniformly worse. If I was about
to buy a car on credit, I would do better than I would have done had
I not known this, as I would not buy it. Information would benefit
me in this way because I could make a better decision. But finding
out Worse is true would make all of my acts have lower value but
would not allow me to make a better decision.

I admit that there may be some chance of finding out that all of
one’s options are better than they thought, and I admit that this

79 Given my approach in §2.3, this can only happen if none of the acts have sure
outcomes.
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might outweigh the prospect of finding out Worse is true, for some
admissible v. I also note that there are other situations in which an
agent might change how they act, thus getting some benefit from
finding out all of their options are worse, and I do not wish to rule
out the possibility that v may allow agents to accept information that
could make many or all of their options look worse. I simply claim
some subjective-choiceworthiness functions allow agents to reject
free information such as that in example 2.5.2. Other constraints may
rule these out, but I have so far given no such constraints.

Let us now give the result.

Theorem 2.5.2. Suppose an agent’s subjective-choiceworthiness func-
tion v satisfies natural boundedness. A signal M has weakly positive
value for any v⇔M satisfies weak evaluation dominance for v.

Proof. (⇒ Direction) Suppose v satisfies natural boundedness. This
implies that the value of information will be bounded from below
by minm∈M (maxa∈A vm(a)) − maxa∈A v(a). Suppose further that M
satisfies weak evaluation dominance: maxa∈A vm(a) > maxa∈A v(a)
for all m ∈M. Note that this implies that minm∈M (maxa∈A vm(a)) >
maxa∈A v(a), and so the lower bound on information value, minm∈M
(maxa∈A vm(a)) − maxa∈A v(a), must be a weakly positive num-
ber. (⇐ Direction) Suppose that ∃m ∈ M s.t. maxa∈A vm(a) <
maxa∈A v(a). To prove the contrapositive, I must show that there is
some v that has negative information value under these conditions.
Consider an agent whose choiceworthiness function is such that
the value of an act is always its lowest possible value; for example,
v(a) = mins∈S u(a|s). And note that this subjective-choiceworthiness
function satisfies natural boundedness. For this agent, the value
of costless information is minm∈M (maxa∈A vm(a)) − maxa∈A v(a).
As maxa∈A vm(a) < maxa∈A v(a) for some m ∈ M, the value of
information must be negative.

Thus, the necessary and sufficient conditions for positive informa-
tion value are given. This theorem makes very weak assumptions
about v, strictly weaker than those made previously, such as theorem
2.3.1. It is also strictly more general, as it takes into account the value
of both pure-state and pure-normative information, while previous
results have only focused on pure-state information.

Note that we only need to check the information that produces
the worst value for each subjective-choiceworthiness function gen-
erated conditional on the information, when an agent chooses their
conditionally best act.

Corollary 2.5.2.1. Information will be weakly valuable for v⇒ v is
naturally bounded and for arg minm∈M v(maxa∈A vm(a)),
v(maxa∈A vm(a)) > maxa∈A v(a).
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In this section I introduced the conditions of natural boundedness
and weak dominance over signals. I found the relation between them
and information value in general cases, which gave the necessary
and sufficient conditions for information value conditional on the
natural boundedness principle.

2.6 comparisons of value

Our most important decisions are usually about which of two
valuable research projects to pursue, which of two valuable books
to read, or which of two valuable experiments to perform. The
important decisions are choices between signals. However, if two
signals are both of negative value, it doesn’t matter much which
is better: we can usually avoid both. This is why I spent so much
time on valuable information in the last section. This section offers
a brief discussion of how we might compare information value. In
considering these measures of comparative value, I will argue that
we may want to constrain decision theories further.

Following Blackwell’s (1953, 1954 [with Girshick]) terminology, we
can say a signal is more informative if it is more valuable. (This odd turn
of phrase comes from the early analysis of the expected utility of
pure-state information, which is always higher for signals that are
more informative in various ways, one of which is demonstrated in
theorem 2.6.1 below.) We can also say that one signal is more valuable
than the other if it has higher subjective choiceworthiness.80 Formally,
let’s consider two signals, M = {m1, ...,m|M|} and M ′ = {m ′1, ...,m ′

|M ′|},
and say the following:

Definition 2.6.1. Signal M is strictly more informative according to v
than is signal M ′, or M ⊃ M ′, if and only if v (maxa∈A vm(a)) >
v (maxa∈A vm ′(a)).

A rational agent should choose signals that have higher subjective
choiceworthiness, all else equal. So if two signals have the same price,
an agent should choose the one that is more valuable according to
v. There is a clear parallel with the definition of information value
in §2.2: if M is more informative according to v than is M ′, then
ψ > ψ ′. That is, the definition of more informative according to v
corresponds directly to information being more valuable in the way
we saw earlier.

In the literature, Blackwell and Girshick (1954, chapter 12) gives
interesting results related to pure-state information.81 Their results

80 Here we are assuming implicitly that the two signals have the same price, and that
A is the set of acts available to the agent after paying that price. Intuitively, A is
more valuable than B is only true all else equal.

81 Especially theorem 12.2.2 of that book. See also Blackwell (1953).
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cover many different ways of characterising more informative signals
for pure-state information in cases in which v is the expectation of
utility. I do not wish to present the mathematics and all of their
results in a general way. Instead, here is a taste, and the interested
reader can read their work in detail.

Theorem 2.6.1. Let P be an |S| × |M| matrix of the probabilities
(representing rational beliefs) of receiving certain messages from
the signal M in certain states in S, and let P ′ represent the same for
another signal M ′. For pure-state information, M ⊃M ′ ⇔ if P ′ can
be expressed as a garbling of P and if v is expected utility.

Here ‘garbling’ is a kind of randomisation: P ′ is a garbling of P if
P can be expressed as P ′ multiplied by a Markov matrix. So this theo-
rem says that if the beliefs induced by M ′ are a randomisation of the
beliefs induced by M, then M is more informative.82 Future research
might try to come up with equivalent conditions to Blackwell’s in
the context of uncertainty about information value.83

I note that there are other potential measures of informativeness.
Let’s consider one. Perhaps each possible message is at least as valu-
able as a message from another signal, and at least some messages
are strictly more valuable. In such a case, a signal stochastically
dominates the other. I will call this condition strictly stochastically
more informative and denote it A.

In order to check this stochastic property, we need signals to
be ordered and on the same index. First rearrange M such that
maxa∈A vmj(a)i 6 maxa∈A vmk(a) iff j 6 k, and do the same for
M ′. Then, put them on the same index.84 Call these rearranged and
reindexed signals M̂ and M̂ ′. Stochastically more informativeness

82 Of course, randomised beliefs might be closer to truth in a particular instance. If it
will rain one information source is a reliable weather model and another is the
reliable weather models prediction ±0.2, then on a particular day it might rain
and the second model predicts rain with probability 1 and the other only predicts
rain with probability 0.8. However, the garbled signal will clearly be less reliable
on average.

83 Indeed, to me it is not obvious exactly how this result will apply, given that
information can cut across many dimensions!

84 We may perform a transformation on one or both of M and M ′ to achieve this.
For instance, M may be transformed by replacing one or more messages mi ∈
M with a collection of messages {mi,1, ...,mi,n} such that they jointly form a
partition over the region of S that was originally covered by m. Note that this
means p(mi) =

∑n
j=1 p(mi,j). Also note that there are many such probability

density preserving transformations that will allow us to put M and M ′ on the
same finite index, and any of these will allow us to calculate stochastically more
informative relations. Finally, a word of caution is in order. While any such
transformation allows us to calculate stochastic dominance it may not preserve
subjective choiceworthiness, so subjective choiceworthiness evaluations should
only be performed on the untransformed signals (though they may be ordered as
long as the index is unchanged).
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is a property of M and M ′, but to check whether it holds we must
check conditions on M̂ and M̂ ′.

Definition 2.6.2. A signal M is strictly stochastically more informative
than another signal M ′, or M A M ′, if maxa∈A vm̂(a) > maxa∈A vm̂ ′(a)
for all m̂ ∈ M̂ and m̂ ′ ∈ M̂ ′ and if for at least one j, maxa∈A vm̂j(a) >
maxa∈A vm̂ ′j(a).

There is a sense in which a signal is better in every way if
it stochastically dominates another signal. For any chance of a
subjectively more valuable message in one signal there is an equal or
greater chance of an equivalent gain in the other. Every message on
a stochastically dominant signal is at least as good or strictly better.

It might seem obvious, then, that an agent should always pick a
stochastically dominant signal, all else equal. We might call this the
stochastic-dominance-over-signals principle.

Definition 2.6.3. A choiceworthiness function v satisfies the stochastic-
dominance-over-signals principle if M A M ′ ⇒M ⊃M ′ for all M, M ′.

This principle is intuitive. It says that a signal will be more infor-
mative according to v if it is stochastically more informative. Given
how compelling this principle is, surely subjective choiceworthiness
should follow this principle.

Earlier in this chapter, I wanted to be permissive about the admis-
sible subjective-choiceworthiness functions denoted by v, so I only
made the minimal assumption that they satisfy natural boundedness.
I have succeeded in giving a general theorem about information
value. However, this permissiveness has come at a cost, as some
admissible theories violate the stochastic-dominance-over-signals
principle.

Theorem 2.6.2. There are naturally bounded subjective-choiceworthiness
functions that do not satisfy the stochastic-dominance-over-signals
principle.

Proof. Consider v(a) = mins∈S u(a|s) and two signals M and M ′ s.t.
M A M ′. Note that v (maxa∈Avm(a)) = mins∈S u(a|s)
= minv (maxa∈Avm(a)), so M 6⊃M ′.

I think this motivates stronger constraints on normative decision
theories than I have so far allowed. The proof uses the example of
Maximin, which as I mentioned in §2.3 could be defined as REU
with a particular risk-weighting function. If we take the stochastic-
dominance-over-signals principle to be normatively constraining, this
contradicts the permissability of REU in general. To further motivate
it as a normative constraint, consider the following example.
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Example 2.6.1 (Almost Free). An agent has access to an infor-
mation source that will give them perfect information about all
relevant claims. Amazingly, this information source is almost
free, costing only the smallest chargeable amount, perhaps
one cent. Even more amazingly, this signal satisfies weak
evaluation dominance. For this agent, v is Maximin, so they
evaluate everything according to its minimum possible value.
This agent must reject this almost-costless perfect information.

This example makes it clear that natural boundedness falls short
of a full specification of the normative constraints on v. Maximin,
a theory that satisfies natural boundedness, says that the value
of this information is its lowest possible value. The value of the
current best act minus the cost of one cent is lower than the value
of acting without information (any act available after paying one
cent is available before, but its outcomes are all one cent worse),
so according to Maximin, this information is not worth one cent.
Maximin takes full account of the situation in which information
doesn’t improve your decision but fails to take into account the
many possibilities in which an agent is made better off by gaining
information. Natural boundedness guaranteed that information
value could not be negative in such cases as example 2.6.1. Here
information value is not negative, but only because it is exactly 0. So
any small cost of information will make the agent reject it, which is
absurd.

In this section, I explained how we can compare signals and
showed how this motivates a further constraint on admissable subjective-
choiceworthiness functions, which I call the stochastic-dominance-
over-signals principle.

2.7 against the analogue principle

In §2.2 we saw that considering decision-theoretic uncertainty leads
naturally to a hierarchy of higher-order decision theories. To take full
account of an agent’s uncertainty, this hierarchy may be unbounded,
with multiple possible k-theories for every k ∈N. Subjective choice-
worthiness may still be well defined if each act has a unique value
that lies at the infinite intersection of the value ranges across all k’s.
Indeed, if only a single value is possible at every level, an agent
knows that this value is the true one. As noted, Trammell (2021)
gives principles which, if accepted by an agent, guarantee that only
a single value will lie at this intersection.
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One of these principles is the analogue principle. Here, I argue
against this principle. Although this principle guarantees unique
evaluation, it does so in an entirely suspicious way. When we see
this principle fail, this failure is instructive: it sheds light on what a
higher-order decision theory can and cannot be.

Trammell’s analogue principle claims that whichever decision
theory is true at some level must be true at any level.

Definition 2.7.1. Let t∗k denote the true k-theory. The analogue princi-
ple is the claim that t∗k = t

∗
1 for all k > 1.

The appeal of this idea comes from a deep analogy between
decision theories and higher-order decision theories. Recall that a k-
theory takes in probability distributions over (k-1)-choiceworthiness
values and makes a claim about subjective choiceworthiness. Like-
wise, (k-1)-theories move from a distribution over (k-2)-choiceworthiness
values to a claim about subjective choiceworthiness, and (k+1)-
theories move from a distribution over k-choiceworthiness values
to another claim about subjective choiceworthiness. Decision the-
ories, on the other hand, move from distributions over objective-
choiceworthiness values to claims about subjective choiceworthiness.
Mathematically, each is a function that takes a distribution as an
input and gives a single real number as the output. So, mathemati-
cally, higher-order decision theories are exactly the same objects as
decision theories. We can even give functionally similar higher-order
theories; for example, EU takes subjective choiceworthiness to be
the expectation of utility, and EUk might take subjective choicewor-
thiness to be the expectation of (k-1)-choiceworthiness. In this way,
decision theories and higher-order theories are exactly the same
kind of thing, and the best way of moving from choiceworthiness
distributions to single values is the best way everywhere. Indeed, it
would be absurd to reject the analogue principle while claiming that
higher-order decision theories are just like decision theories in all
relevant aspects; and a disanalogy is exactly what a failure of this
principle shows.

If the true theory is true at every level, and you believe a theory
t has a 50 percent chance of being true at level 1, you must also
believe that theory t’s k-theory equivalent has a 50 percent chance of
being the true theory at level k. An agent who accepts the analogue
principle will have the same beliefs in equivalent claims across levels
because these claims are about exactly the same thing, according to
the analogue principle.

The appeal of the analogue principle is that it guarantees unique
evaluation. To see why it is suspicious, consider the following
example.
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Example 2.7.1 (An Unstable Equilibrium). Consider an agent
who accepts the analogue principle and begins with their
beliefs in perfect balance; for each risk-seeking theory they
endorse at order k, there is a counterbalancing risk-avoiding
theory at that order. With their beliefs in balance, their overall
choiceworthiness function assigns values to acts that are their
expectation. Next they come to believe very slightly more in
some extremely risk-seeking theory at some level—say, level 23.
After this change of belief, their subjective-choiceworthiness
function assigns values exactly as if they were certain of this
extremely risk-seeking theory.

In this example, the agent’s beliefs start in perfect balance. For
every possible departure from EU in one direction there is an equally
likely departure in the opposite direction. When this agent comes to
believe just a tiny amount in an extremely risk-seeking theory, they
become exactly as risk seeking as that theory. I grant that coming
to believe some extremely risk-seeking theory a little bit should
perhaps make an agent’s overall choiceworthiness assignments more
risk seeking. However, the agent should only make a shift that
is small and proportional to their small change in beliefs.85 The
problem with throwing caution to the wind and choosing only based
on this most extreme theory is obvious, and the analogue principle
implies the agent must do so.

Indeed, things are even worse. If the agent came to believe just a
little in a risk-avoiding theory, then either they would continue to
evaluate their options as if the original risk-seeking theory were true
(if their belief was stronger in that theory), or they would now act as
if the new risk-avoiding theory was true (if their belief was stronger
in that theory), or they would now again maximise their expectation
of utility (if the beliefs perfectly balanced each other once again).

Suppose that the agent next experienced an even larger shift—for
example, becoming 50 percent sure of the extremely risk-avoidant
theory (with their beliefs in other theories still held in proportion to
maintain balance). We would expect a large shift like this to make
an agent more risk seeking, but countintuitively they will become
no more risk seeking. They already moved so far to the extreme in
the first shift that they cannot move any further. So the analogue
principle implies unrealistic shifts in risk attitude when an agent
shifts their beliefs in the following way: Sometimes for a small shift,
their change in attitude is severely out of proportion. At other times,
even for large shifts, they will not change their mind at all. In fact,

85 Trammell gives a principle of continuity, which has a similar motivation.
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this doesn’t rely on the balance I set up at the start. I could have let
them believe entirely in taking the expectation before their change
of mind in example 2.7.1, and they still would have acted the same
way.

Example 2.7.1 is illustrative of an unstable equilibrium. It may
help to illustrate the concept of an unstable equilibrium with another
example. Imagine a ball resting on the very top of a steep hill.
Although the ball is perfectly balanced, a slight nudge will cause it
to roll all the way down the hill. The ball on the hill is in equilibrium,
but a very small perturbance will cause it to move very far away
from its equilibrium. Further, once the ball is at the bottom of a
valley, a further perturbance will not make it go further down.86

Likewise, decision-makers who use the analogue principle to ensure
unique evaluation will always end up at one extreme or the other if
their beliefs are not perfectly balanced. Example 2.7.1 generalises, as
I show in appendix A.1.

To illustrate how this unstable equilibrium comes about, I give
another example. Consider the idea of an evaluative parliament.87 In an
evaluative parliament, each of our theories is represented by a person
who argues on behalf of that theory. Each time the parliament meets,
members make decisions about the choiceworthiness of different
options, taking into consideration the choiceworthiness assignments
from the last time they met. Each meeting represents a different
order of the hierarchy. The analogue principle implies that an agent’s
beliefs will be the same at each level. If we apply this to the evaluative-
parliament analogy, it means that the parliament consists of the same
people. Consider the following example.

Example 2.7.2 (The Parliament with Infinite Sessions). A par-
liament consisting of the same members meets infinitely many
times. It is tasked with making the following decision: how
much should we value each of the possible actions? The
members are almost completely equally balanced: for each
member who argues for a risk-seeking assignment of values,
there is an opposing member who argues equally strongly for

86 This analogy breaks down in the following way. If you try to nudge the ball back
up the hill with a small but slightly larger force than before, the ball will not roll all
the way up and then back down to the opposite valley. In the case of the analogue
principle, however, the unstable equilibrium magnifies whatever force you add
to it, and a small but slightly larger change of beliefs towards an equivalently
extreme risk-avoiding theory will cause the agent to be extremely risk avoiding.

87 I draw on the idea of a moral parliament, introduced by Bostrom (2009a) and
developed by Newberry and Ord (2021) and Greaves and Cotton-Barratt (2019). I
do not engage deeply with this idea, but use it for illustration.
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the opposing risk-avoiding assignment. However, there is an
unbalanced extremist, a member of parliament that advocates an
aggressively risk-seeking assignment of values without having
a rival who advocates the opposing risk-avoiding assignment.
At each meeting, the unbalanced extremist can only move the
assignments of value a little towards their risk-seeking extreme.
They are only one of very many voices in the parliament,
and so they can only move the value assignments a little. At
each session, the parliament moves a little closer towards the
evaluation of the unbalanced extremist. Over infinitely many
meetings, it moves all the way towards the unbalanced ex-
tremist’s assignments of value, and in the end, the parliament
makes collective decisions as if it were a dictatorship run only
by the unbalanced extremist, assigning values exactly as the
unbalanced extremist prefers.

Although this method guarantees unanimous decisions by the
parliament, it does so in a suspicious way. Likewise, the analogue
principle guarantees a unique evaluation in a suspicious way.

The analogue principle relies on the intuition that theories at every
level are exactly the same sorts of things as decision theories. It
stipulates that rational agents must be consistent in their probability
distributions over theories at each level by having equal belief in
equivalent theories. If there is a theory that is the equivalent of
the unbalanced extremist in example 2.7.2, in that it advocates a
risk-seeking policy and there is no plausible alternative that is its
equal and opposite risk-avoiding theory, that theory will dominate
an agent’s decision-making. The way this theory dominates is just
like the evaluative parliament: at each level, the risk-seeking theory
can only move an agent’s assignments of value a little, but this
is repeated infinitely, and the infinite tiny shifts towards the risk-
seeking extreme result ultimately in extreme risk-seeking behaviour.
This is what we saw in example 2.7.1: the agent came to believe in a
risk-seeking theory that had no counterbalance, and this resulted in
their decisions being dominated by this risk-seeking theory.

What has gone wrong is a sort of double counting. When the
parliament met the first time, it shifted a little towards the views
of the unbalanced extremist. Then in the next session, with no new
information or input, it made another small shift towards the views
of the unbalanced extremist. This was the first double counting.
But the members met again and made yet another small shift, triple
counting the same collection of views. In the end, the infinite sessions
of the parliament gave rise to infinite recounting, and the infinitely
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many small shifts towards the view of the unbalanced extremist led
to their views dominating the verdict of the parliament.

In the case of example 2.7.2, we reason up infinite levels of decision-
making. At each level, our decision-making may be pushed to be a
little more risk seeking. But we do this infinitely many times and
end up making decisions just as our most risk-seeking theory (that
is not balanced out) does. Here, we have infinite recounting as well.
According to the analogue principle, each level is supposed to be
the same, so we cannot be learning new information as we ascend
the hierarchy. We just reapply the same information at each level,
and the infinite reapplication of the same information leads to an
extreme answer, unless your beliefs are in perfect balance.

The analogue principle relies on an analogy between decision
theories and higher-order theories. I think its failure shows a disanal-
ogy. At present, I am unsure exactly what else this implies. Perhaps
we learn more as we ascend the hierarchy, or perhaps higher-order
theories are not the same sort of things as decision theories.

It is worth noting that the other approaches to ensuring that
subjective choiceworthiness is well defined, discussed in 2.2.3, do
not suffer the same problem; these solutions work under either of
the disanalogies I’ve suggested, so long as higher-order decision
theories are not so disanalogous that they no longer make subjective-
choiceworthiness claims based on choiceworthiness distributions. In
fact, the problem might not be as severe for those other solutions
even if they were to accept the analogue principle: infinite recounting
can behave very differently to finite recounting even if the finite
number is very large.

In this section I presented a problem with the analogue principle.
When we saw how it guaranteed unique evaluation with the help of
example 2.7.2, and the implications of this solution in example 2.7.1,
these implications were clearly problematic. The analogue principle
relies on a deep analogy between decision theories at every level, so
when the analogue principle fails it shows there must be a disanalogy.
I suggested this disanalogy might arise because we in fact learn as
we ascend the hierarchy or because theories are not the same things
at each level. Regardless of why exactly the disanalogy happens, this
is illustrative of what a higher-order theory cannot be.

2.8 a potential problem

In determining information value, we will need to first evaluate
how good an agent’s prospects are before receiving information
and second evaluate how good their prospects are after receiving
information. The value of information is the maximum value a
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rational agent should be willing to pay for it, which is the price
of information that makes them indifferent between their current
prospects and their own evaluations of what their prospects will be
when they receive information at its price. For each of these two
times at which we evaluate the agent’s prospects, we have a choice:
we might use the agent’s prior evaluations, posterior evaluations,
or ex post evaluations. The model I set up in §2.2 uses an agent’s
prior evaluations of their initial prospects. Then it creates a value
distribution of their prospects conditional on a message as evaluated
by their conditional evaluations. Finally, to evaluate their prospects
after receiving a signal, they take their current evaluation over the
possible conditional evaluations.

Although this view is compelling, there is an apparent problem.
The problem is that an agent may simply choose information that
makes them feel good, and this can lead to what seems, from the
outside, like irrational behaviour. This apparent problem is resolved
when we realise this agent has irrational beliefs, but to me this
resolution was not obvious,88 so I give a full explanation below.
Consider the following example.

Example 2.8.1 (Choosing Books). Consider an agent who is
uncertain in deciding between the following 1-theories: EU and
Maximax. She accepts the 2-theory that takes her expectation
over 1-choiceworthiness. Initially, her belief in Maximax is
vanishingly small. The agent can choose any book stocked by
her local library, which has a vast section of decision-theory
textbooks. Although most of the books argue in favour of
EU1, she knows there are biased textbooks produced by the
propaganda division of the local Maximax Church which will
increase her credence in Maximax. If her acts vary in utility
across states, then she must, according to our model, choose
the books that will increase her belief in Maximax.

So an agent with some belief in Maximax must, in certain deci-
sion situations, pursue only evidence that confirms their belief in
Maximax. Worse still, it doesn’t matter how improbable they find
Maximax to begin with, so long as it is a live possibility. They might,
for example, read only the books that argue in favour of Maximax,
avoiding books that argue against it. After doing this, they will
believe in Maximax more strongly than they did before. If there were
enough books with compelling enough evidence, they might even

88 Thanks to both Antony Eagle and Katie Steele for separately pointing out this
solution.
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convince the agent to be almost sure that Maximax is true. This
may be the case even when the totality of evidence would convince
the agent to be almost sure that Maximax is false. This example is
formalised in appendix A.2.

To me it is obvious that something has gone wrong. Here are some
ways we might try to criticise such an agent, though I do not think
they provide solid footing for identifying what has gone wrong in
example 2.8.1. We might first claim that their choices are very bad,
from our perspective. In the worst-case scenario, the agent would
pick actions that are, in light of all of the available information,
terrible actions—for example, acts with a very large possible payoff
with a very small probability and acts with an equally large negative
payoff with very high probability. However, the internal logic is
sound, and the agent seems to be acting coherently given their
beliefs and their understanding of information value. If the agent
has made many choices, we might point out the regret they feel for
all of their past decisions. However, even if they were consistently
disappointed when they achieved the deeply negative payoffs from
choosing such acts, they might be undeterred. Sure, the decision
turned out bad all those times, but they just got unlucky. When
making decisions under risk, sometimes bad things happen even if
you make the right decisions. And to them, they are making all the
right decisions. We might argue that they should defer to their more
informed self. They know that they are acting irrationally in light
of the total evidence because they know that most of the available
books give evidence against Maximax. This may be so, they might
reply, but it would have been irrational for them to read all the books
(as shown in appendix A.2). Given that what is at stake in decision
theory is, in part, whether certain information sources are valuable
at all, this objection comes dangerously close to deciding on the
outcome we like in advance.

The problem that leads to cases like example 2.8.1 is that an agent
is violating some important principles of rational belief. Their acts
are not inconsistent given their beliefs and their acceptance of our
model; they simply have irrational beliefs. The agent’s beliefs are
inconsistent in that they know that reading certain books will change
their mind in a particular direction but they have not already factored
that into their current beliefs. They cannot choose information with
prior knowledge of what that information will say without already
knowing what the information says.

When we make the example more realistic by supposing that when
they read books from the Maximax Church there is a 1− ε chance of
them being convinced, the case is no longer problematic. In reading
those books, they will almost definitely not find out Maximax is
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true, and these books are no longer always the books that they
must read.89 Thus, the apparent problem posed by example 2.8.1 is
resolved.90

In this section I discussed a potential counterexample for my view
and argued that it relied on a failure of the agent to hold rational
beliefs.

2.9 conclusion

We have seen that there is a way of comparing decision theories that
leads to them satisfying natural boundedness. For agents whose
beliefs satisfy the naturally bounded principle, we saw that in-
formation will be valuable provided it satisfies weak dominance
over signals. Then we explored comparisons of value and saw that
a desirable property would align stochastically more informative
and be more informative according to a subjective-choiceworthiness
function. Next we explored Trammell’s analogue principle, and
I argued that its failure showed that different orders of decision
theory cannot be so deeply analogous. Finally, I explored a potential
problem but showed how it evaporated for agents with rational
beliefs.

This research could be extended in many ways. One could extend
my model to include moral uncertainty or representative decision-
making for a constituency, perhaps drawing on the work of MacAskill,
Bykvist, and Ord (2020). One could try to show that unique evalu-
ation occurs despite arbitrary decision-theoretic uncertainty, even
without the analogue principle (this argument would mirror Tram-
mell’s (2021), using different principles. One could see what decision
theories satisfy the various constraints I set up in this chapter. One
also might try to give a positive account of what higher-order
decision theories are, if they are not so deeply analogous to regular
decision theories. One could also extend the work on information
value in this context—for example, by trying to prove a theorem
similar to theorem 2.6.1 in the case of decision-theoretic uncertainty.
One might also show what restrictions to decision theories can result
in the guarantee of positive information value, perhaps using some
of my constraints or perhaps using others.

89 This appears to be a version of the reflection principle, which claims that we
should believe now what we know we will believe later. See Fraassen (1984) and
Arntzenius (2003) for discussion.

90 Another way of making their beliefs consistent would be to allow them to know
that reading books will certainly make them believe in Maximax much more
strongly, and then, knowing this, they will currently believe in Maximax that
strongly. This would not allow for them to gain information, because information
must be informative (that is, the agent must not already know it).
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3
W E A K C O M PA R A B I L I T Y

3.1 introduction

I do not know which moral theory is true.1 Perhaps I could look to
experts to resolve my uncertainty.2 Philosophers sometimes claim
to know which theory is true, but each, while claiming to know the
truth, asserts a different answer.3 Other philosophers claim that no
moral theory could be true. Even with my years of education in
philosophy, I do not know which philosophers to trust, if any. It is
said that ‘a wise man proportions his belief to the evidence’, and when
the evidence is indecisive, you should be too.4 Thus, I am left with
moral uncertainty: I have nontrivial credence in more than one moral
theory.5

This uncertainty does not cause paralysis, a life of absolute soli-
tude, or an attempt to relinquish agency and act on instinct alone.
Instead, I continue to laugh, dance, converse, eat, and hug my
friends.6 Leftover time is dedicated to procrastination. My actions
affect those around me, and I want them to be part of the most
appropriate or best actions available.7

There are several extant proposals for how to act given this moral
uncertainty. These proposals are deeply divided. On the one hand are
proposals that require a morally conscientious agent to be sensitive
to the stakes of their decision; for example, by maximising expected

1 I will assume that moral theories are the kinds of things that could be true, and
that at least one of them is true.

2 MacAskill, Bykvist, and Ord (2020) suggest this, among several arguments for
taking moral uncertainty seriously. See also Sepielli (2017) and E. G. Williams
(2015).

3 Bourget and Chalmers (2014) find that about two-thirds of philosophers are split
roughly equally between deontology, consequentialism, and virtue ethics, while
the remaining third are split between endorsing multiple views, an intermediate
view, rejecting all theories, or being undecided or unfamiliar with the issues.

4 I will sometimes use “belief” and “credence” interchangeably.
5 That is, my credence or level of confidence is not vanishingly small. Formally, we

might suppose my credence was represented by a probability distribution P. Then,
my belief p∈P in some moral theory T, would be trivial if for any real number
ε > 0, no matter how small, p < ε.

6 Pandemic permitting.
7 This framing is already controversial. For example, Harman (2015) would not

accept that the sense of “appropriate” used here is a true and interesting sense. I
take it that my project here is to decide between competing theories of action under
moral uncertainty rather than to argue that we should have any such theories. See
Sepielli (2017) for a possible reply to Harman (2015).
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moral value. On the other hand, some proposals do not allow such
sensitivity.

I find stake-sensitivity intuitively plausible, but it may have prob-
lematic entailments.8 I focus on just one of these entailments here.
In order to be sensitive to the strength of reasons given by various
theories, we must compare reasons across these theories. If interthe-
oretic comparisons are deeply objectionable, but required for stake-
sensitivity, this would provide a powerful objection to stake-sensitive
approaches to moral uncertainty.

However, consider the least restrictive claim about comparability
that could defend stake-sensitive approaches to moral uncertainty,
at least some of the time. This would be a very weak claim: the
claim that we can sometimes compare the strength of our moral
reasons. I argue that this is intuitively true, and that rejecting it will
mean rejecting other important truths. Thus, it seems to me that the
so-called problem of theoretic value comparisons is no real problem
for stake-sensitive views.

Perhaps we can go further, extending the scope of comparability to
all theories that could be represented as a rational set of preferences
over actions. One particularly interesting attempt to do this con-
structs comparability from sets of apparently incomparable theories
using structural normalisation. We can apparently squeeze or stretch
moral theories, equalising some statistical measures across theories,
such that they become comparable. Sadly, this attempt cannot respect
our most basic intuitions about comparability, and cannot be used to
defend a stronger claim about intertheoretic comparisons.

The plan is as follows. §3.2 sets the stage by elucidating the debate
about stake-sensitivity. Then, in §3.3 I discuss arguments against
intertheoretic comparability, and make the distinction between strong
and weak comparability. In §3.4 I respond briefly to arguments in §3.3
to begin building a base of support for (at least) weak comparability.
In §3.5 I explore the proposal of using statistical normalisation to
generalise comparability. In §3.6 I argue against this account and give
an impossibility theorem about statistical normalisation in general.
In §3.7 I give a final argument in favour of weak comparability. If we
reject weak comparability we must accept other implausible claims.
§3.8 is the conclusion.

3.2 the allure of stake-sensitivity

There are two very distinct classes of approach to decision-making
in light of an agent’s moral uncertainty. The first class of approach is

8 Other problematic entailments are discussed in Harris (n.d.[a]) and MacAskill,
Bykvist, and Ord (2020)
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sensitive to both an agent’s credence function and to the strength of
reasons according to each theory. There are several proposals in this
class. One is that we might maximise expected moral value (MEMV),
choosing an option that maximises the credence-weighted strength of
our reasons across moral theories.9 Alternatively, we might consider
moral theories as members of a moral parliament and give them
“bargaining power” in proportion to credence.10 Finally, we might
even consider moral theories as voters, letting them vote on the
action they prefer.11 Many of these approaches differ significantly in
the details, but they also have a lot in common. On each of them we
are required to be sensitive to the stakes according to various moral
theories.

An alternative class of approaches is not sensitive to the strength of
reasons across multiple moral theories. For example, I might simply
act on whichever theory I have the most credence in, choosing My
Favourite Theory (MFT).12 Or perhaps I could choose an option
I thought most likely to be permissible, choosing My Favourite
Option (MFO).13 A conscientious agent would only be sensitive to
the credence function and the recommendations of moral theories
on both these views without reference to the strengths of reasons
according to moral theories. These approaches are not stake-sensitive.

9 This view is often referred to as “Maximise Expected Choiceworthiness”, and is
endorsed by Lockhart (2000), MacAskill, Bykvist, and Ord (2020), MacAskill and
Ord (2018), Sepielli (2009, 2010), and Tarsney (2017). It is even preferred by Greaves
and Cotton-Barratt (2019, p. 27) who write ‘. . . while the bargaining-theoretic approach
is interesting, in the end it seems inferior to at least one version of the standard ‘maximise
expected choiceworthiness’ approach’. We could even include other similar theories to
MEMV, such as the risk-weighted variant. This would be the moral-uncertainty
analogue of Quiggin (1982) and Buchak (2013). MacAskill and Ord (2018) admit
that many of their arguments could be arguments for a risk-weighted variant if
that was the best view of ordinary decision theory.

10 See Greaves and Cotton-Barratt (2019).
11 It is unclear whether or not voting-theoretic approaches should be counted. On

the one hand, we might consider the variance normalisation approach (MacAskill,
Cotton-Barratt, and Ord (2020)) as quadratic voting applied to moral theories
(see Posner and Weyl (2015)). In this sense, the most compelling versions of
MEMV, bargaining-theoretic approaches and voting-theoretic approaches, may
coincide. On the other hand, variance normalisation is typically understood as
part of MEMV. Other approaches that have been called “voting theoretic” include
MacAskill (2016a) and Tarsney (2018b). These approaches may not be sensitive
to amounts of value, for MacAskill’s proposal effectively cardinalises preferences
(see Tarsney (2018b)). Either way, I believe they are susceptible to similar problems
on a strong version of the incomparability argument. I am currently unsure if
Tarsney’s account would count as “stake-sensitive” on my view.

12 Gustafsson and Torpman (2014) defend a refined version of this proposal, and I
also consider it a kind of default view in philosophy (consider phrases like “As a
utilitarian I would ϕ").

13 As considered but rejected by Lockhart (2000) and MacAskill and Ord (2018).
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Stake-sensitive approaches are appealing because they capture
intuitions we have about trading off value between moral theories.
Consider the following.14

Example 3.2.1 (Jill and the Medicine). Jill is a doctor with
two sick patients. The first is Anne, a human patient. The
second is Charlotte, a chimpanzee patient. Jill has only one
vial of life-saving medicine with her and cannot get more.
She could give the entire vial to either patient. Upon taking
all the medicine, Anne would recover somewhat but have
a permanent disability that diminished her quality of life
by about half. Alternatively, Charlotte would make a full
recovery if she took all the medicine. Either way, the patient
that received no medicine would die. A third alternative would
be splitting the vial, giving each patient half. With half the
medicine, both patients would recover a quality of life just
slightly below half of full health. Jill’s beliefs are as follows:
Jill is certain that the way to aggregate welfare is by summing
it up, but she thinks it equally likely that chimpanzee welfare
has no moral value or that chimpanzee welfare has the same
value as human welfare.

Jill’s options are to give all of the drug to Anne, split the drug, or
give all of the drug to Charlotte. Let us assume that the true theory
of morality says chimpanzee and human life are equally good. We
can now represent Jill’s decision numerically, as in table 3.1. If this
was the true moral theory, then Jill should give all of the drug to her
chimpanzee patient, Charlotte.

Anne Charlotte

Give all of the drug to Anne 50 0

Split the drug 49 49

Give all of the drug to Charlotte 0 100

Table 3.1: Jill’s Decision 1

14 This case comes from MacAskill and Ord (2018). Cases like this draw inspiration
from Jackson (1991), and similar cases are found in Zimmerman (2006), and
Graham (2010).
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However, Jill does not know which moral theory is true. She
believes it is equally likely that giving all of the drug to Charlotte
is either permissible or extremely wrong. Likewise, for giving all of
the drug to Anne. If she splits the drug, she can be certain that her
act is only slightly wrong. We can represent this as in table 3.2.

Chimpanzee
welfare has no

moral value
(50%)

Chimpanzee
welfare and

human welfare
have the same

moral value
(50%)

Give all of the drug to Anne Permissible
Extremely

wrong

Split the drug Slightly wrong Slightly wrong

Give all of the drug to Charlotte
Extremely

wrong
Permissible

Table 3.2: Jill’s Decision 2

My intuition is that Jill should split the drug, given her ignorance
about the moral truth. If she gives all of the drug to either patient,
she risks committing a grave moral wrong.

Consider what stake-sensitive approaches to moral uncertainty
will say here. MEMV plausibly claims that Jill ought to split the drug.
Next, consider (informally) theories bargaining with each other. One
theory wants Anne to receive all of the drug, but splitting the drug
is almost as good. The other theory wants Charlotte to receive all of
the drug, but splitting it is almost as good. The theories, given the
bargaining power implied by Jill’s credence, will compromise and
split the drug.15 Given her uncertainty, I think any plausible version
of a stake-sensitive view will claim she ought to split the drug. On
the other hand, it is obvious that MFO cannot claim that splitting the
drug is most likely to be best. Either giving all of the drug to Anne,
or giving all of the drug to Charlotte, will be best. Jill is certain that
splitting the drug will not be best, according to whichever theory
turns out to be true, and thus MFO cannot recommend this option.
Equally, MFT requires some refinement, but however this refinement

15 See Greaves and Cotton-Barratt (2019, p. 12).
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occurs, MFT cannot recommend the intuitively plausible option of
splitting the drug.16

If your intuitions track my own, this provides a strong apparent
reason for preferring stake-sensitive approaches. We should only re-
linquish these approaches begrudgingly, when they are shown to be
quite unworkable, and I will argue that incomparability arguments
cannot force our hand in this way.

3.3 the case against comparability

Stake-sensitive approaches are appealing, but there may be deep
problems with them. To be sensitive to the relative stakes on dif-
ferent theories, we must be able to compare stakes.17 The exact
comparability requirements differ across stake-sensitive views. Some
voting-theoretic approaches only use facts about how a theory ranks
its options. MEMV is particularly demanding. For MEMV we must
always know which theory provides stronger reasons for one option
over another, and exactly how much stronger these reasons are. This
is because MEMV requires that choice be specified not only on an
agent’s actual credence, but on any possible credence function over
the same theories. It is easy to imagine alternative stake-sensitive
views that do not require strong assumptions about comparability—
for example, applying MEMV where comparisons are possible, and
applying MFT otherwise.18 In any case, at least some comparability
is entailed by any stake-sensitive view. We can very coarsely partition
the possible space of comparability claims as follows:

• A set of theories are strongly comparable if we know which of
any two reasons is stronger, and exactly how much stronger, in
any possible situation.

• A set of theories are weakly comparable if we sometimes know
which of any two reasons is stronger.

There are several objections to intertheoretical comparisons. First,
an appeal to cases. It is indeed easy to think of cases where theories
appear not to be comparable. Consider an agent uncertain between
a deontological theory that says stealing is morally wrong, and a
consequentialist theory that says stealing is required in this case
because it will bring about the best outcomes. How does the moral

16 See Gustafsson and Torpman (2014) for a more refined version of MFT.
17 In many cases it would be enough to have interval comparability; that is, the

difference between any two options on one theory is comparable to the distance
between those options on another theory.

18 Harris (n.d.[a],[b]), MacAskill, Bykvist, and Ord (2020), and Tarsney (2020) explore
these possibilities.
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value of stealing according to consequentialism compare with the moral
disvalue of stealing according to deontology? It may seem that such a
question is mistaken.

Everyone should admit that this is, at least, a very hard case.
One case may not be so compelling alone, but consider the diver-
sity of possible moral theories we might want to compare: virtue
ethics, utilitarianism, ethical egoism, ethical pluralism, and absolutist
deontology. There are many moral theories, defended by great
philosophers, that are seemingly impossible to compare.

Another objection appeals instead to the fact that within theories
the comparability of options is given by the theories themselves.19

However, no moral theory could give us the tools we need to compare
theories. Each moral theory tells you what to do if that theory is true,
and no moral theory tells you how to act if you are uncertain.

A third objection is that when one theory has higher stakes than
another theory in some decision situation, stake-sensitive approaches
may recommend that we do what this theory tells us even when we
do not have particularly high credence in that theory.20

We might wonder if this problem is solved elsewhere. For ex-
ample, if we thought about moral theories as rational agents with
preferences over acts, we might be able to use something from
the economics and social-choice literature to solve this problem.
However, without explicit assumptions about comparability, it is not
enough to assume that moral theories are “well behaved”; we would
also need a way of choosing which of the admissible representations
to use.21 Several attempts have been made to find the best way to
aggregate ordinal preferences, and Arrow famously announced that
none of these can satisfy our basic desiderata.22 In fact, some of

19 This is discussed by Gracely (1996), with reference to Hudson (1989). It is also
discussed by Nissan-Rozen (2015).

20 This is discussed in Hedden (2016), Greaves and Ord (2017), and MacAskill,
Bykvist, and Ord (2020).

21 Here’s a sketch of the proof: consider an arbitrary but finite set of options O, and
set T of moral theories, that satisfy the famous Von Neumann–Morgenstern axioms:
completeness, transitivity, continuity, and independence (see Von Neumann
and Morgenstern (1944)). Thus, theories are unique up to positive affine
transformations. This means we could represent any theory Ti by T ′i = aTi+b just
so long as a and b are strictly positive real numbers. Now consider an agent who
wants to maximise expected moral value. Let that agent have a nondegenerate
probability distribution, P, over theories in T . With only these stipulations, MEMV
would be arbitrary in the sense that an agent could choose any option that is most
preferred by at least one theory, Ti ∈ T . To see this, suppose a specific option
O ∈ O is most preferred by a specific theory Ti ∈ T . Suppose also that a different
option O ′ satisfies MEMV with the current representation. Then, simply replace Ti
with a T ′i = aTi + b with a large enough a and b, keeping other theories constant,
to ensure that O is chosen (there will always be a large enough number as the real
numbers are unbounded above).

22 See Arrow (1951) and discussion in Mas-Colell, Whinston, and Green (1995).
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this work has been discussed in relation to moral uncertainty, but
none addresses the objections to comparability.23 If there is a perfect
solution hiding somewhere deep in the literature, I am not aware of
it.

These arguments lead to some very strong conclusions about
intertheoretic value comparisons. For example, Gracely (1996) writes
that intertheoretic comparisons are ‘intrinsically invalid’ (p. 327),
‘essentially meaningless’ (p. 328), and ‘ultimately meaningless and fruitless’
(p. 332). Gustafsson and Torpman (2014, p. 165) find it ‘hard to see how
any intertheoretic comparison of value whatsoever could be made’ in light
of these arguments. I take it that the view is a very strong one: no
intertheoretic value comparisons can ever be made between different
moral theories. More precisely, the position is a denial of both strong
and weak comparability.

The exact amount of comparability required for different stake-
sensitive approaches depends on the details of the approach. How-
ever, if no intertheoretic comparisons were possible, this would be a
fatal blow to stake-sensitive views in general. We cannot be sensitive
to the stakes on various moral theories if we can never compare them,
which undermines any decision-making procedure that incorporates
stake-sensitivity at any point.

3.4 initial replies in favour of comparability

This section briefly replies to the arguments made above against
intertheoretic comparisons. The first argument appealed to cases.
Intertheoretic comparisons are prima facie implausible in some situa-
tions. However, as Tarsney (2018a) points out, just because we have
incomparability somewhere does not mean we have incomparability
everywhere. Thus, if we can reply with different cases, ones that
demonstrate the prima facie comparability of some theories in some
situations, this would favour at least weak comparability. Consider
the following.24

Example 3.4.1. I am out to dinner with friends. There are two
menu items that appeal. One is a beef burger, the other is
vegetarian gnocchi. I have a slight preference for the burger.
Suppose I believe in hedonistic utilitarianism but find two
forms of it equally likely: Either animals have no moral weight,

23 Especially by MacAskill (2016a) and Tarsney (2018b).
24 This is similar to the “moral dominance” case in MacAskill and Ord (2018). I share

their intuition here.
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because suffering requires complex mental states that are only
found in humans; or, they have the same moral weight as
humans. On both hypotheses eating a “human” burger would
be a grave moral wrong.

If I chose the beef burger in this case, I might be doing the
equivalent wrong of eating a human burger or I might be doing
something permissible (while also satisfying my slight preference
for the flavour of beef). Alternatively, I lose very little by choosing
the gnocchi, and may avoid a great moral tragedy. It seems to me
that I should avoid the burger. But if so, we can make comparisons
between how bad eating a beef (or human) burger is, and how good
having a slightly preferred dinner is. Again, one case might not be
convincing, but I could provide other cases too; for example, Jill and
the Medicine indicates how comparisons might be made between
a moral patient and a possible moral patient across different moral
theories.

The second argument was that no moral theory could tell us how
to compare across theories. In light of the prima facie evidence—that
we can make intertheoretic comparisons—I am suspicious of this
line of reasoning. Our theory should be built on the evidence, not
the other way around. If theories are comparable there are many
deep questions to answer about their nature, but the existence of
such questions should not make us doubt comparisons. Everything
that is now trivial seemed mysterious at some point.

A better objection would be that there can be no satisfactory
account of intertheoretic comparisons. Perhaps if we had just con-
ducted a long, fruitless search for how intertheoretic comparisons
might work, this conclusion would be warranted. But moral uncer-
tainty is a new field, which does not look like it is running out of
fresh new ideas. I will explore a possible theory of how intertheoretic
value comparisons occur in the next section. We might try to argue
that such accounts must always fail. Such an argument might even
build on the impossibility theorem of the next section. However, no
such argument has been made thus far.

Finally, there was the concern that some theory would dominate
our decision-making when the stakes are higher according to that
theory, when that theory is the one we find most probable. I will
put this consideration aside, partly because I find this intuition
compelling in the case of regular empirical uncertainty. Consider
that it is prudent to insure your home against fire even if the risk
of fire is very low. Likewise, in Jill and the Medicine, I thought that
splitting the drug was the most prudent option, even though Jill was
certain this act would be slightly wrong regardless of how morality
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turned out. Later I will explore another case. Others agree with
my intuitions here, and rejecting these results may lead to worse
problems.25 We could make this objection more compelling if we
considered truly infectious theories. Such theories might dominate
our decision-making in every decision situation, no matter how
unlikely we found them, just so long as we were not certain they
were false. This strengthened objection is no longer primarily an
objection about intertheoretic value comparisons and seems to be
worth addressing separately. I will not address this here.26

3.5 normalisation : the best attempt at strong compa-
rability

As mentioned, different stake-sensitive approaches require differ-
ent kinds of comparability. In the space of possible stake-sensitive
views,27 MEMV is particularly demanding. If we can solve the
problem here other approaches will have a much easier time. In
this section I will discuss a potential solution strong enough to allow
MEMV, but argue that it fails.28

What would count as a solution here? To simplify things, and
leave out other issues, we might assume each moral theory is “well-
behaved” in the sense that it can be represented by a preference
function that satisfies the Von Neumann-Morgenstern axioms.29

However, there will be many functions that represent each moral
theory, and we need a way of deciding which representation to
use.30 Deciding on a particular representation for each moral theory
would be equivalent to deciding exactly how the value of each option
compares across moral theories (strong comparability).

25 Greaves and Ord (2017) argue that we should accept swamping results in the case
of population axiology. Wilkinson (forthcoming) shows that rejecting swamping
leads to serious problems.

26 See Harris (n.d.[a]), MacAskill (2013), MacAskill, Bykvist, and Ord (2020), and
Ross (2006) for discussions about infectious nihilism. See also the literature around
Pascal’s wager, especially the argument that we need not accept infinite value
(Bostrom, 2009b) and may be able to build a decision theory that avoids this
problem (Colyvan, 2008; Colyvan and Hájek, 2016).

27 Here I include risk-weighted and other non-expectational approaches, and views
that are stake-sensitive at any step in the decision-making procedure (MacAskill,
Bykvist, and Ord (2020) and Tarsney (2020)), softer views such as a general trade-
off approach (see Harris (n.d.[a])), or ethical pluralism applied to moral uncertainty
(see Harris (n.d.[b])).

28 Using a case from MacAskill, Bykvist, and Ord (2020, §5) to do so.
29 See Von Neumann and Morgenstern (1944).
30 Moral theories would be an equivalence class containing all positive affine

transformations of some value function that satisfies the von-Neumann-
Morgenstern axioms. Our problem is how to choose a particular representation
from this equivalence class, for each moral theory. Without a way of choosing we
will have severe problems; see footnote 21.
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One way of choosing representations would be to squeeze or
stretch each function, giving them the same range, or the same mean.
In fact, we could normalise with respect to any statistical feature. We
might try to fairly represent each theory, giving them each equal say
in the overall decision-making process. MacAskill, Cotton-Barratt,
and Ord (2020) formalise this idea of giving theories equal say in two
ways and argue we should normalise theories by their variance. That
is, we could choose representations for each moral theory, such that
each preference function has equal variance to every other preference
function.

The first formalisation of equal say is distance from a uniform
theory—a theory that assigns the same value to every option. A
uniform theory can be reasonably thought of as having no say in
the outcome of a decision process. Thus, we should give each theory
equal ability to move the overall expected moral value away from
the uniform theory before this ability is scaled by credence. However,
the decision may still hang on how we define distance. MacAskill,
Cotton-Barratt, and Ord argue that two notions of distance give
deeply unintuitive results.31 Of the remaining notions of distance,
Euclidean distance is most natural, though their arguments do not
appear to rule out many of the other possible notions of distance.
They find that when we ensure theories are equal Euclidian distance
from the closest uniform theory, this is equivalent to normalising by
their variance.

The second formalisation of equal say gives theories an equal
expected value of being a part of the decision-making process
(again, before this is scaled by credence). Of course, expected value
requires normalisation (that’s how we got into this mess), and so
they stipulate that the normalisation method in the setup must be
consistent with the resulting normalisation method. Surprisingly,
they find that the only consistent method here is to normalise by a
theory’s variance. They argue overall that this is the best statistical
normalisation method. I find this argument convincing; it appears to
be the best way of choosing representations based only on statistical
features alone.32

31 Specifically the l1-norm (which is equivalent to normalising by the mean absolute
deviation from the median), and the l∞-norm (which is equivalent to normalising
by range).

32 MacAskill, Cotton-Barratt, and Ord (2020) argue against range normalisation
(Hausman, 1995; Lockhart, 2000), normalisation of the distance between mean and
minimum values (Sen, 1970), normalisation of the distance between mean and
maximum values Sepielli (2013), and several of their own proposals.
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3.6 against normalisation

This kind of approach, however, cannot respect our intuitions about
the strengths of various theories. Consider the following case.33

Example 3.6.1 (A Change of Mind). Suppose I believe that
some form of utilitarianism is the true moral theory. Initially,
I believe that humans have significant moral value, while
nonhuman animals have severely reduced moral value. Later,
I change my mind. I come to believe that both humans and
(nonhuman) animals have equal moral value.

It seems there are several ways this change of mind might have
occurred. One way involves a loss of apparent value. Perhaps I
initially thought that humans had rich experiences and significance
that other animals did not have, but then came to believe that only
a narrow range of hedonic states were valuable. Then it appears
that apparent value is lost by this change of belief; what was most
valuable (in my previous conception) is now lost. Consider another
way this change could occur. I initially believed that only the hedonic
states of humans were valuable, but then came to believe that animals
had such states too. Then it appears that the world has much
more apparent value than before. There is a third interpretation
too. Perhaps apparent value remains constant but now appears to be
distributed differently across humans and nonhuman animals.34

Consider again the Dinner case. I initially believed that nonhuman
animals have value, but that their value is much lower than that
of humans. I have not given enough detail to know which option
would be best under considerations of moral uncertainty; relative to
my initial beliefs, I have apparent reason to do what I most prefer
(to eat the burger), and an apparent reason to avoid eating meat.
Later, I come to believe that all animals, human and nonhuman, have

33 MacAskill, Bykvist, and Ord (2020, §5) use cases like this to argue against the same
class of theories, though they focus on the metaphysical aspects of intertheoretic
comparisons: what grounds comparisons of value? Ultimately, they argue for a
particular view of what grounds comparisons of value. Roughly, it’s second-order
relations between choiceworthiness properties (this view draws inspiration from
an account of other quantities given by Mundy (1987)). However, I am interested
in whether we can always make justified comparisons, which depends at least in
part on our access to answers to this metaphysical question. Their view implies
that we can justifiably compare moral theories in some situations (for example in
situations in which you have well-defined credence over various amplifications
of each moral theory), but they do not argue how far this extends (and I, not
surprisingly, think it extends only to some possible situations).

34 In fact, there are many more than three possibilities—there is an entire spectrum
of possible ways in which apparent value could have changed.
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equal moral value. This change makes my apparent reason to avoid
eating meat stronger. But how much stronger would this reason be?
The answer, I believe, depends on how my change of mind occurred.
If I came to believe that humans were much less valuable than I
previously believed, this reason would be weaker than if I came to
believe that animals were much more valuable than I’d previously
thought. If the strength of my reasons depended on how the change
of mind occurred, then this fact could impact our decision-making
in some circumstances.

No statistical normalisation method can account for this case
adequately. If we choose any normalisation method, and then ask
how strong our reason against eating meat is after the change
of mind, that normalisation method must give an answer that is
independent of any facts about how the change occurred. Statistical
normalisation cannot treat these different changes of mind differ-
ently. In general, where we have intuitions that theories with the
same statistical normalisation have differing strengths, statistical
normalisation will not adequately account for this intuition. This
hints at an impossibility theorem:

Theorem 3.6.1. No statistical normalisation method will be able to
satisfy all of the following:

1. Determinacy: every possible act or option will have an exact,
determined evaluation after normalisation.

2. Consistency: every theory will be combined consistently with
reference to its statistical properties.

3. Intuitiveness: respecting our intuitions about the strength of
various reasons.

Statistical methods in general satisfy (1) and (2). I have argued
that they cannot handle (3). This argument would generalise to any
statistical normalisation, because no statistical normalisation method
can handle A Change of Mind. Rejecting our intuitions about cases
here would be especially problematic, as they were part of the reason
for believing any comparisons were possible. This seems to me a
striking flaw in any statistical normalisation method.

Further work is required to decide whether this blow is fatal.
Perhaps other accounts will fare no better.35 Then we could have
a way of making consistent comparisons everywhere that violates
some of our intuitions about comparability, or we would have to
accept noncomparability somewhere. If so, we may have some bullets

35 For example, see Ross (2006) and Sepielli (2010).
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to bite, and perhaps this is the least disgusting. In any case, stake-
sensitive views may be useful where comparisons are justified. I will
make one final argument for weak comparability.

3.7 a final argument for weak comparability

Let’s turn to a final argument for weak comparability. I have already
argued that, intuitively, some comparisons are possible. Consider
now what the world would be like if no intertheoretic comparisons
were possible. This would imply some very odd conclusions. To deny
these odd conclusions, we must accept weak comparability.

The first implication is that interpersonal comparisons would also
be impossible. To see this, consider first the following comparison.
Person A believes that abortion should be avoided if possible, mainly
because of the negative effects on the mother. Person B believes
that abortion is as bad as murder. Who believes abortion is worse?
The natural answer is B, but this would imply we can compare the
badness of abortion across moral theories.36 As noted in the last
section, we can treat moral theories as if they are people with pref-
erences. Thus, if interpersonal comparisons of preference strength
were possible, this would imply that intertheoretic comparisons are
also possible.

If interpersonal comparisons are impossible, moral theories that
rely on them are unworkable. Consider, for example, preference
utilitarianism. On this view we ought to do whatever has the best
consequences in terms of overall preference satisfaction. However,
if interpersonal comparisons are impossible, this would make pref-
erence utilitarianism unworkable. Admittedly, one might use this
as an argument against preference utilitarianism,37 but for some
this will be an uncomfortable implication of rejecting interpersonal
comparisons outright.

We may need to also reject comparisons of welfare at different
times within the same life. Consider my own. I struggle to empathise
with my darkest moments of depression now, as I am feeling largely
at peace. I also dimly remember that part of the suffering of those
moments was the inability to imagine anything ever feeling okay,
let alone good. In this case, it is obvious to me when the better
experience was. I have higher welfare in and prefer my current state.
But how is this not like comparing the welfare of a depressed person
other than myself, to my own peaceful state? We might even reject
any difference between comparisons within a life and between lives.

36 I do not wish to make any normative claims here, but provide this example purely
as a comparison of different views.

37 See Coakley (2016) for discussion.
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On reductionist views of personal identity, endorsed, for example,
by Parfit (1984, p. 275), ‘a person is like a nation’. A person, or a series
of selves across time, are in many ways, similar to a nation that has
many people. If we accept the reductionist view it should make us
reconsider many deeply held beliefs, but it should not make us doubt
that our peak experiences are better than our lowest depressions,
even when those depressions are far away in time. Even if we don’t
want to take such a controversial view of identity, it is difficult to
see how facts about identity could ground comparisons within lives
without grounding them across lives.

Just as rejecting interpersonal comparisons of preferences held
problems for preference utilitarianism, so too does rejecting compar-
isons within a life hold problems for self-interest theory. Based on
this theory, I ought to do what is best for myself overall. However, if
it seems that the most I could do is whatever is best for me in the
present moment, self-interest theory becomes incoherent.

Thus, rejecting weak comparability comes at a considerable cost.
Not only would we deny comparisons across theories, but also
certain kinds of comparisons between preferences of different people.
Worse still, we would need to reject comparisons within a life. These
claims are controversial and imply that both preference utilitarian-
ism and hedonic self-interest theory are incoherent. We could use
similar reasoning to show problems for hedonic utilitarianism and
preference self-interest theory. It is always possible to bite the bullet,
but I find it deeply unintuitive that we should reject comparisons
within lives.

Note that rejecting strong comparability, but maintaining weak
comparability, is enough to avoid the worst of these conclusions. We
may be able to make the comparison in the abortion case, but not
determine exactly by how much B has the stronger view. Preference
utilitarianism may be partly undefined, which would serve as an
objection, but it would not be unworkable everywhere. Finally, within
my own life, I would be able to claim that my worst states were
worse than my current state.38 However, I would perhaps not be able
to compare all of my states precisely. There may be implications for
moral theories; for example, preference utilitarianism may need to
be modified to account for action in situations of incomparability.
These implications would be less problematic.

38 Here “my” is used loosely to refer to a self or a collection of selves. I expect
that any plausible theory of identity has some (perhaps complicated) way of
precisifying the term.
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3.8 conclusion

Intuitively, intertheoretic comparisons are sometimes possible, and,
at other times, very difficult or impossible. This lends credibility to a
weak claim about comparability. I have argued that open questions
about comparability do not provide a strong reason to be sceptical
about weak comparability. Some argue that any comparability would
allow unintuitive consequences, but I did not find these consequences
unintuitive. I also argued that rejecting weak comparability would
entail a rejection of several plausible positions on other topics. Along
the way I examined an attempt to extend intertheoretic comparisons
to a wider range of situations. Statistical normalisation may treat
theories consistently, but in doing so it gives unintuitive results. Weak
comparability is the best position in light of these considerations.

Consider now the implications for decision-making under moral
uncertainty. Stake-sensitive approaches entail at least the weak claim
about intertheoretic comparability. If we rejected even weak claims
about comparability, this would provide a powerful objection to
stake-sensitivity. I have argued that we should not reject these claims.
If I am right, we should also not reject stake-sensitive approaches to
moral uncertainty.
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4
W H E N F O R C E D , D O Y O U R B E S T: H O W T O M A K E
D E C I S I O N S I N T H E FA C E O F R E G R E S S

4.1 introduction

Practical rationality is about responding appropriately to the reasons
implied by our beliefs.1 Consider the following example.2

Example 4.1.1. Toby accidentally causes a small oil fire that is
currently contained to a saucepan. Toby knows that if nothing
is done, the fire will ignite nearby flammables and eventually
consume his house. Toby falsely believes that water puts out
fires such as this one; in fact, the evidence he has available
justifies his false belief.

It is uncontroversial that if Toby knew that water only makes
oil fires more fierce, then he ought to cover the fire with a lid.3

But Toby believes that water will extinguish this fire. Perhaps more
controversially, I think Toby ought, given his mental state, to throw
water on the fire.4 These requirements prescribe what Toby ought to

1 This view is defended at length by Parfit (2011, volume 1, part 1), who argues
we should do what we would have the most reason to do, were our beliefs true.
Similarly, MacAskill and Ord (2018) argue that we should choose the option with
the most expected choiceworthiness, where ‘choice-worthiness ... represents the
strength of the reasons for choosing a given option’ (MacAskill and Ord, 2018, p. 3,
emphasis in original). Others are motivated by similar considerations.

2 This example takes inspiration from Parfit’s snake example (Parfit, 2011, volume 1,
pp. 34–36).

3 Some say this sense of ought isn’t relative to his beliefs at all; instead, they say, it
is relative to the (belief independent) facts. As Weatherson (2014, p. 157) writes,
‘The externalist is only committed to the view that the most important evaluative concepts
are independent of the agent’s beliefs’. Crucially, on this view there still might be
important (but not most important) evaluative concepts that are relative to an
agent’s beliefs, and so there may still be a regress. (I thank Pamela Robinson for
pointing this out.) In any case, the debate over which of these concepts is most
important can be set aside to focus on how (and whether) these concepts work.
Tarsney (n.d.), in contrast, claims the regress gives us motivation to accept the
norm2 that takes expectations over lower-order norms. He argues this is the most
natural understanding of rationality, and so we should stop the regress here. I
demur. Certainly the regress motivates us to accept some norm, at some order, but I
prefer to vary the order as is appropriate in this context (this is especially apparent
in my contrasting intuitions about examples 4.1.2 and 4.2.1).

4 Sepielli (2017) argues that the correct beliefs to reference are “epistemic credences”.
I agree in principle that in certain situations the mental states to reference are not
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do, given what he takes the world to be. The prescriptive part makes
them normative, so we can call these requirements norms.

The requirements are also conditional on aspects of Toby’s mental
state: they take the form “When X has mental state M, X ought to
ϕ”. The relevant mental states could be what Toby knows or believes
or even his degree of belief.5 Although it is interesting to consider
whether there are norms that do not take this form, this will not be
my focus.6

We often say that norms perform their prescriptive role by classify-
ing our acts, perhaps in a coarse-grained way (required, permissible,
or impermissible) or in a fine-grained way (assigning them cardinal
values or ranking them from best to worst, for example). In clas-
sifying our acts, they say what we ought to do and ought not to
do.

Everyone agrees that it is sometimes appropriate to be uncertain
about empirical matters.7 I am uncertain, for example, whether
it will rain tomorrow. Norms can take our uncertain beliefs as
inputs; famously, one norm of this kind calls for maximising one’s
expectation of value.

However, we can also be uncertain about norms. Consider the
following case.8

always the agent’s actual beliefs but rather some more complicated thing such
as the beliefs that are most justified by the available evidence. This is especially
apparent when considering moral blame (see Harman (2015)). However, in some
situations what concerns me most is the agent’s current predicament, in which
they can only be guided by their actual mental states. In any case, I will allow
the reader to substitute whatever mental states seem most appropriate here, as
nothing hangs on this. See Parfit (2011, §1) for a summary of these possibilities.

5 Indeed, Jackson (1991) shows there are certain norms which seem to only apply
when agents have intermediate credal states—for example, those that could be
accurately represented as 50 percent credence in P (and 50 percent credence in
¬ P). This shows that we can’t make all norms relative to full belief and give an
agent degrees of belief in those norms. See Parfit (2011, pp. 159–60) and MacAskill
and Ord (2018, pp. 4–6) for structurally similar cases.

6 For example, we might think that relative to the fact that covering an oil fire
will extinguish it, there is a fact-relative norm that prescribes covering the fire
regardless of Toby’s mental states. We might even think, first, that the norms I
described as conditional on Toby’s mental state have special relations to these
fact-relative norms and, second, that the knowledge-relative norms have special
relations to the belief-relative and fact-relative norms. We might even want to
ground knowledge-relative norms in knowledge of facts and fact-relative norms
or insist that belief-relative norms are the wider class of knowledge-relative norms
(knowing is a special case of believing, namely the case in which your beliefs
correspond in the right way to the facts). All of these issues can be set aside for
my purposes.

7 Perhaps uncertainty is appropriate when we are not experts in a field, when the
field is complex, when we have limited access to evidence, when our evidence is
conflicting, or when experts disagree. Regardless of whether it is appropriate, we
often are uncertain.

8 MacAskill and Ord (2018, p. 1) mention a similar case.
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Example 4.1.2 (Environmental Policy). Ada is in charge of
environmental policy and has several options for how to
regulate emissions. She is uncertain about the value of future
generations relative to the current generation but is certain
that her options trade off benefits to those alive today against
benefits to those who will be alive in the future.

In a case like this, Ada could be certain of all of the empirical
facts about how trade-offs will affect future people yet still not
know which policy to choose because of her uncertainty about the
comparative value of the welfare of future and current people.9 Ada
could be uncertain which norm is true. She could face normative
uncertainty.

Normative uncertainty seems particularly tricky. We might at first
try to decide by accepting (adopting as correct) a norm.10 Perhaps it
is the norm most likely to be true,11 or the norm that most experts
agree on, or the first norm we think of.12 But a rational way of
choosing which norm to accept is itself a norm.13 Although it fits the
pattern for a norm, this second kind of norm seems a little different
from the first kind. It’s a function mapping from our beliefs about
facts and about norms to a classification of acts rather than a function
mapping from beliefs about facts to a classification of acts. Call it a
norm2. In accepting a norm, we are (perhaps implicitly) accepting
a norm2. Perhaps we ought to accept the norm2 that we find most
plausible, the one that maximises expectation of value across norms
over norms, or something else. Perhaps we could even take into
account special norm2 properties, such as coherence between our
chosen norm2 and our chosen norm. Any rational way to choose
will be what I will call a norm3—that is, a rational way of choosing
which norms2 to accept. But any way of accepting a norm3 (which
will be our way of accepting a norm2, which in turn will be a way of
accepting a norm1, which in turn will be a way of “accepting” an act)

9 For a more thorough motivation of the problem of normative uncertainty, see
MacAskill, Bykvist, and Ord (2020, §1).

10 If we accept a norm because we do not face normative uncertainty, there is no
problem. If we only accept a norm for pragmatic reasons, there will be a regress.

11 Per Gustafsson and Torpman (2014).
12 Other second-order norms are suggested by MacAskill, Bykvist, and Ord (2020),

Greaves and Cotton-Barratt (2019), Newberry and Ord (2021), and others. As
is clear in the early chapters of MacAskill, Bykvist, and Ord (2020), different
norms1 have different structural properties and thus may require different kinds
of norms2. I leave these issues to the side, as my proposal is fairly broad and the
details can be filled in for more specific cases.

13 This is true regardless of whether reasoning of this type is in the foreground or
the background. In the case of Toby, he might not ever explicitly refer to a norm,
but he still acts on one.
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will itself be a norm4. There is no obvious point at which accepting
a normk does not entail that we need to accept a norm(k+1). This
structure could be called a hierarchy14 or, better, a regress.

Back to the example. Perhaps Ada knows option A will max-
imise welfare for the current generation but cause severe harm to
some future generations, while option B will reduce welfare for the
current generation but avoid severe harm to future generations.15

For simplicity, suppose she is a utilitarian, and so she wants to
maximise social welfare. But though she knows the welfare facts
for each generation conditional on her policy decision, she does not
know how their interests should count against each other. We can
represent this uncertainty about different versions of utilitarianism
as uncertainty about pure time-discount rates (δ).16

Suppose Ada’s decision can be represented by the utilities in table
4.1.

δ = 0.05 δ = 0.01 δ = 0.0125

A 30 20 10

B 100 10 1

Table 4.1: Ada’s Decision 1

At this point, Ada might be uncertain in deciding between two
ways of making the decision represented in the table; for example,
she might maximise expected value (given her credence about the
discount rates). She might know of another way of making that
decision: simply pick the discount rate she believes most likely to be
true and then act upon that discount rate. These are both norms2. She
might want to choose whichever norm2 she thinks most likely to be
true. This is a norm3 because it is a norm that governs decision under
uncertainty about norms2. An alternative norm3 would choose the
norm2 that maximises the maximum possible value across norms2.
But there are also many norms4 that could govern her choice of
norms3: perhaps she should choose such that her norm4 is coherent
with her lower-order norms, or formalise her norms3 as if they were

14 Trammell (2021).
15 Perhaps policy A will result in a slow transition to a zero-emissions state, perhaps

at roughly the status quo rate, while policy B will result in a rapid transformation
of the current economy to a zero-emissions state.

16 For background on this kind of case in particular, see Fleurbaey and Zuber (2015)
and Greaves (2017a,b). In the end, there may be dominance arguments that resolve
this uncertainty, as suggested by Greaves and Ord (2017), but if Ada does not
know this, she may still face the regress.
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voters and count their votes according to some voting procedure, or
randomly select—according to her credences—a “dictator" from her
set of norms3.

The existence of many possible orders of norms does not by itself
entail a problem for rational decision-making, just as the existence
of many different measures of length (Euclidean being the most
common) does not prevent me from knowing which of two people is
taller. Notice the pattern for norms: our acceptance of any normk is
governed by our accepted norm(k+1). So to accept a norm at order k
we must accept a norm at order (k+ 1). This regress appears vicious
because it seems we must accept infinitely many norms in order to
make a rational decision.

Many, do in fact consider this a problem. Consider the writings
of MacAskill, Bykvist, and Ord (2020, p. 23, emphasis in original) ‘it
seems that if one can be uncertain about which first-order moral theory is
correct, one can also be uncertain about how to deal with moral uncertainty
itself. But it seems like this uncertainty can go even higher: one can be
uncertain not only about how to deal with moral uncertainty, but also about
how to deal with uncertainty about how to deal with moral uncertainty,
and so on ad infinitum.’, Trammell (2021, p. 1) ‘this reasoning can launch
a regress of ever-higher-order uncertainty, which may leave one forever
uncertain about what one ought to do’, and Sepielli (2017, p. 113) ‘the
possibility of normative uncertainty all the way up makes the uncertaintist
project look pointless’. Especially strong is Weatherson’s view that
this spells trouble for all mind-state-relative norms (which he calls
internalist norms). As he puts it, ‘... [this approach] is vulnerable to a
nasty regress. The problem is that internalists disagree amongst themselves,
and there is no internalist friendly way to resolve the disagreement’(p. 17).

I, however, do not think this regress is vicious as relates to our
ability to make decisions . If certain norms were rational, then the
structural similarities between orders and norms would allow us to
accept an infinite variety of orders of norms at once. For example, we
could accept at every order the norm that minimises the minimum
value across norms of lower orders. This norm would always choose
itself, and so, just like that, I could accept infinitely many norms (of
different orders) and pick whichever act ensures the lowest minimum
value given my empirical (un)certainty.

Of the many possible ways to choose given the existence of
this regress, most are not plausibly rational. Anyone conscientious
enough to consider various ways of acting rationally under norma-
tive uncertainty will find a proposal such as this entirely unappealing.
The slogan “When uncertain, always choose the worst option” per-
haps has no other appeal than its ability to avoid the regress problem.
Consider Ada again. She could pick a policy she knows will have the
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most catastrophic outcomes for both current and future generations,
but she shouldn’t. So while the proposal just given would allow her
to choose, it would more specifically allow her to choose badly.

The goal of this essay is modest. I want to solve the regress with a
principle that has prima facie normative appeal. I propose a principle
which can be captured in the slogan “when forced, do your best”.
I argue it is more compelling than two other principles that have
been proposed in the literature. I explore these alternative proposals
first, in §4.2, then present my solution in §4.3. I address difficulties
relating to idealised agents in §4.4.

Fascinatingly, another regress might begin when an agent does
not accept “when forced, do your best”. My proposal cannot say
anything useful about this regress, but nor can my opponents’.17

4.2 extant proposals

This section explores two proposed solutions to the regress problem
and offers a critical note. First, I explore “reason as far as you can”,
the proposal that the regress reaches a natural stopping point when
an agent reaches their cognitive limits. At this stopping point, an
agent faces only finitely many orders of norms and is able to decide
based on the norms at the highest order. The second proposal, a
fixed-point solution, says that under certain conditions there is a
unique value at the intersection of our value ranges (for each order
of norms). This unique evaluation is one which an agent can take to
be the value of that act, given their uncertainty at every level, and
they can choose the act with the highest such value.

4.2.1 Reason as Far as You Can

Consider the proposal that says we should reason up the regress
as far as we can. Imagine taking your uncertainty into account at
the level of norms2, then applying norms3, and so on. Pretty soon
you will be working across norms of several different orders, where
perhaps even subtle changes in norms at lower orders will result in
important changes at higher orders. The most diligent and intelligent
of us may be able to handle a few such levels, but no one can handle
arbitrarily many. It is natural to think that while norms at orders 1

17 In fact, for a fixed-point solution, this problem may be even worse because it is
unlikely that an agent would accept the many conditions required to show there
is a fixed point.
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and 2 are more or less understandable, 18 but that norms of much
higher orders are not things we can understand deeply (indeed,
perhaps we may even be unable to generate plausible candidate
norms at much higher orders). If so, then it is natural to think that
any human will reach a point they cannot think beyond. This may
come from those higher orders being impenetrable, but it may come
more ordinarily from our natural limitations; our cognitive capacities
have a limit, and we may be unable to apply higher-order norms to
our situation even if we can specify them. When we reach this point,
we should stop deliberating. As Zimmerman (2008, p. 42) writes,
‘For every human agent there will always be a level of evidence, L, such that
... there is no such higher level ... [or] any such level is one at which what
maximizes expectable value at it also maximizes expectable value at level
L ... I then propose that ... [a]n agent ought to perform an act if and only
if it is the option that has the greatest expectable value for the agent at his
definite level of evidence.’19

On this view, there is some finite level beyond which our biological
limits prevent us from understanding fully (perhaps because we can-
not form coherent beliefs about that level, perhaps because we can’t
even conjure the possible norms in which to have beliefs, or perhaps
because we simply cannot calculate what those beliefs imply). We
should not be expected to reason any further. Zimmerman (2008)
proposes that at the highest feasible order, we take our expectation
given our uncertainty.20 If Zimmerman (2008) only meant to show
that the regress does not undermine our rational decision-making
when we are uncertain in norms2, then he may not have meant that
we must reason as far as we can. If so, my proposal only extends and
refines this approach. I do not believe that we always should reason
as far we can, so on this interpretation of Zimmerman (2008) my

18 Indeed, much has been written on morality, and a little has been written on
normative decision theory and second-order norms that deal with uncertainty
about morality.

19 Zimmerman (2008) goes on to revise and reformulate the view; this is not the
final formulation. However, these reformulations and revisions are not chiefly
concerned with the regress problem.

20 I have a minor bone to pick with this solution. Suppose at some order, I am
uncertain in deciding between taking a particular risk-weighted expectation that
is risk averse (call this complicated risk aversion) and taking the average of the
minimum possible value and the expectation (given by theories at one order
below). Suppose I cannot resolve my uncertainty about these two views, and I
cannot reason about the level higher. Then, according to this proposal, I ought to
take the expectation over these views. However, while I might not be able to reason
very conclusively about the next order of the regress, and I might not even be able
to specify all of the plausible options and their entailments, it does seem as if I
should not take the expected value. Indeed, I am quite sure in this case that some
sort of risk aversion is in order. This is easy to address: we can take something
closer to an agent’s actual credence, such as the theory they find most probable at
the highest order at which that they can know this through deliberation.
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view is merely a refinement. I leave this interpretation to the side for
the rest of this section.

The proposal that we must reason as far as we can is is too
demanding in some cases. Perhaps it is reasonable to say Ada
(in example 4.1.2) should deliberate for a long while on the value
of different generations. Hers is an important decision that may
substantially affect millions of people today or many more millions
in the future. Furthermore, hard trade-offs must be made, and these
should not be taken lightly. But consider the following example, in
which I do not think so much deliberation is in order.

Example 4.2.1 (Take a Penny, Leave a Penny). Baxter is walk-
ing along a street. They are on their way to an important
presentation. Baxter is running exactly on time. While walking
along the street, Baxter spots a five-cent piece. They can choose
to pick up the piece or leave it and continue on their way.

It is not obvious to me what Baxter should do.21 If you think it is
obvious that they should take the coin, consider that the money is
only a small benefit and likely not worth the effort. Consider also
that it is largely a distraction from the important task at hand: getting
to the meeting on time. If you think it obvious that they should leave
the coin, consider that it would likely only take a second or two to
pick it up, which may translate into an hourly rate of $90 per hour.
There are considerations on both sides.

Regardless of how he will resolve this uncertainty upon reflection,
it is obvious to me that he should not spend a long time reflecting.
But according to the “reason as far as you can” principle, Baxter
should think hard about whether to take the coin; he should reason
up the regress as far as he can. Imagine Baxter does so; perhaps
he takes a seat in the gutter beside the five-cent piece and reasons
until he is red in the face. Now imagine that as a result he shows
up to the important meeting late and with little mental energy for
the presentation. Baxter’s decision seems ludicrous. I maintain that
while it may be unclear whether he should take the coin, he should
certainly not spend his time and energy reasoning as much as he
possibly can. The fact that he has an important meeting to attend
adds weight to the conclusion that this view is too demanding.

21 Many readers have the intuition that it is obvious (one way or the other). I think
that they are jumping the gun, but I strongly endorse their personal policy of
not thinking at all about cases like this, not because the answers are obvious but
because they are not usually worth the time it would take to consider them in
detail.
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Here’s another case that offers a similar intuition but has a different
underlying structure.

Example 4.2.2 (Muddy Shoes). Peter is walking along the bank
of a shallow river when he spots a drowning child. Peter knows
he could wade in and save the child, who is seconds away from
dying. He also knows that doing so would ruin his brand-new
$300 shoes.

In this case, the situation is important and the cost of delay is
enormous.22 The child will die if Peter delays to reason as far as he
can. To me, this is a choice situation that should obviously not be
considered deeply. Peter should save the child. So what if his shoes
get dirty?

Of course, there are other cases in which we should deliberate
(example 4.1.2 is one). The amount of deliberation required varies
from situation to situation. My own solution, given in §4.3, will be
sensitive to this.

There may be another, secondary, issue with “reason as far as
you can”: it does not solve the problem for unbounded agents. A
cognitively unbounded agent is not limited in the orders of regress
about which they can compute. Whatever mathematically or logically
follows from their beliefs can be known to them through compu-
tation.23 Computation for such agents has no limit. If there were
a rational stopping point to their deliberation, they could adopt
their expectation over norms of the corresponding order, but “reason
as far as you can” might not provide such a stopping point. For
unbounded agents, then, this principle appears to offer no solution.24

However, I will discuss unbounded agents in §4.4 and show that
(surprisingly) “reason as far as you can” may in fact be a solution
even for unbounded agents, though here my own solution gives
more plausible results even for unbounded agents.

4.2.2 Fixed Points and Convergent Solutions

Another class of solutions show that evaluations given by norms
converge; that is, they reach a fixed point.

22 This case is inspired by Singer (1972).
23 Specifically, I mean what is computable from these. As Gödel’s incompleteness

theorem shows, not all logical consequences are accessible even to these
unbounded agents (Gödel, 1931).

24 Assuming they are, as a matter of psychological fact, uncertain at every order of
the regress.
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Consider norms that give a fine-grained categorisation of acts by
assigning values to acts available to an agent.25 Then, at each order of
the regress, the norms of that order assign values to acts which take
into account evaluations by norms at lower levels.26 Converging to X
means that the values arrived at by norms of higher order than k will
be arbitrarily close to X.27 It is natural to think that if these values
converge to X, the value of an act is X, and if the values converge
in finitely many orders, considering further orders will not change
your decision and so you should assign X as the value of the act. If
the convergence is not finite, then the value gets closer and closer to
X, and so we can defer to our infinitely more considered position,
which assigns the value of X to that act.28

A fixed-point solution is similar but more general. At each order
k we get a value range for each act given by the evaluations of
normsk.29 If there is a unique value X at the infinite intersection
of these ranges, then X can be considered the value of that act, so
long as we believe there is an all-things-considered, or ‘supersubjec-
tive’,30 ought which each norm makes claims about or if we accept
Trammell’s (2021) dominance principle.

Sepielli (2017) and Tarsney (2017) hope for convergent solutions to
the regress problem, while Trammell (2021) generalises to fixed-point
solutions and proves the conditions under which these solutions
are guaranteed. The conditions include that an agent only has
positive belief in a finite number of normative theories at any meta-
level, where a normative theory is something like a collection of
consistent norms. These theories must all be complete, continuous,
cardinal, and compromising, and we must also endorse the analogue
principle.31

25 I actually think these ideas loosely generalise to norms that cannot be represented
as assigning values to acts. For example, you might think there is a k such that the
act recommended by all norms at orders above k are the same (which does not
require value assignments). However, such generalisations have not been explored.

26 This taking into account could involve combination, as in the case of taking an
expectation over lower-order norms, or it might not, as in the case of accepting the
lower-order norm you think most likely to be true.

27 Specifically, you will be able to find some such k for any specified arbitrary
distance ε.

28 This pattern, in the case of non-uniform or extremely slow convergence, will not
be clear unless you stand back.

29 See Trammell (2021) for details, especially the discussion of the difference between
fixed-point and convergent solutions in §4.2.

30 In the language of Hedden (2016).
31 Each theory must be complete; that is, it must give well-defined (k-level)

choiceworthiness claims across the entirety of an agent’s uncertainty at each
level below. Theories must be continuous across meta-levels, in the sense that small
changes to choiceworthiness claims at any level result in only small changes in
choiceworthiness claims at the level above. Further, we must assume theories, in
general, are cardinal: there is a universal cardinal choiceworthiness scale. We must
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In many cases, people do not hold beliefs that satisfy these tidy
assumptions. Although these conditions can be weakened for trans-
finite convergence, they remain strong and entail the additional
assumption that an agent’s credences are well specified over trans-
finitely many orders of uncertainty in norms. Further work may find
weaker conditions under which convergence or fixed-point solutions
are guaranteed, and I would be happy to see this work. But for now
this remains a major concern.

Even when these conditions are met, this theory seems excessively
demanding.32 Consider again Baxter’s decision of whether to pick up
a five-cent piece (example 4.2.1). Should Baxter really be required to
calculate the limit of an infinite sequence of norms at various orders
or to determine where his higher-order normative considerations
reach a fixed point? I think not. In the case of Peter (example 4.2.2),
fixed-point solutions perform even worse: Peter will miss his chance
to save the child if he calculates the fixed-point solution to resolve
his normative uncertainty. This demandingness critique is similar
to my critique of “reason as far as you can"; so I will not repeat the
point. Suffice it to say Baxter might not know whether his mental
state entails a fixed-point solution, and so this proposal may require
him to reason further than he can.

4.3 when forced, do your best

My own solution to the regress problem draws on the intuition
that “reason as far as you can” indicates a hard upper limit to our
reasoning but is entirely too demanding. Only sometimes should we
reason as far as we can. Including deliberation as one of our options
reveals that we always face forced choices, and when we do, we
should do our best. I call this principle “when forced, do your best”.
It allows agents to make decisions despite the regress.

further assume that the agent believes in the same meta-level theories at every
level. Trammell (2021) calls this the analogue principle. Finally, we must assume
that an agent only has credence in compromising theories; that is, for a given range
of possible values at some level, an agent only has positive credence in theories
above that level that assign choiceworthiness judgements strictly within that range.
For a critique of the analogue principle, see chapter 2.

32 Another approach might be to calculate what the fixed-point solutions actually
are for common situations (or decision structures), then develop approximate
decision rules based on the results. These results could say “In situations with
features X,Y,Z,..., an agent (usually) ought to ϕ”. (I thank Matthew Nestor for this
suggestion.) However, such an approach would still be limited by the assumptions
necessary for fixed-point solutions to get off the ground, and thus much more
work would be needed to apply heuristics to problems outside of this limited
scope. (Taking this information into account when making some decisions does
not necessarily go against the view I am advocating with “when forced, do your
best”.)
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Consider forced choices. In a forced choice, we cannot deliberate
for a long time. Even if we remain uncertain, we ought to do our
best in the moment. For example, if you are considering whether to
switch the train tracks so one person dies rather than five, you face
a forced choice: if you “don’t choose”, then the choice is made for
you. As the train lurches towards the poor souls tied to the tracks,
you ought to do the best you can in the moment, even if your more
informed self might choose differently.33 I offer my principle as a
way of deciding in forced choices.

Definition 4.3.1 (When Forced, Do Your Best). If an agent A is forced
to decide between options, then A must choose the option O that
appears best given their current considerations.

The principle above claims that when a choice is forced, we should
do what we think is best given our current mental state, which
includes beliefs, knowledge, and credences.

This may seem to not often be applicable and thus not be capable
of providing a solution to the regress problem. Crucially, though,
deliberation is one of our options. Consider Baxter (example 4.2.1). His
choice is to pick up the five-cent piece or leave it. It is misleading,
though commonplace, to characterise his option set as including
just those two choices. There is of course a third option: he might
deliberate further.34 He could, for example, deliberate for five min-
utes and then choose. In fact, he faces a series of choices: take
the coin, deliberate further, or leave the coin. When he picks further
deliberation, he is again faced with a similar choice after deliberating.
Baxter faced a forced choice all along; it just wasn’t obvious from the
initial description of the example.

Notice that we always face a forced choice when our options are
fully specified.35 Not deciding is just another option. Applying this

33 I do assume, however, that you can do your best. Initially, without deliberating,
this may be a quick, intuitive, nonreflective judgement. If deliberation is in order,
these judgements may be more refective, deliberate, theory driven, and slow (in
the sense of Kahneman (2011)). This avoids a regress that might begin with your
uncertainty about whether deliberation is in order.

34 Here, I mostly wish to focus on the regress you get from considering meta-
level norms and meta-meta-level norms, but I take it that “deliberate further”
could include gathering evidence, assessing evidence, thinking through alternative
heuristics, and so on. Some of these alternate readings of deliberation may lead
to a regress which I may be able to offer a solution to, but for now I leave such
considerations to the interested reader. For my purposes, “to deliberate further”
refers to the metanormative-reasoning kind of deliberation.

35 Note that I have not completely specified their options here; for example, I have
excluded waiting for five minutes, then choosing, and so on. But whatever their
fully specified options, they will face a forced choice among those. We could also
add a null option in which he stares off into the distance for a few minutes to
decide or deliberate, but note that this option would be dominated by deciding and
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fact to regress is problematic because it implies that in order to make
a decision, we need to accept ever-higher-order norms. However,
we do not need to consult every possible level in forced choices.
We can simply accept our initial best guess. When we do so, we
decide whether to deliberate further. If our initial best guess says to
not deliberate, the regress stops here and we decide. Otherwise, we
deliberate a while and then decide whether to continue deliberating
or choose an “ordinary” option, again choosing the best we can given
our current considerations. Best can be made more precise; perhaps it
signifies the act we choose based on the norm we find most plausible
at the highest order on which we have so far deliberated. Often it
might not be as conscious as that, especially at the lowest levels.
Deliberation too could be made more precise, and in ordinary cases
it includes much more than ascending the regress (individuating
options, finding out empirical matters, and so on), but we can leave
aside these details.

My solution also gives plausible results in the examples discussed
so far. Baxter should, I claim, deliberate about the five cents only
if he thinks doing so will be worthwhile. However, it is obvious
to me that any deliberation that lasts more than a few seconds is
not worthwhile. The upper bound on the value of deliberation here
is five cents because that is all Baxter has to gain. But the cost of
deliberation is running late and arriving flustered at an important
meeting—an outcome Baxter would likely pay more than five cents
to avoid.36 He should certainly not, as “reason as far as you can”
implies, deliberate to his cognitive limits. Nor should he calculate a
convergent or fixed-point solution to his normative uncertainty, even
if he can. Clearly, my solution can account for the intuition that too
much deliberation would be irrational here.

In Muddy Shoes, Peter could save the drowning child but would
ruin his new shoes in the process. He might also deliberate about
the decision. However, it is obvious that the child could drown at
any moment and that the child’s life outweighs Peter’s concern for
his own shoes; so it is obvious that a lengthy deliberation is much
worse than saving the child. Peter should not be immobilised just
because he can consider the decision further; he should save the child
immediately.

deliberating. So Baxter faces a forced choice when his options are fully specified.
Note too that if gathering evidence were included (as it would be in the real
world, though I have excluded that consideration for simplicity), then the agent
might theorise a small amount, then gather evidence, then ponder some more,
then finally decide to go with what they are thinking at the time without further
thought. The details would require fleshing out, but for now I am content in
presenting my approach in broad strokes.

36 Note that this can be known to Baxter even if he faces uncertainty about whether
to take or leave the five cents at every level of the regress.
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In Ada’s environmental-policy case, she is uncertain of how to
trade off the welfare of current and future generations, and she faces
an important decision on the matter. Perhaps in this case she feels
that the best option is an order of magnitude better than the next-best
option. Then she should deliberate. Perhaps she should even reason
as far as she possibly can. My principle allows plenty of deliberation
where deliberation is likely to be valuable. It gives plausible results
in the cases discussed so far, unlike the two proposals in the last
section.

It is worth saying a little here about how the value of deliberation
usually works, though further work is needed on the topic. The
value of deliberation is bounded from above by the value of your
best option. It’s bounded from above more closely by the value of the
difference between the best and worst options. Within these bounds,
it is higher the more you can expect to reduce your uncertainty, so
long as you can change your decision.37 When the difference between
our best and worst options is high but we know which is which,
we can choose the best one without deliberating, so the value of
deliberation is low relative to the value of our “ordinary” options.
Similarly, when our best and worst options have similar value,
we cannot gain a lot from choosing correctly, and so the value of
deliberation is comparably low. Finally, if we do not expect to reduce
our uncertainty, then our decision will be no better after deliberation,
and the value of deliberation will be comparably low. (I mean this
point to be broad enough to include knowing how to evaluate our
options despite more fundamental uncertainty; so finding a fixed-point
solution reduces our uncertainty about the supersubjective value of
our acts without reducing our fundamental normative uncertainty.)
All of this means that in many cases we need not deliberate much,
and in others, deliberating will either reduce our broader uncertainty
(thereby making further deliberation less attractive because there
is less residual uncertainty to resolve) or make us expect further
deliberation will resolve our uncertainty less than we previously
thought (again, making further deliberation less attractive because
we expect to resolve less of our uncertainty). In all cases, then, it
seems the value of deliberation will gradually decline until we can
choose an “ordinary” option following the principle “when forced,
do your best.” The value of deliberation will also fall off a cliff when
we reach our cognitive limit, as Zimmerman (2008) suggested; we
need not rely entirely on a broad-strokes understanding about when
deliberation is valuable.38

37 Further work is certainly required. See the explorations of information value under
normative uncertainty by MacAskill, Bykvist, and Ord (2020, §9) and chapter 2.

38 One concern might be that some people believe that deliberation is always their
best option. In response, I would say that the solution only requires that an
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To sum up, I have given a prima facie–plausible principle that
allows us to act rationally in forced-choice situations, whether or not
we face a regress. I then argued that our fully specified decisions
are always forced, thus dispelling the illusion that this principle
might only sometimes apply (the illusion resulted from simplifying
a forced choice with many options as an unforced choice between
a few options). Other solutions did not do well with my examples,
largely because they were too demanding.

In the next section, I extend my solution to unbounded agents and
argue that under plausible assumptions they too can act rationally
despite the regress.

4.4 unbounded and arbitrary evaluation

My proposed solution relies on the intuitition that deliberation
can become too costly relative to its benefits—perhaps because at
some point further deliberation tells us nothing (when we reach our
biological limits), perhaps because despite our ability to deliberate
further, the benefits are very low (as they were for Baxter), or perhaps
because the costs are unreasonably high (as they were for Peter). My
examples so far have focused on biological humans. However, what
about idealised agents that do not obviously have such hard limits
to their cognition? Unbounded agents are agents that have unlimited
cognitive capacities. One kind of unbounded agent threatens my
view significantly; another does not..

Definition 4.4.1 (Unbounded Agent 1). An unbounded agent, U1,
has the ability to instantaneously, and without cost of any kind,
compute anything that is provable or deducible from their initial
beliefs, knowledge, and other inputs.

These agents thus face absolutely no cost to deliberation. However,
when we consider information processing of any kind, we realise
there are costs associated with it. Most often these costs are measured
in time (it takes a moment for neurons to activate in a pattern, for
example) or energy (minds are instantiated as a physical process in
which energy is converted and, because the process is not entirely
efficient, some is lost). So U1 is physically impossible.39

agent believe that the value of deliberation has certain properties and that these
properties are plausible. For example, Baxter must grasp that deliberating for a
long time will incur a large cost that is not compensated for by deciding correctly
whether to pick up five cents. An agent who denies this is either missing the
obvious or has such an odd set of values that it really is rational to deliberate as
much as possible. Few of us are like this, but this is possible, and so “when forced
do your best” is an important addition to “reason as far as you can”.

39 I assume physicalism here. Perhaps the nonphysicalist would posit a substance
of mind that allows costless information processing. I do not find it intuitive that
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Let’s consider more realistic agents.

Definition 4.4.2 (Unbounded Agent 2). An unbounded agent, U2,
has the ability to compute anything that is provable or deducible
from their initial beliefs, knowledge, and other inputs. There is,
however, a small cost associated with information processing in
terms of time or energy.

U2 can reason infinitely but is minimally bounded by the available
energy and time. Can a solution such as the one I’ve been advocating
apply to an agent with such potential? I think it can.

Deliberating as far as possible is unlikely to be an agent’s best
option. In order to understand why, we must realise that a significant
part of the value of deliberation comes from our ability to make better
decisions. In Ada’s policy decision, she might rationally choose to
deliberate a lot because deliberation would allow her to make a
better decision. Most of the value of scientific understanding comes
from the power it gives us to bring about more of what we value
intrinsically rather than from the intrinsic value of understanding the
fundamental nature of the world. Likewise for deliberation in general:
making a better decision is a key part of the value of deliberation
per se 40

Let’s examine U2 with only a time cost. In such a scenario, if
U2 deliberates as far as they possibly can, they miss out on any
opportunity to interact with the world, thereby getting only the
intrinsic value of deliberation and forfeiting much of the potential
value they could receive by acting. Simply by having the ability
to deliberate near costlessly, all they would have to do is convince
humanity to adopt improvements that are obvious to more reflective
agents—for example, accelerating scientific progress in general, or
making progress safer, or influencing the direction of humanity so
that they produce more of whatever is valuable. When we examine
the costs and benefits of “always deliberating” and “mostly deliberat-
ing but occasionally doing particularly impactful bits of influencing
humanity”, we get the decision in the following table.

Table 4.2 displays the two options of U2 as the rows, and the
intrinsic and extrinsic (or use) value of those options. It should be
clear from the table that if the agent always deliberates, they gain
a slight amount of the intrinsic value of their decision. If, however,
they choose to occasionally influence humanity using the knowledge
that they have, they can produce a lot of value in the universe for

the same norms that apply to bounded agents should apply to U1. While I have
not solved the problem for them, I consider this a different problem from the one
discussed here.

40 This idea underpins much of the only current exploration of the value of
information under normative uncertainty: MacAskill, Bykvist, and Ord (2020).
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Extrinsic Value Intrinsic Value

Always Deliberate Status Quo Highest Possible Value

Mostly Deliberate Very High Value Very High Value

Table 4.2: Why not always deliberate? (1)

only a very slight decrease in intrinsic value. I tend to believe that
the intrinsic value is a very small part of overall value, but in order
to agree that “mostly deliberate” is the clear winner, you only need
to think that lots and lots of extrinsic value is worth the very small
sacrifice in intrinsic value of knowledge.41 In any case, U2 should do
what they think is best, which is likely to involve occasional breaks
from deliberation to influence humanity.42

Now consider U2 with only an energy cost. Compare always
deliberating with deliberating to some level k before transforming
the universe into the best state possible according to U2’s beliefs at
level k. Such a decision would look like table 4.3.

Extrinsic Value Intrinsic Value

Always Deliberate Nil Highest Possible Value

Deliberate to L Very High Value Very High Value

Table 4.3: Why not always deliberate? (2)

In the first example, it was clear that, unless the intrinsic value
of knowledge is implausibly high, the agent should not always
deliberate. Here, that result is stronger. If U2 deliberates as far as
they can, they will burn the entire universe, leaving absolutely no
extrinsic value.43 Deliberating to almost any finite k and then acting
seems more desirable.

41 This argument is further strengthened by the following consideration: if the
extrinsic value of knowledge is thought to be incredibly high, then presumably
the agent could help humanity design and build a giant supercomputer—perhaps
many of them—that could process even more information for U2, who only has
finite time.

42 If, however, the intrinsic value of deliberation is infinitely high (though I find
this possibility implausible), “when forced, do your best” correctly recommends
always deliberating.

43 Manheim and Sandberg (n.d.) argue that the value in the universe is finite unless
our understanding of physics is wrong in fundamental ways.



100 when forced, do your best : how to make decisions in the face of regress

As I noted earlier, I cannot give a convincing version of this story
if we disregard the cost of information, as in the case of U1. However,
as I noted, such a case is physically impossible. I can sleep well
with a solution that may fail in impossible cases. Considering how
“reason as far as you can” does for U2 will be informative. The rule
can solve the regress problem because there is a limit to how far an
agent can ascend the regress, but claiming U2 ought to reason that
far is implausible; but reasoning this far involves either a failure to
take any of the many incredible opportunities this agent has to make
the universe better or the destruction of all that matters extrinsically.
A fixed-point solution may (if the assumptions are met) do better
than “reason as far as you can” here, but it will do worse than my
approach if the agent should decide before the fixed point.

4.5 conclusion

In the introduction I argued that we need to not only solve the
regress problem, but also to do so in a (plausibly) rational way.

We saw two potential existing solutions. One gives conditions
under which our judgements would converge. Another uses the
natural limits to our cognition as the obvious stopping point for
deliberation. We could simply deliberate to our cognitive limit and
then decide. I argued against both, largely on the grounds that they
are too demanding; we need not reason to our cognitive limit when
deciding whether to pick up some spare change.

I then offered my own solution. When we are forced to make
a decision, it is permissible to simply pick the option we think is
best given our current considerations. When we realised that our
options include deliberating further up the regress, we found that
this principle gives us an answer to how to act at any level of the
regress we may find ourselves at. We could stop the regress where we
cannot reason further, but we often can, and should, decide earlier.

I then addressed unbounded agents. One kind of unbounded
agent deliberates costlessly. However, such agents are not physically
possible. A second kind of unbounded agent incurs a small time or
energy cost for deliberation but has no in-principle computational
limit. This second kind of agent, like us, must stop at some maximum
level and decide. We also have strong reason for thinking they ought
to stop well before this point. Burning the universe in order to learn
a little more seems an odd choice at best.



5
D I R E C T I O N S F O R F U T U R E R E S E A R C H

It is natural at the end of an extended research project to feel as if
you are just beginning to make progress. There are many research
threads that could be pursued, and many opportunities to make
advances on the topics covered.

The main area my thesis opens up is exploring information value
under normative uncertainty (in chapter 2). This area is important be-
cause we often do face decisions under normative uncertainty and it
is worth understanding how valuable it is to resolve this uncertainty.
Because I am the first to give a model of this, it is important to note
that that this is not the only possibility, and I encourage exploration
and comparison of alternative models (including models of deciding
under decision-theoretic uncertainty).

Within my model, several directions seem promising. For one, I
feel as if the restrictions I made on decision theories (the way of com-
paring decision theories, in conjunction with the naturally bounded
principle and the stochastic-dominance-over-signals principle) come
close to ensuring information is valuable everywhere—precisely
what additional assumptions you need to guarantee this would be
an interesting result. For another, on my model information value is
determined in part by how paying for information would restrict the
set of available actions, but I largely ignored the dynamics of this,1

which could have interesting implications.
The model could also be extended, for example to cases of moral

or value uncertainty.2

Applying this model to stylized versions of the important decisions
we face would also be a useful extension (as would be eliciting beliefs
from experts on decision theory, in order to make these case studies
more realistic). In chapter 4 I argued for a solution to the regress
problem that relied on stylised facts about information value; further
work on information value could also illustrate which class of models
can account for these stylised facts or formalise my solution to the
regress problem.

There is more work to do in regards to comparability. I explored
moral-theoretic comparisons in chapter 3, and decision-theoretic
comparisons in a section of chapter 2. I argued moral theories are

1 Especially in the section on comparative value.
2 See in particular MacAskill, Bykvist, and Ord (2020, §9) if you’re interested in this

direction.
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only sometimes comparable, but more work is needed to understand
in which cases we are able to compare moral theories, and in which
cases we can’t. Further, I would like to see the development of
theories of moral uncertainty that are sensitive to these facts.3 I
argued that plausible decision theories are comparable (under certain
assumptions) and gave a procedure for this comparison. I did not
give the exact features that make a decision theory comparable
according to me, nor did I try to come up with a counterexample (a
decision theory that is both plausible and not comparable via my
procedure). These would be interesting developments.

In chapters 2 and 4 I argued against fixed-point and convergent
solutions to the regress problems. These arguments might be partially
avoided by further work, if that work found weaker conditions
under which these solutions were guaranteed. Further, I argued that
decision theories are not exactly analogous to higher-order decision
theories (as these views implied), but did not give a positive view
of higher-order decision theory; further work on this topic might be
fruitful. Finally, I did not explore other regress problems that begin
with either uncertainty in my solution or initial uncertainty about
whether deliberation is the best act in the forced choice, which could
be explored further.

Finally, very little work has been done with respect to normative
decision theories that diverge from expected utility (including their
moral-uncertainty counterparts), and I think future work on this area
will be fruitful.4

3 A not particularly well-thought-through example would say that under conditions
X and Y choose your favourite option (because you can’t compare them); in
case Z take your expectation over theories (because you can compare them). See
MacAskill, Bykvist, and Ord (2020) and Tarsney (2020) for more thought-through
examples.

4 This work could draw off the behavioural-economics literature, just as Buchak
(2013) draws on Quiggin (1982) and Yaari (1987), and Bottomley and Williamson
(n.d.) draws on Chew (1983, 1989).
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A
A P P E N D I X

a.1 formalisation of the examples in §2 .7

Trammell (2021) gives three principles, including the analogue prin-
ciple, that are sufficient to guarantee a unique evaluation for every
act (definition 2.2.10).1 In order to formalise the examples in §2.7, we
need to define several concepts.

Definition A.1.1. A k-theory, tk, is weakly risk avoiding for a if tk(a) 6
Ev(k−1)(a).

Definition A.1.2. A k-theory, tk, is weakly risk seeking for a if tk(a) >
Ev(k−1)(a).

These definitions use the expectation of choiceworthiness as a
natural reference point for risk neutrality and then define any
theory to be risk avoidant when assigning values lower values than
the expectation, and risk seeking when assigning values higher
than the expectation. Note that these definitions cover every act,
whereas many of the theories we discussed in §2.3 vary in their
risk avoidance across acts or across decision situations. Note also
that these definitions only hold for theories whose evaluations are
comparable in the sense of §2.4.

Definition A.1.3. A risk-avoidant k-theory tk cancels out a risk-
seeking k-theory t ′k if that agent’s subjective-choiceworthiness value
of a would not change if they instead believed with probability
p = p(tk) + p(t

′
k) in a theory t ′′k (a) = Ev(k−1)(a) and assigned no

positive probability to either tk or t ′k.

Note that cancelling out is a symmetrical relation. For example, X
cancels out Y iff Y cancels out X. We can generalise example 2.7.1 as
follows.

Theorem A.1.1. Consider an agent that accepts the analogue prin-
ciple and has initial beliefs such that at most one strictly risk-
seeking/risk-avoiding theory is not cancelled out by any other theory
for any act, a. v(a) = t∗(a), where t∗ is their most risk-seeking or
most risk-avoidant theory.

1 He weakens the conditions and shows that they still guarantee unique evaluation
if we extend the hierarchy to transfinitely many levels of uncertainty, though I do
not discuss this result.
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Proof. We can break this down into three cases.
Case 1: All theories cancel out. In this case, v is equivalent to EU. I

show this by replacing each k-theory with EUk, and I note that each
order of the hierarchy assigns acts the same single value: Eu(a|s).
Since no theory is not cancelled out, this satisfies the theorem.

Case 2: The most risk-seeking/risk-avoiding theory that is not
cancelled out is strictly risk avoiding. Consider a sequence of mini-
mum choiceworthiness values for an act. This sequence is constant
at the number we will denote as v(a). Next, consider the sequence
{vk(a)|k ∈ N} of maximal choiceworthiness evaluations. This se-
quence is given by the expectation at each level k over (k − 1)-
choiceworthiness values. The sequence of maximal values must
be decreasing, as vk(a) is the weighted average of v(a) and some
other numbers that are no larger than vk−1(a). So this sequence is
monotonic and decreasing while being bounded from below by the
constant sequence of v(a); it therefore converges to v(a). Finally, note
that the only admissible evaluation is ∩nk=1[vk(a), vk(a)] = v1(a) =

v(a). Thus, the agent evaluates options in accordance with their most
risk-avoiding theory.

Case 3: The most risk-seeking/risk-avoiding theory that is not
cancelled out is strictly risk seeking. The reasoning is the same as in
case 2, but we can construct a sequence that converges to the upper
bound on value given by the agent’s most risk-seeking theory at
each k.

Example 2.7.2 illustrates the idea behind the proof. Theorem A.1.1
only applies when the agent has up to one theory that is not cancelled
out. This indicates that we could make the theorem more general
by allowing an agent to replace any k-theory tk with some set of k-
theories that acted equivalently but cancelled out. Then this theorem
would be applicable generally.2

Example 2.7.1 is an example of the following corollary.

Corollary A.1.1.1. Consider an agent who begins with initial beliefs
such that all of their theories cancel out and then experiences an
ε > 0 increase in their belief in a theory t∗ that is everywhere risk
avoiding (or risk seeking). For that agent, v is equivalent to expected
utility before the shift and equivalent to t∗ after the shift.

2 Our definition of cancelling out could be made more general if we allowed
replacement of some theory or theories at level k with theories at another level;
but given that we assume the analogue principle, this isn’t necessary.
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a.2 formalisation of example in §2 .8

Theorem A.2.1. We begin with an agent who initially has ε > 0

credence in Maximax and (1 − ε) credence in EU at level 1 and
who accepts the 2-theory that maximises expectations over 1-meta-
level theories. EU(a) = Eu(a|s), and Maximax(a) = maxu(a|s).
This agent has access to an information source, I, which may be
interpreted as the collection of books partitioned by Q and indexed
by j = 1, ...,m, where each j is interpreted as an individual book.
Consider the non-empty set X consisting of each partition qj s.t.
p(Maximax|qj) > p(Maximax). Receiving the information con-
tained in X would generate the choiceworthiness function vX. An
agent can choose X given any set of actions but must choose X if
the action a∗ that they would choose conditional on receiving the
information in X varies in utility across states.

Proof. Let P(I) denote the power set of I. Note that the evaluation
of an act according to Maximax is at least as great as the evaluation
of that same act according to EU (Maximax says an act’s value is
its maximum possible value, after all). This and the construction
of vX imply that vX(a) > vY(a) for all choiceworthiness functions
vY generated by receiving the information of some Y ∈ P(I), for
all a. Further, vX(a) > vY(a) for all a s.t. ∃s, s ′ ∈ S which satisfy
u(a|s) < u(a|s ′), for all Y ∈ P(I). Thus, if a∗ = arg maxa∈A vX(a) is
such that ∃s, s ′ ∈ S which satisfy u(a∗|s) < u(a∗|s ′), then the agent
must choose X.
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