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Abstract

We study L-twisted endomorphisms of holomorphic vector bundles over a compact Rie-
mann surface. In particular, we generalise Hitchin’s computation of the generic fibres
of the Hitchin fibration to the more general L-twisted case, which presents new chal-
lenges since we lose properties intrinsic to the canonical bundle. However, we impose a
basepoint-free condition on L to use classical theorems, such as Bertini’s theorem, to en-
sure the generic spectral curves are either smooth or have mild singularities. Moreover, we
compute the generic fibres for each classical simple Lie group and GLn. Akin to Hitchin’s
result, the fibres are torsors of abelian varieties, and we demonstrate Langlands duality
in the Hitchin fibration by proving the generic fibres corresponding to Langland’s dual
groups are indeed dual abelian varieties.

The thesis consists of two parts. In Part I, we review the necessary background of com-
plex algebraic geometry. Chapter 1 provides an account of the rudiments of divisors and
holomorphic vector bundles. Chapter 2 extends the work of Chapter 1 and restricts to the
case of compact Riemann surfaces, which lays the foundation for Higgs bundles. Chap-
ter 3 reviews the necessary definitions and details surrounding complex abelian varieties,
which we need to study the generic fibres of the Hitchin fibration and the duality.

In Part II, we compute the generic fibres of the Hitchin fibrations. Chapter 4 computes
GLn and type An Hitchin fibrations, and demonstrates the self-duality in GLn, and duality
between SLn and PGLn. Chapter 5 computes the generic fibres for Sp2n and SO2n+1 and
demonstrates the Langlands duality in the generic fibres. Chapter 6 computes the generic
fibres for SO2n and demonstrates the self-duality.

In the SO2n+1 and SO2n cases, generic spectral curves are singular. We resort to
normalising the spectral curve in the SO2n case, and in the SO2n+1 case, we use explicit
local calculations and Hecke modifications. As far as the author is aware, this is a new
approach to the SO2n+1 computation, as other methods resort to extension classes.

In Appendix A, we recount some results in classical Lie theory for complex simple Lie
groups and provide a computation of the Langlands dual group in each classical case.

Appendix B consists of a self-contained proof of a property specific to abelian varieties
that one could take as a given throughout the project.
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Introduction

This thesis answers a classification problem concerning Higgs bundles from the perspective
of algebraic geometry. Before introducing the problem it is profitable to understand where
Higgs bundles originate. In 1987, Nigel Hitchin’s study of self-dual Yang Mills equations
on compact Riemann surfaces in [Hit87a] lead to the celebrated Hitchin equations, which
are fundamental in Yang Mills theory. Solving the Hitchin equations lead to the notion of a
Higgs bundle, a pair (E, φ) where E is holomorphic vector bundle over a compact Riemann
surface C, and φ is an auxiliary Higgs field, i.e., a KC-twisted endomorphism of E where
KC = T ∗C. Further, changing the complex reductive Lie group dictating the Hitchin
equations leads to Higgs bundles with more structure. For example, if the structure
group is given by SLn, then the Higgs bundles (E, φ) satisfies the further condition that
det(E) ∼= OC and tr(φ) = 0. In the same paper, for each classical G, Hitchin constructed
a moduli space of Higgs bundles MG subject to a stability and topological condition.
The space has a rich geometric structure and has been a powerful tool that enables the
study of one field using techniques and tools from a different field. Most notably, the
moduli space was used by Simpson and Corlette in [Cor88, Sim92, Sim91] to establish
the celebrated nonabelian Hodge correspondence, which relates a certain family of Higgs
bundles, flat connections, and semisimple representations of the fundamental group π1(C)
thereby relating algebraic geometry, differential geometry, and representation theory.

In the same year Nigel Hitchin published a paper [Hit87b] where he introduced spectral
curves associated to Higgs bundles, which is a generalised notion of eigenvalues. Also, he
defined a morphism h :MG → B that has since been coined the Hitchin fibration. Here B
is a priori an algebraic variety parameterising the space of spectral curves associated to G-
Higgs bundles and two Higgs bundles belong to the same fibre if and only if they share the
same spectral curve. Hitchin proved that the Hitchin fibration is an algebraic completely
integrable system in the sense of Hamiltonian mechanics. Consequently, the generic fibres
are torsors of complex abelian varieties and are also Lagrangian submanifolds. Following
on from this result Hitchin began classifying the generic fibres in classical cases. For
example, it was shown that for GLn the generic fibres are torsors of Jacobian varieties,
and for SO2n the generic fibres are torsors of Prym varieties associated to an étale double
covering.

1



2 Abstract

In 2003, Hausel and Thaddeus conducted the analogous classification for SLn and
PGLn and found that the generic fibres are dual Prym varieties, see [HT03]. Five years
later Hitchin proved that the generic fibres for SO2n+1 and Sp2n are dual Prym varieties
as well, see [Hit07]. All of these results showed that the Hitchin fibration is deeply
intertwined with Langlands duality since passing to the Langlands dual group amounts
to dualising the underlying abelian variety for each generic fibre. In 2011, Donagi and
Pantev proved in [DP12] that Langlands duality interacts with the Hitchin fibration for
arbitrary G. That is, given a complex reductive Lie group G the underlying abelian
variety of the generic fibres of the G-Hitchin fibration is dual to the underlying abelian
variety of the generic fibres of the LG-Hitchin fibration. Their result is the most general
and as such required incredibly sophisticated techniques and new objects. However, their
results only demonstrate that the varieties are dual and do not inform the reader what
the varieties are explicitly. Not knowing what the varieties are explicitly has motivated
mathematicians to continue computing the fibres for different G. For instance, in 2021
Mukhopadhyay and Wentworth computed the generic fibres expliclty for the Langlands
dual groups Spin2n and PSO2n, and Spin2n+1 and PSp2n, respectively, see [MW21].

The aforementioned computations in the classical cases have details missing that are
left to the reader to fill-in. Many of the classifications rely on intrinsic properties of the
canonical bundle KC and do not explain to the reader how the classifications generalise to
the case where the canonical bundle is replaced by an arbitrary holomorphic line bundle
L→ C. Some mathematicians have outlined the analogous classifications in some classical
cases for when KC is replaced by L, e.g., [BNR89]. However, again most the details are
missing. Our goal in this research project is to give a complete classification of the generic
fibres of the G-Hitchin fibration for each classical G and for when KC is replaced by L.
Moreover, we compute the number of connected components in each case as well as the
dimension of the fibres. Further, we demonstrate Langlands duality in this more general
Hitchin fibration by showing the generic fibres of the G and LG Hitchin fibrations are
dual abelian varieties for each classical G.

The thesis consists of two parts. Part I provides a detailed overview of complex
algebraic geometry establishing results that are needed for the classifications. Chapter 1
reviews divisors and holomorphic vector bundles over complex manifolds and establishes
how divisors canonically define a holomorphic line bundle. Chapter 2 specialises the results
established in Chapter 1 to Riemann surfaces and introduces the celebrated Riemann-
Roch theorem, which is a fundamental result relating the topological index and analytical
index of the canonical differential operator. Chapter 3 gives a detailed overview of complex
abelian varieties including establishing the dual abelian variety and defining Jacobian and
Prym varieties. The results in Chapter 3 lay the foundation to study the generic fibres.

Part II consists of the classification problems using the results established in Part
I. Chapter 4 introduces G-Higgs bundles and the G-Hitchin fibration where the Higgs



3

field is L-valued opposed to KC-valued. Here, G is an arbitrary complex reductive Lie
group. Moreover, Chapter 4 defines spectral curves, a special type of one-dimensional
complex analytic subvariety of the total space of L, and establishes the spectral curve
correspondence, which details the relationship between generic spectral curves, which
are smooth for GLn and type An, and Higgs bundles. In Chapter 4, the spectral curve
correspondence is used to classify the generic fibres of the Hitchin fibration for when
G = GLn, SLn, and PGLn. The generic fibres in GLn are torsors of a Jacobian variety,
which is self-dual, and the underlying abelian variety for the generic fibres for SLn and
PGLn are dual Prym varieties, which verifies Langlands duality for GLn and type An.
Chapter 5 expands on results from Chapter 4 and considers the case where G = SO2n+1

and Sp2n. However, for SO2n+1 generic spectral curves are not smooth, which presents a
problem. To overcome this issue we resort to local calculations and Hecke modifications
near each singularity, which, to the best of the authors knowledge, is a new method used
in the Bn classification. Generic spectral curves are smooth for the Sp2n case and it
is shown that the underlying abelian varieties for the generic fibres of the SO2n+1 and
Sp2n Hitchin fibrations are dual Prym varieties, which verifies Langlands duality in this
instance. Chapter 6 concludes the thesis by classifying the generic fibres for the SO2n case
and the underlying abelian variety of the generic fibres is a Prym variety associated to an
étale double cover, which is self-dual. This completes Langlands duality in the Hitchin
fibration in each classical case.

The thesis also contains two appendices. Appendix A provides a computation of
Langlands duality for each classical Lie group, and Appendix B is a self-contained section
providing an overview of positive line bundles on complex tori.
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Complex Algebraic Geometry
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Chapter 1

Rudiments of Divisors and
Holomorphic Vector Bundles

This chapter introduces the necessary notions in complex geometry used in the research
project. We begin by giving an overview of complex differential forms and discussing
the canonical splitting of n-forms into their bidegree components. Moreover, we establish
Dolbeault cohomology, the complex analogue of de Rham cohomology. Next, we intro-
duce divisors, which lie at the heart of complex algebraic geometry. In particular, the
objects of interest for this project are spectral curves, introduced in Chapter 4, which is a
specific type of divisor. Since spectral curves define a divisor in a complex surface, we do
not distinguish between Cartier and Weil divisors since they agree on smooth varieties.
Then, we introduce holomorphic vector bundles and define their most natural character-
istic class, the first Chern class. Also, we establish how divisors relate to holomorphic
line bundles. Finally, we discuss the rudiments of a linear system of divisors, including
Bertini’s theorem, which enables us to compute generic spectral curves.

We will follow Griffiths and Harris’ Principles of Algebraic Geometry [GH94] for divi-
sors and holomorphic vector bundles; and Wells’ Differential Analysis of Complex Man-
ifolds [Wel08] for complex differential forms. However, there are several references for
complex geometry, including, but not limited to, Huybrechts’ Introduction to Complex Ge-
ometry [Huy05], Kobayashi and Nomizu’s Foundations of Differential Geometry [KN96].
For a detailed account of an algebraic overview of complex manifolds, see Voisin’s Hodge
theory and Complex Algebraic Geometry [Voi03].

1.1 Complex Differential Forms

Let X be a complex manifold of complex dimension n. Suppose (U, (z1, . . . , zn)) is a local
holomorphic chart inX, and write zj = xj+iyj for real coordinates (x1, . . . , xn, y1, . . . , yn).
Then we define complex valued one-forms dzj = dxj + i dyj and dzj = dxj − i dyj. Dual

7



8 Chapter 1. Rudiments of Divisors and Holomorphic Vector Bundles

to these complex-valued one-forms are the complex-valued vector fields

∂j :=
∂

∂zj
=

1

2

(
∂

∂xj
− i ∂

∂yj

)
and ∂j :=

∂

∂zj
=

1

2

(
∂

∂xj
+ i

∂

∂yj

)
.

The collection of all ∂j and ∂j form a frame for the vector bundle TUC := TU ⊗R C
where TU is the real tangent bundle. Moreover, we may define T 1,0U := span{∂j} and
T 0,1U := span{∂j} and by the chain rule this local splitting is independent of choice of
local holomorphic coordinates and thus, defines a canonical splitting

TXC = T 1,0X ⊕ T 0,1X.

The holomorphic tangent bundle of X is the vector bundle T 1,0X and the anti-holomorphic
tangent bundle of X is the vector bundle T 0,1X. In Section 1.3 we will justify the use of
the word holomorphic by showing T 1,0X defines a holomorphic vector bundle. Notice
that there is a real isomorphism T 1,0X ∼=R T 0,1X given by complex conjugating, i.e.,
T 1,0X = T 0,1X. Moreover, the composition

TX → TXC pr1,0−−→ T 1,0X

where TX → TXC is the canonical inclusion and TXC = T 1,0X ⊕ T 0,1X
pr1,0−−→ T 1,0X is

the projection map, defines a real isomorphism TX ∼=R T
1,0X.

Similarly, the complex-valued one-forms dzj and dzj define a canonical splitting

T ∗XC = T ∗1,0X ⊕ T ∗0,1X,

where T ∗1,0X is the holomorphic cotangent bundle of X and T ∗0,1X is the anti-holomorphic
cotangent bundle of X. Now we will explore the ramification of the canonical splitting of
the complexified cotangent bundle with complex differential forms on X.

Let Ωk(X) denote the space of smooth complex-valued differential k-forms on X, i.e.,
Ωk(X) := Γ(X,∧k T ∗XC). If Ω1,0 := Γ(X,T ∗1,0X) and Ω0,1 := Γ(X,T ∗0,1X), then by the
previous discussion we obtain a canonical decomposition

Ω1(X) = Ω1,0(X)⊕ Ω0,1(X).

More generally, the splitting T ∗XC = T ∗1,0X ⊕ T ∗0,1X induces a splitting

∧k T ∗XC =
⊕
p+q=k

(
∧p T ∗1,0X ⊗∧q T ∗0,1X

)
.

Hence, if Ωp,q(X) := Γ(X,∧p T ∗1,0X ⊗∧q T ∗0,1X), then there is a natural splitting

Ωk(X) =
⊕
p+q=k

Ωp,q(X).
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An element of Ωp,q(X) is called a (p, q)-form on X.
The differential extends complex linearly to an operator d : Ωk(X) → Ωk+1(X) such

that d◦ d = 0. One may naturally ask what happens to d under the previously described
splitting. In other words, how does d act on Ωp,q(X) where p + q = k. To understand
this we resort to a local calculation in a frame. Recall that in the coordinate neigh-
bourhood (U, (z1, . . . , zn)) where zj = xj + iyj the complex-valued differential forms
{dz1, dz2, . . . , dzn} form a frame for T ∗1,0(X) over U and {dz1, . . . , dzn} form a frame
for T ∗0,1(X) over U . Then, {dzI ∧ dzJ} where |I| = p and |J | = q and I and J are strictly
increasing form a frame for ∧p,q T ∗(X)C over U . Thus, s ∈ Ωp,q(X) is of the form

s = aIJ dzI ∧ dzJ

over U where aIJ ∈ Ω0(U). Since d◦ d= 0 we see

ds = daIJ ∧ dzI ∧ dzJ .

However,

daIJ =
∂aIJ
∂xj

dxj +
∂aIJ
∂yj

dyj

=
∂aIJ
∂zj

dzj +
∂aIJ
∂zj

dzj,

hence,

ds =
∂aIJ
∂zj

dzj ∧ dzI ∧ dzJ +
∂aIJ
∂zj

dzj ∧ dzI ∧ dzJ .

The first component is a (p+ 1, q) form and the second is a (p, q+ 1) form. Therefore, by
defining (in the given local frame)

∂ =
∂

∂zj
dzj and ∂ =

∂

∂zj
dzj

it follows that there is a canonical splitting of differential operators d = ∂ + ∂ where
∂ : Ωp,q(X) → Ωp+1,q and ∂ : Ωp,q(X) → Ωp,q+1(X). The differential operator ∂ captures
holomorphic information on the complex manifold X and is an indispensable tool in
complex geometry. In essence, the operator ∂ is a generalisation of the famous Cauchy-
Riemann operator ∂

∂z
in single-variable complex analysis. We have provided an outline

of the necessary machinery for our purposes, and for an an extensive treatment of this
general theory the reader should consult [Wel08, Section 3].

Definition 1.1.1. (Dolbeault Operator) The differential operator ∂ : Ωp,q(X)→ Ωp,q+1(X)
is called the Dolbeault operator on X.
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Remark 1.1.2. From the foregoing discussion it is clear that the Dolbeault operator
depends on the complex structure of X. That is, the Dolbeault operators of two distinct
complex manifolds with the same underlying real differentiable manifold need not agree.

A smooth complex-valued function f ∈ Ω0(X) is holomorphic if and only if ∂f = 0,
and more generally s ∈ Ωp,0(X) is holomorphic if and only if ∂s = 0. The identity d◦d= 0

implies ∂
2

= 0 and ∂2 = 0 and ∂∂ + ∂∂ = 0. In particular, (Ωp,•, ∂) defines a cochain
complex for each p ≥ 0. That is,

Ωp,0(X)
∂→ Ωp,1(X)

∂→ Ωp,2(X)
∂→ · · ·

defines a cochain complex. Thus, we can take the cohomology of the cochain sequence,
which is the desired Dolbeault cohomology.

When studying complex differential forms and splitting the complexified tangent bun-
dle, the notion of an (almost) complex structure naturally arises. Then, one may ask
when a real differentiable manifold admits a complex structure. Pursuing this problem has
birthed a wealth of new techniques and theorems, most notably the Newlander-Nirenberg
theorem. However, since we will only be working with complex manifolds, we do not
pursue this problem, and the curious reader may consult [Wel08, Hor90] for more details.

1.1.1 Dolbeault Cohomology

We may now define the desired Dolbeault cohomology, which is an important holomorphic
invariant on X.

Definition 1.1.3. The (p, q)-th Dolbeault cohomology group of X is defined to be

Hp,q

∂
(X) := Hq((Ωp,•(X), ∂)).

Notice that (Ω•,q(X), ∂) defines a cochain complex for q ≥ 0, but since conjugating
gives a real isomorphism Ωp,q(X) ∼=R Ωq,p(X) it follows that Hp,q

∂
(X) ∼= Hq,p

∂ (X) and thus,
there is no new information obtained.

Dolbeault cohomology for complex manifolds mirrors de Rham cohomology for smooth
manifolds. One important foundational results for de Rham cohomology is the Poincaré
lemma, and indeed there is an analogue for complex manifolds called Dolbeault’s lemma.

Lemma 1.1.4 (Dolbeault’s lemma). Let P be any polydisc in Cn. Suppose α ∈ Ωp,q(P )
is ∂-closed, i.e. ∂α = 0. Then there exists β ∈ Ωp,q−1 such that ∂β = α.

moreover, there is the well-known de Rham isomorphism theorem that states the de
Rham cohomology coincides with the sheaf cohomology valued in the locally constant
sheaf R. Indeed, there is an analogous result for Dolbeault cohomology.
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Theorem 1.1.5 (Dolbeault Isomorphism Theorem). There is an isomorphism

Hp,q

∂
(X) ∼= Hq(X,Ωp

X)

where OX(Ωp
X) is the sheaf of holomorphic (p, 0)-forms.

The standard sheaf theoretic proof of the Dolbeault isomorphism theorem distills down
to showing there exists a fine resolution of the sheaf OX(Ωp

X) given by

0→ OX(Ωp
X)→ Ωp,0 ∂→ Ωp,1 ∂→ · · ·

where Ωp,q denotes the sheaf of smooth (p, q)-forms on X. The proof of this follows from
Dolbeault’s lemma. For more details, see [GH94, pp 44]. Notice that OX(Ω0

X) ∼= OX ,
which establishes a useful corollary.

Corollary 1.1.6. By the Dolbeault isomorphism theorem there is an isomorphism

H0,q

∂
(X) ∼= Hq(X,OX).

In particular, if q > n, then Hq(X,OX) = 0.

1.2 Divisors

1.2.1 Analytic Varieties

To establish divisors we will recall the necessary theory and results concerning analytic
varieties. We will largely be following [GH94, Chapter 0: Section 1].

Let On := OCn,0, i.e. On denotes the ring of holomorphic functions defined in some
neighbourhood of 0 ∈ Cn. In sheaf-theoretic terms On denotes the stalk at 0 of the struc-
ture sheaf OCn of Cn. Now, we will recall the elementary results surrounding Weierstrass
polynomials, which is needed to work with divisors. Assuming n > 1, if (z1, . . . , zn) are
coordinates in Cn, then setting z := (z1, . . . , zn−1) and w := zn we see (z, w) define
coordinates in Cn.

Definition 1.2.1. A Weierstrass polynomial in w is a holomorphic function

f(z, w) = wd + a1(z)wd−1 + · · ·+ ad(z),

where each aj is holomorphic in z and aj(0) = 0. The degree of f is defined to be d.

Proposition 1.2.2 (Weierstrass Preparation Theorem [Huy05, Proposition 1.1.6]). Sup-
pose f(z, w) is holomorphic in some neighbourhood of the origin 0 ∈ Cn, and f(0, w) 6≡ 0.
Then, in some neighbourhood of the origin we may factor f uniquely by

f = g · h,

where g is a Weierstrass polynomial in w of degree d, and h(0) 6= 0.
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Proposition 1.2.3 ([Huy05, Proposition 1.1.15]). The local ring On is a unique factori-
sation domain (UFD).

Proposition 1.2.4. If f and g are relatively prime in On, then f and g are relatively
prime in OCn,z where ||z|| ≤ ε for sufficiently small ε > 0.

Proof. We may assume that both f and g are holomorphic in the polydisc Bε′(0) for
sufficiently small ε′ > 0. By an affine change of coordinates we may assume both f and g
are regular with respect to w := zn and are both Weierstrass polynomials in w. For each
z′ ∈ Cn such that ||(z′, w)|| < ε′ we have f(z′, zn) 6≡ 0 in w. Since On is a UFD we may
write

αf + βg = γ (1.1)

where α, β ∈ On−1[w] are relatively prime and γ ∈ On−1, and by continuity (1.1) holds in
some ε-neighbourhood of 0 ∈ Cn where ε ≤ ε′. Assume there is some ||z0|| ≤ ε such that
f(z0) = g(z0) = 0 and f, g ∈ OCn,z0 share a common factor h ∈ OCn,z0 with h(z0) = 0.
Then, by (1.1) since h divides f and g it follows that h divides γ, hence h ∈ On−1.
However, this implies h(z′, w) vanishes identically in w, which implies f(z′, w) vanishes
identically in w, a contradiction.

Proposition 1.2.5 (Weierstrass division theorem [Huy05, Proposition 1.1.17]). Let g(z, w)
belong to On−1[w] be a Weierstrass polynomial of degree k in w. Then, for f ∈ On[w] we
have

f = g · h+ r

with r(z, w) a polynomial of degree strictly less than k in w.

Corollary 1.2.6 (Weak Nullstellensatz). If f(z, w) ∈ On is irreducible and h ∈ On
vanishes on {f(z, w) = 0}, then f divides h in On.

Proof. By an affine change of coordinates we may assume that f(z, w) is a Weierstrass
polynomial of degree k with respect to w. Since f is irreducible it follows that f and ∂f

∂w

are relatively prime On−1[w]. Hence, we may write

αf + β
∂f

∂w
= γ

where α, β ∈ On−1[w] are relatively prime and γ ∈ On−1 is not identically zero. We note
that if u is a multiple root of f, then ∂f

∂w
(u) = 0 and hence, γ(u) = 0. Therefore, f(z, w)

has k distinct roots whenever γ(z) 6= 0. By the Weierstrass division theorem

h = f · g + r

where r ∈ On−1[w] and degw(r) < k. Now, for any z0 outside the locus {γ = 0} we see
f(z0, w) has at least k distinct roots in w, and hence, h(z0, w) has at least k-distinct roots
in w, and it follows that r ≡ 0. Thus, h = f · g.
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Now, fix two complex manifolds X and Y of dimensions n and m respectively. We
will outline the necessary results of subvarieties of complex manifolds for our purposes.
We will define the Jacobian of a holomorphic function between two complex manifolds
and then state the needed results.

Suppose (z1, . . . , zn) are local coordinates on X centred at p, and (w1, . . . , wm) are
local coordinates on Y centred at q, and suppose f : X → Y is a holomorphic map such
that f(p) = q. We define the Jacobian of f to be the matrix

J(f) =
[
∂wα
∂zj

]j=1,...,n

α=1,...,m
.

Although the Jacobian depends on the choice of coordinates, the rank of the Jacobian
is independent of choice of coordinates by the chain rule. Now, we may define complex
submanifolds and analytic subvarieties of X.

Definition 1.2.7. A complex submanifold S of X is a subset S ⊂ X either the zero
locus of a collection f = (f1, . . . , fk) of k holomorphic functions with rank(J(f)) = k
or the image of an open subset U ⊂ Cn−k under a holomorphic map f : U → X with
rank(J(f)) = n− k. In either case the dimension of S is n− k.

Remark 1.2.8. The two definitions are in fact equivalent by the celebrated implicit
function theorem.

Definition 1.2.9. An analytic subvariety V of X is a subset V ⊂ X given locally as
the zero locus of a finite collection of holomorphic functions. A point p ∈ V is called
smooth if V is a complex submanifold of X near p. A point that is not smooth is called
a singular point. We define Vsing to be the set of singular points of V called the singular
locus of V , and we define the smooth locus of V by V ∗ := V \ Vsing. Finally, V is smooth
or non-singular if V = V ∗.

Now, we will state two propositions regarding important properties of analytic subva-
rieties. The proofs of each proposition can be found in [GH94, pp 21 - 22].

Proposition 1.2.10. The singular locus Vsing of an analytic subvariety V ⊂ X is con-
tained in an analytic subvariety of X not equal to V .

Proposition 1.2.11. A complex analytic subvariety V ⊂ X is irreducible if and only if
the smooth locus V ∗ is connected.

We conclude this section with some facts about analytic hypersurfaces. An analytic
subvariety V ⊂ X is called an analytic hypersurface if at each p ∈ V , the variety V is
locally the zero locus of one non-zero holomorphic function f called the local defining
function for V at p. Note, by weak Nullstellensatz if g is defined near p and vanishes
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on V , then f divides g. Moreover, f is unique up to multiplication by a holomorphic
function non-vanishing at p.

Suppose p ∈ V and in a local coordinate chart centred at p, V is the zero locus of some
irreducible holomorphic function f ∈ On, then V is irreducible at p. Indeed if V = V1∪V2

where V1, V2 are proper closed analytic subvarieties of V , then there exists f1, f2 ∈ On
where f1 vanishes identically on V1, but not V2, and f2 vanishes identically on V2, but not
V1. Since f vanishes identically on both V1 and V2 it follows by weak Nullstellensatz that
f divides f1f2. However, since f is irreducible, f either divides f1 or f divides f2, i.e.,
V ⊂ V1 or V ⊂ V2, a contradiction.

If instead V is defined as the zero locus of a non-zero holomorphic function f ∈ On
not necessarily irreducible, then since On is a UFD we may write

f = f1 · · · fk

where each fi ∈ On is irreducible, and this factorisation is unique up to multiplication by
a holomorphic function non-vanishing at 0. By defining Vi to be the zero locus of fi we
see that locally

V = V1 ∪ · · · ∪ Vk
with each Vi irreducible. Hence, locally near each point an analytic hypersurface can be
written uniquely as the union of finitely many irreducible analytic hypersurfaces.

1.2.2 Definition and Constructions

Fix a complex manifold X of dimension n. We may now define divisors.

Definition 1.2.12. A divisor D on X is a locally finite formal linear combination of
irreducible analytical hypersurfaces

D =
∑
i

aiVi

where ai ∈ Z.

Remark 1.2.13. If X is compact, then a locally finite sum is finite. Moreover, if X is a
Riemann surface, then an irreducible analytic hypersurface is simply a point.

If D =
∑n

i=1 aiVi is a finite linear combination divisor on X, then we define the degree
of D to be deg(D) :=

∑n
i=1 ai ∈ Z. The set of divisors on X carries a natural abelian

additive group structure and we denote this group by Div(X) called the class divisor
group on X. We call a divisor D =

∑
i aiVi effective if ai ≥ 0 for each i, and write D ≥ 0.

Note, an analytic hypersurface V ⊂ X may be realised as a divisor by V =
∑

i Vi where
the Vi are the irreducible components of V .
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Now, we will show how a non-identically zero meromorphic function f : X → C defines
a divisor on X. To define the divisor we need some basic notions. Suppose V ⊂ X is an
irreducible analytic hypersurface. Let p ∈ V and suppose f is a local defining function of
V at p. If g is another holomorphic function defined near p we define the order of g along
V at p, denoted ordV,p(g) to be the largest integer a such that in the ring OX,p

g = fa · h

with fa and h relatively prime. If g and g′ are irreducible in OX,p, then by Proposition
1.2.4 we see g and g′ are relatively prime in OX,q for q near p. Since V is irreducible it
follows that ordV, p(g) is independent of p ∈ V, i.e., ordV, p(g) = ordV, q(g) for p, q ∈ V.
Thus, we define the order of g along V , denoted ordV (g) to be ordV, p(g) for any p ∈ V.
It easily follows from the definition that if g and h are two holomorphic functions defined
near a common point that

ordV (gh) = ordV (g) + ordV (h).

If f is a meromorphic function locally given by f = g/h where g and h are coprime, then
we define the order of f along V to be

ordV (f) := ordV (g)− ordV (h).

If ordV (f) = a > 0, then we say f has a zero of order a along V , and if ordV (f) = −a < 0,
then we say f has a pole of order a along V .

Now, if f : X → C is a meromorphic function we define the divisor associated to f by

(f) :=
∑
V

ordV (f)V.

1.2.3 Sheaf-Theoretic Description

We conclude the section on divisors by providing a sheaf-theoretic description of divisors.
LetM∗

X denote the sheaf of non-identically zero meromorphic functions on X, and let O∗X
denote the sheaf of nowhere vanishing holomorphic functions on X. Then Div(X) may be
canonically identified with the space of global sections of the quotient sheafM∗

X/O∗X , i.e.,
H0(X,M∗

X/O∗X). Indeed, if {f} is a global section of M∗
X/O∗X , then we may choose an

open cover of X with fα := f |Uα 6≡ 0 and fα
fβ
∈ O∗X(Uαβ) where Uαβ := Uα ∩ Uβ. Since fα

fβ

is holomorphic and nowhere zero it follows that ordV (fα) = ordV (fβ) for each irreducible
analytic hypersurface with V ∩ Uαβ 6= ∅. Therefore, we may define the divisor

D :=
∑
V

ordV (fα)V

where V ∩ Uα 6= ∅.
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Conversely, suppose D =
∑

i aiVi is a divisor on X, then we may choose an open
cover {Uα} such that in each Uα every Vi appearing in D has local defining function
giα ∈ OX(Uα). Set

fα :=
∏
i

gaiiα ∈M∗
X(Uα).

Then the collection {fα} patch together to define a global section ofM∗
X/O∗X . Of course,

we need to prove these constructions are mutual inverses.

Proposition 1.2.14. There is a canonical isomorphism

Div(X) ∼= H0(X,M∗
X/O∗X).

Proof. It suffices to show the foregoing constructions are mutual inverses. Suppose {f}
is a global section of M∗

X/O∗X and suppose we choose an open cover {Uα} and construct
the divisor D =

∑
V ordV (f)V as before. Then, for each irreducible analytic hypersurface

V ⊂ X such that V ∩ Uα 6= ∅ there are local defining functions gV α for each V and we
set

hα =
∏
V

g
ordV (fα)
V α .

Recall that {hα} patch together to form a global section {h} ofM∗
X/O∗X , and since clearly

hα = cαfα for some cα ∈ O∗X(Uα) it follows that {h} and {f} define the same section.
Conversely, suppose D =

∑
i aiVi is a divisor on X and we choose an open cover {Uα}

of X such that for each Uα, every Vi appearing in D has local defining functions giα.
Setting fα :=

∏
i g

ai
iα allows us to define the divisor D′ =

∑
V ordV (fα)V. Clearly, the only

irreducible analytic hypersurfaces V ⊂ X with ordV (fα) 6= 0 are the Vi appearing in D,
Moreover, if follows by definition of each fα that ordVi(fα) = ai and thus, D = D′.

1.3 Holomorphic Vector Bundles

Let X be a complex manifold of dimension n. A smooth complex vector bundle π : E → X
is called a holomorphic vector bundle if the total space of E may be endowed with the
structure of a complex manifold such that π : E → X is holomorphic. Equivalently,
E → X is holomorphic if E admits a trivialising open cover {Uα} such that the transition
functions gαβ : Uαβ → GLr(C) are holomorphic.

The standard constructions of new vector bundles from old applies in the holomorphic
case, e.g., if E → X and F → X are holomorphic vector bundles, then the vector bundles
E∗,Hom(E,F ), E ⊕ F,E ⊗ F, det(E) are all holomorphic. The reader may easily verify
these claims by considering the transition functions in the construction and noticing they
are all holomorphic.

We will now give justification to the name holomorphic tangent bundle used in Section
1.1. If ({Uα}, {φα}) is a holomorphic atlas for X, then the transition maps φαβ := φα◦φ−1

β
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are biholomorphisms, hence the maps gαβ : Uαβ → GLn(C) given by gαβ := D(φαβ)
define a holomorphic 1-cocycle, which are the transition functions for T 1,0(X). Hence, the
dual bundle T ∗1,0(X) is also a holomorphic vector bundle, which we call the holomorphic
cotangent bundle. From this construction there is an important holomorphic vector bundle
that we will now define.

Definition 1.3.1. The bundle of holomorphic p-forms denoted Ωp
X is defined to be Ωp

X :=
∧p T ∗1,0(X) for 0 ≤ p ≤ n. Moreover, the canonical bundle denoted KX is the bundle of
holomorphic n-forms, i.e., KX := det(T ∗1,0(X)) = Ωn

X .

Remark 1.3.2. This definition of holomorphic tangent and cotangent bundles are in-
dependent of choice of holomorphic coordinates so T ∗1,0(X) and T 1,0(X) are holomorphic
invariants on X. Note, if X is a Riemann surface, then the canonical bundle KX is simply
the holomorphic cotangent bundle.

One may naturally ask if the notion of holomorphic extends to sections, and indeed
it does. Let U ⊂ X be an open subset. A holomorphic section of a holomorphic vector
bundle E → X over U is a section s : U → E|U of the underlying complex vector bundle,
that is a holomorphic map. If {Uα} is a trivialising open cover of E with holomorphic
transition functions {gαβ}, then the holomorphic section s : U → E|U is a family of
holomorphic maps {sα : U ∩ Uα → Cr} where U ∩ Uα 6= ∅ such that on the overlap
U ∩ Uα ∩ Uβ

sα = gαβsβ.

Note, holomorphic sections of E naturally define a sheaf, OX(E), where OX(E)(U) :=
{s ∈ Γ(U,E) | s is holomorphic} for each open subset U ⊂ X.

Notation 1.3.3. We will use roman text to denote holomorphic vector bundles, e.g.
E → X. However, to simplify notation we will use calligraphic font to denoted the
sheaf of sections, i.e., E := OX(E). Moreover, if we wish to write the sheaf of sections of
E|U → U where U ⊂ X is an open subset we will write E|U := OU(E). Note, if there is
likely any ambiguity to arise we will use the standard OX(E) notation, e.g., the sheaf of
sections of a tensor product since E⊗F 6= OX(E⊗F ) in general. Moreover, we will denote
the sheaf of meromorphic section of E over X by MX(E), i.e., MX(E) :=MX ⊗OX E .

A homomorphism of holomorphic vector bundles is a homomorphism ψ : E → F of
smooth complex vector bundles such that ψ is a holomorphic map between the complex
manifolds E and F , and ψ is an isomorphism if ψ(x) : Ex → Fx is an isomorphism of
complex vector spaces for each x ∈ X.

Holomorphic vector bundles possess unique properties that are not shared by their
smooth complex counterparts. For instance, we will see that two holomorphic vector
bundles may be isomorphic as smooth complex vector bundles, but need not be isomorphic
as holomorphic vector bundles.
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From an algebro-geometric point-of-view, holomorphic vector bundles are interesting
due to their intimate relationship with locally-free sheaf of OX-modules.

Definition 1.3.4. Suppose (X,OX) is a ringed space. A sheaf of OX-modules is a sheaf
F → X of abelian groups on X such that F(U) has the structure of a OX(U)-module for
each open subset U ⊂ X, and if V ⊂ U then the diagram

F(U)×OX(U) F(U)

F(V )×OX(V ) F(V )

res× res res

commutes. The horizontal maps are the module action.

To every holomorphic vector bundle E → X, the sheaf of sections E defines a locally-
free sheaf of OX-modules. Indeed, E(U) carries the structure of a OX(U)-module for each
open subset U ⊂ X given by

OX(U)× E(U) 3 (f, s) 7→ fs ∈ E(U).

The action clearly commutes with restriction, and if rank(E) = r, then since E is locally
trivial we may choose a sufficiently small open set U near each point such that E|U ∼=
OU⊕r. Remarkably, every locally-free sheaf of OX-modules may be realised as the sheaf of
sections of some holomorphic vector bundle, thus there is a canonical bijection between
holomorphic vector bundles and locally-free sheaves of OX-modules. The reader should
consult [Huy05, Proposition 2.2.19] for more details.

Thus, we may define the cohomology of a holomorphic vector bundle E → X to be the
sheaf cohomology of the associated locally-free sheaf of OX-modules, i.e., Hp(X,E) :=
Hp(X, E) for p ≥ 0. A classical hard analytic result surrounding sheaf cohomology of
holomorphic vector bundles is the fact that over a compact complex manifold X the sheaf
cohomology groups are finite dimensional vector spaces.

Theorem 1.3.5 ([Hor90]). Suppose X is compact and let E → X be a holomorphic vector
bundle. Then, the sheaf cohomology groups Hp(X,E) are finite dimensional complex vector
spaces for p ≥ 0.

Remark 1.3.6. If X is not compact then the sheaf cohomology groups need not be finite
dimensional, e.g., H0(C,OC).

Notation 1.3.7. When X is compact and E → X defines a holomorphic vector bundle
we denote the dimension of Hp(X,E) by hp(X,E), i.e., hp(X,E) := dim Hp(X,E) <∞.
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1.3.1 Picard Group and First Chern Class

Suppose now we restrict our attention to holomorphic line bundles over our complex
manifold X. The set of isomorphism classes of holomorphic line bundles over X admits
a natural abelian group structure with tensor product. Indeed, if L and L′ are two
holomorphic line bundles over X, then L⊗L′ ∼= L′⊗L is another holomorphic line bundle
over X, and the trivial holomorphic line bundle OX satisfies OX⊗L ∼= L. Moreover, there
is a canonical isomorphism L ⊗ L∗ ∼= End(L), and a holomorphic line bundle if trivial
if and only if it admits a global nowhere vanishing holomorphic section. Notice that
id : X → End(L) defined by id(x) : Lx → Lx is such a section, hence End(L) ∼= OX .
Thus, the dual line bundle L∗ defines an inverse with respect to tensor product, i.e.,
L−1 := L∗.

Definition 1.3.8. The Picard group of X denoted Pic(X) is the group of isomorphism
classes of holomorphic line bundles on X with group operation given by tensor product.

Remark 1.3.9. In the language of sheaf of OX-modules, Pic(X) is the group of invertible
sheaves. However, we can define Pic(X) as the group of invertible sheaves for more general
ringed spaces.

The relationship between holomorphic line bundles and their transition functions de-
fine a canonical isomorphism Pic(X) ∼= H̆1(X,O∗X), and over any sufficiently nice topolog-
ical space the C̆ech cohomology and sheaf cohomology agree, hence there is a canonical
isomorphism Pic(X) ∼= H1(X,O∗X). From now on we will interchange the two groups
without mention.

We remark that similar reasoning shows that there is a group of isomorphism classes of
smooth complex line bundles under tensor product that can be identified with H1(X, C∗X)
where C∗X denotes the sheaf of nowhere vanishing smooth complex-valued functions on X.

Now we may define the first Chern class of a vector bundle (smooth complex or
holomorphic) on X. The first Chern class is an example of a characteristic class and
is one of the most fundamental characteristic classes in complex algebraic geometry. To
define the first Chern class consider the short exact sequence of sheaves

0→ Z · 2πi−−→ CX
exp−−→ C∗X → 0.

Passing to the long exact sequence in sheaf cohomology gives

· · · → H1(X, CX)→ H1(X, C∗X)
δ→ H2(X,Z)→ H2(X, CX)→ · · · (1.2)

Denoting the connecting homomorphism δ by c1 enables us to define the first Chern class
of a smooth complex line bundle.

Definition 1.3.10. The first Chern class 1 of a smooth complex line bundle L on X is
second integral cohomology class c1(L) ∈ H2(X,Z).

1 There are higher Chern classes for higher rank vector bundles
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Since the sheaf CX is fine, Hp(X, CX) = 0 for each p > 0, so (1.2) reduces to the exact
sequence

0→ H1(X, C∗X)
c1−→ H2(X,Z)→ 0.

Hence, the first Chern class classifies smooth complex line bundles up to isomorphism. If
instead we considered the standard exponential exact sequence of sheaves

0→ Z · 2πi−−→ OX
exp−−→ O∗X → 0

we may proceed in the same way to define the first Chern class of a holomorphic line
bundle. Of course, we can forget the holomorphic structure of L ∈ Pic(X) and consider
L as a smooth complex line bundle, and indeed the first Chern classes agree. To see this
consider the homomorphism of short exact sequences

0 Z OX O∗X 0

0 Z CX C∗X 0

· 2πi exp

· 2πi exp

where the vertical arrows are the canonical inclusions. By passing to the long exact
sequences it follows that we obtain the commutative square

Pic(X) H2(X,Z)

H1(X, C∗X) H2(X,Z)

c1

c1

which shows the first Chern classes agree. We may define the first Chern class for any
rank holomorphic vector bundle.

Definition 1.3.11. The first Chern class of a holomorphic vector bundle E → X is
defined to be the first Chern class of the determinant line bundle, i.e. c1(E) := c1(det(E)).

The first Chern class enables us to define an important class of holomorphic vector
bundles, which are called positive vector bundles. Before defining positive vector bundles,
we require a proposition from Griffiths and Harris.

Proposition 1.3.12 ([GH94, pp. 142]). Let L ∈ Pic(X) be a given holomorphic line
bundle and suppose ∇ is a connection on L. Then under the de Rham isomorphism
theorem H2(C,C) ∼= H2

dR(X) the first Chern class may be represented by the closed 2-form
i

2π
F∇ where F∇ denotes the curvature of ∇.

Definition 1.3.13. Suppose that X is compact and E → X is a holomorphic vector
bundle. Then, by considering the first Chern class as an element of c1(E) ∈ H2

dR(X)
we say E is positive if there is a closed positive (1, 1)-form ω representing c1(E), i.e.,
c1(E) = [ω].
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1.3.2 Divisors Constructing Holomorphic Line Bundles

Let D be a divisor on X. Recall that under the canonical isomorphism Div(X) ∼=
H0(X,M∗

X/O∗X) we may characterise the divisor by an open cover {Uα} of X with local
defining functions fα ∈M∗

X(Uα) such that fα
fβ
∈ O∗X(Uαβ). Hence, the holomorphic func-

tions gαβ : Uαβ → C∗ given by gαβ = fα
fβ

define a holomorphic 1-cocycle {gαβ}, which in

turn defines a holomorphic line bundle, denoted OX(D). Of course, we need to verify that
this construction is well-defined. Suppose {f ′α} are different local defining functions for

D, then notice cα := f ′α
fα
∈ O∗X(Uα) and hence,

g′αβ :=
f ′α
f ′β

= gαβ ·
cα
cβ
.

It follows that {gαβ} and {g′αβ} define isomorphic line bundles, verifying OX(D) is well-
defined. Now, consider two quick lemmas proving two important properties of this con-
struction.

Lemma 1.3.14. The assignment

Div(X) 3 D 7→ OX(D) ∈ Pic(X)

defines a homomorphism.

Proof. Let D,D′ ∈ Div(X) be given. Suppose {Uα} is an open cover of X such that D
and D′ have local defining functions {fα} and {f ′α} respectively. Notice that D +D′ has

local defining functions {fα ·f ′α}, hence OX(D+D′) has transition functions fα
fβ
· f
′
α

f ′β
, which

are transition functions for OX(D)⊗OX(D′), i.e. OX(D +D′) ∼= OX(D)⊗OX(D′).

Lemma 1.3.15. A divisor D ∈ Div(X) defines the trivial holomorphic line bundle if and
only if D is the divisor of some meromorphic function, i.e., OX(D) ∼= OX if and only if
D = (f) for some non-identically zero meromorphic function f : X → C.

Proof. Suppose D = (f). Then, for some open cover {Uα} the divisor D has defining
functions fα := f |Uα . Hence, OX(D) has transition functions gαβ = fα

fβ
= 1, i.e. OX(D)

has constant transition functions equal to 1, so OX(D) ∼= OX .
Conversely, suppose OX(D) ∼= OX . Let {Uα} be an open cover of X such that D has

local defining functions {fα}. Then OX(D) has transition functions gαβ := fα
fβ

and since

OX(D) ∼= OX there exists hα ∈ O∗X(Uα) such that

gαβ =
fα
fβ

=
hα
hβ
.

Thus, on Uαβ we see fαh
−1
α = fβh

−1
β and so we may define a global non-identically zero

meromorphic function on X by f(x) := fα(x)h−1
α (x) whenever x ∈ Uα and it easily follows

that D = (f).
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We say that two divisors D,D′ on X are linearly equivalent and write D ∼ D′ if
D = D′ + (f) for some global non-identically zero meromorphic function f : X → C.
Note, linear equivalence is an equivalence relation and by Lemma 1.3.15 we see D ∼ D′

if and only if OX(D) ∼= OX(D′).
One may naturally ask if every holomorphic line bundle comes from a divisor, i.e., if

L ∈ Pic(X), then L ∼= OX(D) for some D ∈ Div(X). In general this is not the case. To
see why consider the short exact sequence of sheaves

0→ O∗X →M∗
X →M∗

X/O∗X → 0.

Then passing to the long exact sequence in sheaf cohomology we obtain

H0(X,M∗
X)→ Div(X)→ Pic(X)→ H1(X,M∗

X)→ · · ·

where H0(X,M∗
X) → Div(X) is the assignment f 7→ (f), and Div(X) → Pic(X) is the

assignment D 7→ OX(D). By exactness, Div(X) → Pic(X) is surjective if and only if
Pic(X) → H1(X,M∗

X) is the zero map, which is not the case in general. Moreover, by
exactness the kernel of the map Div(X) → Pic(X) is precisely the image of the map
H0(X,M∗

X) → Div(X) and quotienting out Div(X) by the image is exactly identifying
divisors up to linear equivalence. Thus, Div(X)/∼ canonically defines a subgroup of
Pic(X) by the first isomorphism theorem.

Now, we will give an alternative necessary and sufficient condition for Div(X) →
Pic(X) to be surjective, which is intrinsic to Pic(X). First, we will recall the definition of
a meromorphic section of a holomorphic line bundle.

Definition 1.3.16. Let L ∈ Pic(X) and let {Uα} be a trivialising open cover such that L
has transition functions {gαβ}. Suppose U ⊂ X is an open subset. A meromorphic section
s of L over U is a family of meromorphic functions sα : U ∩ Uα → C where U ∩ Uα 6= ∅
such that

sα = gαβsβ.

Equivalently, a meromorphic section s of L is a section of the sheaf L⊗OXMX =MX(L).

Proposition 1.3.17. Suppose L ∈ Pic(X). Then, L ∼= OX(D) for some D ∈ Div(X) if
and only if L admits a global non-identically zero meromorphic section.

Proof. Suppose L ∼= OX(D) for some D ∈ Div(X). Then we may choose an open cover
{Uα} for X such that D has local defining functions {fα} and L has transition functions
gαβ := fα

fβ
. Then {fα} patches together to define a global non-identically zero meromorphic

section of L.
Conversely, suppose L is a holomorphic line bundle with a global not-identically zero

meromorphic section s. Suppose {Uα} is a trivialising open cover such that L has transition
functions {gαβ}. Then the meromorphic section s is a family of meromorphic functions
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sα ∈ M∗
X(Uα) such that sα = gαβsβ. In particular, sα

sβ
∈ O∗X(Uαβ), hence for any irre-

ducible analytic hypersurface V ⊂ X with V ∩ Uαβ 6= ∅ we have ordV (sα) = ordV (sβ).
Thus, we may define a divisor (s) ∈ Div(X) by

(s) =
∑
V

ordV (sα)V

where V ∩ Uα 6= ∅. Set D = (s), then clearly D has local defining functions {sα} with
respect to the open cover {Uα} and OX(D) has transition functions {gαβ}. Therefore,
L ∼= OX(D).

1.4 Linear System of Divisors

Now, we will introduce the notion of linear system of divisors on our complex manifold
X. Suppose D =

∑
i aiVi is a divisor on X. Then we define

|D| := {E ∈ Div(X) |E ∼ D; E ≥ 0},

that is, |D| denotes the set of effective divisors that are linearly equivalent to D. Moreover,
let

L(D) := {f ∈M∗(X) |D + (f) ≥ 0} ∪ {0}.

Recall that the holomorphic line bundle OX(D) has a global meromorphic section s0 such
that (s0) = D. The section s0 defines an important correspondence.

Lemma 1.4.1. Suppose D =
∑

i aiVi is a divisor on X. Then there is a one-to-one
correspondence

L(D)
⊗s0−−→ H0(X,OX(D)).

Proof. Let f ∈ L(D) be given. If f = 0, then fs0 = 0 ∈ H0(X,OX(D)). Otherwise, since
(s0) = D and D + (f) ≥ 0 it follows that (fs0) ≥ 0, hence fs0 ∈ H0(X,OX(D)). On the
other hand, given a holomorphic section s ∈ H0(X,OX(D)) notice that fs := s

s0
defines a

meromorphic function on X. If s = 0, then fs = 0. Otherwise, it follows (fs) + D ≥ 0.
These assignments are clearly inverses and establishes the desired correspondence.

Now we will prove an important correspondence for X compact.

Proposition 1.4.2. Suppose X is compact and D =
∑

i aiVi is a divisor on X. Then
there is a one-to-one correspondence

|D| ∼= P(L(D)).
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Proof. Consider the map
ψ : P(L(D))→ |D|

induced by the assignment L(D)∗ 3 f 7→ D + (f) ∈ |D|. The map is well-defined since
(f) = (λf) for every λ ∈ C∗. To see that ψ is surjective notice that for E ∈ |D| we have
E = D + (f) ≥ 0 where f ∈ M∗(X). Hence, f ∈ L(D) and thus, ψ(f) = E. To see that

the map is injective suppose ψ(f) = ψ(g), i.e. D+(f) = D+(g). It follows that
(
f
g

)
= 0,

so the meromorphic function f
g

has no poles or zeros and since X is compact this implies
f
g

is a non-zero constant, i.e. f = λg for some λ ∈ C∗. Therefore, f and g define the same

element in P(L(D)).

Combining Lemma 1.4.1 and Proposition 1.4.2 shows |D| ∼= P(H0(X,OX(D))) when
X is compact. Under this identification we may define linear system of divisors, which
does not require X to be compact.

Definition 1.4.3. A linear system of divisors on X is a family of effective divisors on
X corresponding to a linear subspace of P(H0(X,L)) for some holomorphic line bundle
L→ X. A linear system is called complete if the system is of the form |D| for some divisor
on X.

Suppose D = {Dλ}λ∈Pn is a linear system of divisors. We define the base locus of the
system D to be the common intersection

⋂
λ∈Pn Dλ, which we denote by B. To compute

the base locus notice that if λ0, . . . , λn are linearly independent in Pn, then

B = Dλ0 ∩ · · · ∩Dλn .

We conclude this section by referencing a fundamental result concerning linear system of
divisors called Bertini’s theorem, which we swipe from [GH94, pp 137] verbatim.

Theorem 1.4.4 (Bertini’s theorem). The generic element of a linear system is smooth
away from the base locus of the system.

In other words, the singular locus of a generic element in a linear system is contained
in the base locus of the system. In particular, if the base locus of a linear system is empty,
then a generic element is smooth.

We have stated the bare minimum result necessary for our purposes. For an extensive
treatment of linear system of divisors on a compact Riemann surface the reader should
consult [Mir95, Chapter V. Section 3].

1.5 Important Theorems

The following theorems are classical and required for our purposes.
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Theorem 1.5.1 (Serre Duality). Suppose X is a compact complex manifold of dimension
n, and let E → X be a holomorphic vector bundle. Then Hp(X,E) ∼= Hn−p(X,KX ⊗E∗)∗
for every p ≥ 0.

Theorem 1.5.2 (Kodaira Embedding Theorem). Suppose X is a compact complex man-
ifold. Then a holomorphic line bundle L → X is positive if and only if L is ample, i.e.,
if a tensor power of L defines an embedding of X into projective space. In other words, a
compact complex manifold X can be embedded into some projective space PN if and only
if X admits a positive line bundle.

Theorem 1.5.3 (Chow’s Theorem). Any complex submanifold X ⊂ Pn can be realised as
the zero set of finitely many homogeneous polynomials, i.e., every complex submanifold of
Pn is algebraic.
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Chapter 2

Algebraic Geometry on Compact
Riemann Surfaces

This chapter elaborates further on the results in Chapter 1 when the complex manifold
in question is a compact Riemann surface. Early in the chapter, we introduce the degree
of a holomorphic vector bundle and a foundational theorem called the Riemann-Roch
theorem. We use the Riemann-Roch theorem to prove several facts. For example, the
Riemann-Roch theorem implies that every holomorphic line bundle comes from a divisor,
which gives an alternative description of the Picard group. We also define a topological
invariant of holomorphic vector bundles called the degree, which is unique to the setting
of compact Riemann surfaces. The degree provides enormous insight into the relationship
between divisors and holomorphic line bundles and their sections. We conclude the section
by rephrasing the language of a linear system of divisors to holomorphic line bundles
and studying the sections of holomorphic line bundles whose base locus is empty, i.e.,
basepoint-free. When classifying Higgs bundles by their spectral data in Chapters 4, 5,
and 6 we will only consider basepoint-free holomorphic line bundles.

There are several textbooks on the fundamentals of compact Riemann surfaces. For
an algebraic overview the reader can consult Farkas and Kra’s Riemann Surfaces [FK92],
and Forster’s Lectures on Riemann Surfaces [For81]. Narasimhan’s Compact Riemann
surfaces [Nar92] gives an extensive treatment of holomorphic vector bundles, and Varolin’s
Riemann Surfaces by way of Complex Analytic Geometry [Var11] has a more analytic
flavour.

2.1 Holomorphic Vector Bundles on Compact Rie-

mann Surfaces

Throughout this section C denotes a fixed compact Riemann surface with genus g. Recall
that the genus g is equal to half the first Betti number, which is a topological invariant.

27
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Over a compact Riemann surface holomorphic vector bundles exude several properties
that are not seen in higher dimensions. For instance, the kernel of a holomorphic vector
bundle homomorphism that does not have constant rank induces another holomorphic
vector bundle, which is not true in general for higher dimensions.

Proposition 2.1.1. Let E and F be holomorphic vector bundles over a Riemann surface
X. Let f : E → F be a vector bundle homomorphism and let A be the kernel of the sheaf
map f : E → F . Then the following is true

(i) There exists a holomorphic subbundle A ⊆ E such that A = OX(A) as subsheaves
of E ;

(ii) There is a dense open subset U ⊆ X such that f |U has constant rank and A|U =
ker(f |U).

Proof. We may as well assume f 6= 0 else the result is trivial. Let x ∈ X be given. Then,
Ex and Fx are free Ox-modules, i.e., Ex ∼= O⊕nx and Fx ∼= O⊕mx where n and m are the
ranks of E and F respectfully. Hence, we may view fx : O⊕nx → O⊕mx . Since Ox is a PID
we may choose a basis for O⊕nx and O⊕mx over Ox such that fx is in Smith normal form,
i.e.,

fx =



α1 0 0 · · · 0
0 α2 0 · · · 0

0 0
. . . 0

... αr
...

0
. . .

0 · · · 0


where αi divides αi+1. Notice that αi = giz

ei where gi ∈ O∗x and so by another change of
basis we may write

fx =



ze1 0 0 · · · 0
0 ze2 0 · · · 0

0 0
. . . 0

... zer
...

0
. . .

0 · · · 0


where 0 ≤ e1 ≤ · · · ≤ er. Thus, given c = (c1, . . . , cn) ∈ O⊕nx we see fxc = 0 if and only
if c1 = · · · = cr = 0. Therefore, choosing a holomorphic coordinate chart (Wx, z) centred
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at x and choosing analytic representatives ci(z) for the germ ci where i = r + 1, . . . , n it
follows that A|Wx = {(0, . . . , 0, cr+1(z), . . . , cn(z))}, which is the sheaf associated to the
vector bundle Wx×Cn−r → Wx. To prove this globally defines a subbundle of E we need
to verify that the rank is independent of x ∈ X. Suppose we choose y ∈ Wx not equal to
x, then the identical argument gives

fy =



zh1 0 0 · · · 0
0 ze2 0 · · · 0

0 0
. . . 0

... zht
...

0
. . .

0 · · · 0


where 0 ≤ h1 ≤ · · · ≤ ht. Then, choosing a holomorphic coordinate chart (Wy, z

′) centred
at y ∈ X it follows that A|Wy = {(0, . . . , 0, ct+1(z′), . . . , cn(z′))}, which is sheaf associated
to Wy × Cn−t → Wy. However, Wx ∩ Wy 6= ∅ and over the intersection the different
descriptions of A must agree, i.e., r = t, and since X is connected this proves that A is
the sheaf associated to a holomorphic subbundle A ⊂ E.

To see (ii) note that {Wx}x∈X defines an open cover for X. Over Wx \ {x} the map fx
has constant rank, but the rank may not agree at x. Let

U = {y ∈ X | f has constant rank in a neighbourhood of y}

then it is clear that X \U is discrete and U ⊆ X is dense, and moreover, f |U has constant
rank and A|U = ker(f |U).

2.1.1 Degree of a Vector Bundle on a Compact Riemann Surface

Since C is a compact Riemann surface H2(C,Z) ∼= Z where the isomorphism comes from
pairing elements of H2(C,Z) with the canonical fundamental class [C] ∈ H2(C,Z), which
is determined by the natural orientation of C. To define the degree of a smooth complex
vector bundle we will first define the degree of a smooth complex line bundle. Recall that
every smooth complex line bundle L→ C has a canonical characteristic class, namely the
first Chern class c1(L) ∈ H2(C,Z). Hence, pairing c1(L) with [C] defines an integer, i.e.,

〈c1(L), [C]〉 =

∫
C

c1(L) ∈ Z,

The integer obtained is the degree of L denoted deg(L). Since for a general smooth
complex vector bundle E → C the first Chern class is given by c1(E) = c1(det(E)) we
may define the degree of E to be the degree of det(E).
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Definition 2.1.2. Let E → C be a smooth complex vector bundle. Then the degree of
E is the integer defined by

deg(E) :=

∫
C

c1(E) ∈ Z.

In other words, deg(E) := deg(det(E)).

Remark 2.1.3. Since the first Chern class of a holomorphic vector bundle and the under-
lying smooth complex vector bundle agree the degree of a holomorphic vector bundle is
defined in the same manner. Moreover, since the first Chern class defines a homomorphism
c1 : Pic(C)→ H2(C,Z) it is clear that deg : Pic(C)→ Z defines a homomorphism.

Since the sheaf CC is fine recall that the long exact sequence in sheaf cohomology
associated to the exponential short exact sequence is given by

0→ H1(C, C∗C)
c1−→ H2(C,Z)→ 0.

Thus, identifying H2(C,Z) ∼= Z gives the short exact sequence

0→ H1(C, C∗C)
deg−−→ Z→ 0.

Therefore, the degree classifies smooth complex line bundles up to isomorphism.

2.1.2 Riemann-Roch Theorem

The Riemann-Roch theorem is a deep classical theorem that has been at the cornerstone of
complex algebraic geometry for the majority of the fields existence. Here, we will present
the Riemann-Roch theorem for holomorphic vector bundles over a compact Riemann
surface C, but note that the theorem exists in higher dimensions. A proof of the Riemann-
Roch theorem can be found in any textbook on compact Riemann surfaces, e.g., [Var11,
Chapter 13].

Theorem 2.1.4 (Riemann-Roch theorem). Let E → C be a rank r holomorphic vector
bundle over a compact Riemann surface C with genus g. Then,

h0(C,E)− h1(C,E) = deg(E) + r(1− g).

Remark 2.1.5. The left-hand-side is an analytical invariant and the right-hand-side
is a topological invariant. In fact the Riemann-Roch theorem is a special case of the
celebrated Atiyah-Singer index theorem since left-hand-side is the analytical index for an
elliptic differential operator and the right-hand-side is the topological index.

Corollary 2.1.6. The first sheaf cohomology of the structure sheaf has complex dimension
g, i.e., h1(C,OC) = g. Hence, the genus is an analytical invariant.
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Proof. Recall that elements of H0(C,OC) correspond to global holomorphic functions,
which are constant since C is compact, i.e., H0(C,OC) ∼= C. Thus, h0(C,OC) = 1 and
since deg(OC) = 0 the result follows from the Riemann-Roch theorem.

Corollary 2.1.7. The degree of the canonical bundle KC is equal to 2g−2, i.e., deg(KC) =
2g − 2.

Proof. By Serre duality h0(C,KC) = h1(C,OC) = g and h1(C,KC) = h0(C,OC) = 1.
Thus, by the Riemann-Roch theorem

g − 1 = deg(KC) + 1− g,

which shows deg(KC) = 2g − 2.

2.2 Holomorphic Line Bundles on compact Riemann

Surfaces

From the statement of the Riemann-Roch theorem, if L→ C is a holomorphic line bundle
with deg(L) ≥ g, then h0(C,L) ≥ 1, and hence, L admits a global non-identically zero
holomorphic section. In fact, the Riemann-Roch theorem implies that every holomor-
phic line bundle over a compact Riemann surface admits a global non-identically zero
meromorphic section. A similar argument to the proof of Lemma 1.4.1 shows that given
a divisor D on C and L ∈ Pic(C) the space H0(C,L(D)) may be viewed as the space
consisting of global meromorphic sections s of L such that (s) + D ≥ 0, and the zero
section.

Proposition 2.2.1. Every holomorphic line bundle L→ C admits a global non-identically
zero meromorphic section.

Proof. Choose sufficiently many points x1, . . . , xm ∈ C so that deg(L(D)) ≥ g where
D = x1 + . . .+ xm. Then L(D) admits a global non-identically zero holomorphic section,
which defines a global non-identically zero meromorphic section of L.

Recall from Proposition 1.3.17 that a holomorphic line bundle L → C comes from a
divisors D ∈ Div(C), i.e., L ∼= OC(D) if and only if L admits global non-identically zero
meromorphic section, and thus, we immediately obtain the following corollary.

Corollary 2.2.2. Every holomorphic line bundle on C comes from a divisor, and thus,
the class divisor group modulo linear equivalence is canonically isomorphic to the Picard
group, i.e., Div(C)/∼ ∼= Pic(C).

Remark 2.2.3. Since every holomorphic line bundle L → C comes from a divisor we
may use an alternate form of induction when proving formulas regarding holomorphic line
bundles on C. Namely, we will prove the result for OC , then assume the result is true for
L and prove the result is true for L(p) and L(−p) where p ∈ C is a point divisor.
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2.2.1 Different Descriptions of the Degree

One may naturally ask if the degree of a holomorphic line bundle agrees with the degree
of the divisor defining the line bundle. This turns out to be the case and in order to do
so we will use connections.

Proposition 2.2.4. Let L → C be a holomorphic line bundle and suppose s is a global
non-identically zero holomorphic section of L. Then, the number of zeros of s counting
multiplicity is equal to the degree of L.

Proof. Let L→ C be a smooth complex line bundle and suppose s is a global section of L
with isolated zeros z1, . . . , zn with multiplicity m1, . . . ,mn respectively. To compute the
degree of L recall from Proposition 1.3.12 that the first Chern class may be represented
by a multiple of the curvature form of a connection. Hence, we will construct a connection
to compute deg(L). For each j = 1, . . . , n choose an open neighbourhood Bj of zj that
is diffeomorphic to an open ball such that L|Bj ∼= OBj and Bj ∩ Bk = ∅ for j 6= k.
Set Uj = Bj and let U0 = C \ {z1, . . . , zn}, then {U0, U1, . . . , Un} forms an open cover
for C. Now, choose nowhere vanishing holomorphic section ej of L over Bj and define a
connection ∇j on L|Uj by ∇j(ej) = 0 for j = 1, . . . , n. Then, set e0 = s and define ∇0 on
L|U0 by ∇0e0 = 0. Let {ρj} be partitions of unity subordinate to the given open cover,
then we may define a connection ∇ on L by ∇ :=

∑n
j=0 ρj∇j. To compute the curvature

F∇ it suffices to compute the curvature over U0 since U0 = C. Since ∇0e0 = 0 notice that

∇e0 =
n∑
j=0

ρj∇je0 =
n∑
j=1

ρj∇js.

Over Uj the section s may be written as s = fjej for some holomorphic function fj : Uj →
C that has a zero of order mj at zj. Thus,

∇e0 =
n∑
j=1

ρj dfj ⊗ ej =
n∑
j=1

ρj
dfj
fj
⊗ s.

Hence, the connection is of the form ∇ = d+a where a :=
∑n

j=1 ρj
dfj
fj
, and thus, the

curvature of ∇ is equal to da since a ∧ a = 0. Now,

da =
n∑
j=1

d

(
ρj

dfj
fj

)

Note, each ρj
dfj
fj

is supported on an annulus Aj where ρj = 1 on the boundary. Thus,

i

2π

∫
Aj

d

(
ρj

dfj
fj

)
=

i

2π

∫
∂Aj

ρj
dfj
fj

=
1

2πi

∮
dfj
fj

= mj
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where the first equality follows from Stoke’s theorem and the last equality is the argument
principle. It follows that

i

2π

∫
C

F∇ =
n∑
j=1

mj,

which proves the result.

Corollary 2.2.5. Suppose L→ C is a holomorphic line bundle such that L ∼= OC(D) for
some D ∈ Div(C). Then, deg(L) = deg(D).

Proof. We may write D = D1−D2 where D1, D2 ≥ 0. Then deg(D) = deg(D1)−deg(D2)
and L ∼= OC(D1)⊗OC(D2)∗. Thus, it suffices to show deg(OC(Di)) = deg(Di). In other
words, we can assume without loss of generality that D is effective. Now, let s0 be the
standard section of OC(D), i.e., (s0) = D. The degree of D is precisely the number of zeros
of s0 counting multiplicity, and by Proposition 2.2.4 the number of zeros of s0 counting
multiplicity is equal to deg(OC(D)), and hence, deg(D) = deg(OC(D)).

Corollary 2.2.6. If L → C is a holomorphic line bundle with deg(L) < 0, then L
has no non-identically zero global holomorphic sections, i.e., H0(C,L) = 0. Moreover, if
deg(L) > 2g − 2, then H1(C,L) = 0.

Proof. The first statement is immediate from Proposition 2.2.4 and the second statement
follows from Serre duality since deg(KC ⊗ L∗) < 0.

2.2.2 Base Points of Holomorphic Line Bundles over Compact
Riemann Surfaces

Since every holomorphic line bundle over C comes from a divisor we may reformulate the
base locus of linear system of divisors from (1.4) to that of holomorphic line bundles.

Let L ∼= OC(D) be a holomorphic line bundle over C defined by D ∈ Div(C). Recall
that |D| ∼= P(H0(C,L)) and the base locus, B, of |D| is the collection of points in C
common to all divisors in |D|. In the language of sections the base locus is the collection
of p ∈ C such that every holomorphic section s of L vanishes at p, i.e., s(p) = 0. If
|D| = ∅, i.e., H0(C,L) = {0}, then every p ∈ C belongs to the base locus. This motivates
the definition for the basepoint of a holomorphic line bundle.

Definition 2.2.7. Let L→ C be a holomorphic line bundle. A basepoint of L is a point
p ∈ C such that s(p) = 0 for every s ∈ H0(C,L). In other words, the collection of all
basepoints forms the base locus. If L has no basepoints, i.e., for every p ∈ C there exists
a section s ∈ H0(C,L) such that s(p) 6= 0, then L is called basepoint-free.

For our purposes we will be interested in basepoint-free holomorphic line bundles.
Consider now a sufficient condition for a holomorphic line bundle to be basepoint-free.
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Lemma 2.2.8. If L ∈ Pic(C) such that deg(L) ≥ 2g, then L is basepoint-free.

Proof. Let p ∈ C be given. Recall that H0(C,L(−p)) corresponds to sections of L
that vanish at p, and hence, it suffices to show the canonical inclusion H0(C,L(−p)) →
H0(C,L) is not surjective. Consider the short exact sequence of sheaves

0→ OC(L(−p)) ⊗s0−−→ OC(L)
evp−−→ Op(L)→ 0

where s0 denotes the standard section of OC(p). Passing to the long exact sequence in
sheaf cohomology yields

0→ H0(C,L(−p))→ H0(C,L)→ Lp → H1(C,L(−p))→ · · · .

Since deg(L(−p)) ≥ 2g − 1 > 2g − 2 we have H1(C,L(−p)) = 0. Thus, we obtain the
short exact sequence

0→ H0(C,L(−p))→ H0(C,L)→ Lp → 0.

The result follows from exactness.

The condition deg(L) ≥ 2g is sufficient for L to be basepoint-free but it is not necessary.
For instance, OC is basepoint-free since we can take a global nowhere vanishing section,
and for g ≥ 1 the canonical bundle KC is basepoint-free.

Proposition 2.2.9. Suppose g ≥ 1, then KC is basepoint-free.

Proof. Suppose on the contrary that KC has a basepoint p ∈ C. Then, H0(C,KC(−p)) ∼=
H0(C,KC), and thus, h0(C,KC(−p)) = g. Hence, by Serre duality h1(C,OC(p)) = g.
Now, by the Riemann-Roch theorem

h0(C,OC(p)) = h1(C,OC(p)) + deg(p) + 1− g = 2.

Therefore, there exists a meromorphic function that only has a simple pole at p ∈ C and
no other poles so C ∼= P1, i.e., g = 0, which is a contradiction.

Lemma 2.2.10. Let L → C be a basepoint-free holomorphic line bundle. Then, L has
sections s1 and s2 that share no zeros.

Proof. Since L is basepoint-free there exists s1 ∈ H0(C,L), which is not identically zero.
Let D1 := (s1), i.e., D1 is the divisor associated to s1. Consider

V := {s ∈ H0(C,L) | s(p) = 0 for some p ∈ D1}.

In other words, V is the space of sections that share a zero with s1. Recall that

H0(C,L(−p)) ∼= {s ∈ H0(C,L) | s(p) = 0}
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and hence,

V ∼=
⋃
p∈D1

H0(C,L(−p)).

Since L is basepoint-free each H0(C,L(−p)) defines a hyperplane in H0(C,L) and it follows
that V 6= H0(C,L).

Lemma 2.2.11. Let L → C be a basepoint-free holomorphic line bundle, and suppose
s1, s2 ∈ H0(C,L) are sections that share no zeros. Then, there are complex numbers
a, b ∈ C such that as1 + bs2 only has simple zeros.

Proof. Consider the function f : C → P1 defined by

f(p) = [−s2(p) : s1(p)].

Since s1 and s2 are holomorphic it follows that f is holomorphic. Moreover, f is not
constant for if f is constant it follows that s1 and s2 are proportional, which contradicts
that they share no zeros. Thus, f : C → P1 defines a branched cover of compact Riemann
surfaces. Now, p ∈ f−1[a, b] if and only if (as1 + bs2)(p) = 0, i.e., f−1[a, b] = Z(as1 + bs2).
By a linear change of coordinates it suffices to study the case [a, b] = [1, 0]. Suppose
p ∈ f−1[1, 0], then s2(p) 6= 0 and s1(p) = 0. Choose a local trivialisation of L and choose
local holomorphic coordinate z centred at p such that s1(z) = zm. We claim that m is
the ramification index of f at p. Since s2(0) 6= 0, we see s2(z) 6= 0 by shrinking the
trivialisation if necessary and it follows that

f(z) =

[
1 : − zm

s2(z)

]
.

Choosing local coordinates w centred at [1,0] we see

f(z) = − zm

s2(z)
= zmg(z)

for some holomorphic function g(z) such that g(0) 6= 0, which proves the claim. Therefore,
choosing [a, b] ∈ P1 that is not a branch point of f : C → P1 it follows that as1 + bs2 ∈
H0(C,L) only has simple zeros.

Corollary 2.2.12. Basepoint-free holomorphic line bundles over a compact Riemann sur-
face admit sections whose zeros are simple.
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Chapter 3

Complex Abelian Varieties

This chapter introduces complex abelian varieties, which are complex tori with the struc-
ture of projective varieties. First, we recall the elementary theory of complex tori necessary
for our purposes. In particular, we introduce the dual complex torus and dual abelian
variety, which we need to study Langlands duality in the generic fibres of classical Hitchin
fibrations. More specifically, in Chapters 4, 5, and 6 we compute the generic fibres of the
G-Hitchin fibration for each classical simple Lie group G, which are abelian varieties and
prove the generic fibres of the corresponding LG-Hitchin fibration is the dual abelian va-
riety. Not every complex torus is an abelian variety, so we study line bundles on complex
tori to determine when an abelian variety structure exists. In particular, we reference the
Riemann-bilinear relations, which are necessary and sufficient conditions for a complex
torus to admit a projective variety structure. Next, we introduce Jacobian and Prym
varieties, which are two types of abelian varieties that appear in the classification of the
generic fibres of the Hitchin fibration. We prove that the Jacobian variety of a curve is
self-dual, i.e., isomorphic to its dual abelian variety and its dimension is equal to the genus
of the curve. Finally, we compute the dimension of a general Prym variety, an abelian
variety naturally associated with a branched cover of compact Riemann surfaces, and
we show that the Prym variety associated with an étale double cover is self-dual. Since
we are working in the field of complex numbers, the theory is well understood, and we
will be following the canonical reference of Birkenhake and Lange [BL04], which contains
analytical arguments. For a more algebraic treatment that generalises the theory over
arbitrary fields, consult Abelian Varieties by David Mumford [Mum70].

37
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3.1 Rudiments of Complex Tori

3.1.1 Definitions, Isogenies, and the Stein Factorisation

Suppose V is a complex vector space of dimension n, and Γ ⊂ V is a lattice, i.e., Γ embeds
in X as free abelian group of rank 2n. Then a complex torus is the quotient space X = V/Γ
endowed with the quotient topology. Since Γ ⊂ V is discrete the action of Γ is locally finite,
hence X is a (connected) complex manifold and dim(X) = n. Topologically, a complex
tori is a product of finitely many S1, so complex tori are compact. Moreover, complex tori
carry a natural abelian group structure compatible with the complex structure, and thus,
complex tori define a complex Lie group. Thus, complex tori are (connected) complex
compact abelian Lie groups. Conversely, a standard classification in Lie theory says that
every connected complex abelian Lie group is the product of a torus and affine space, and
hence, every connected compact complex abelian Lie group is a complex torus. In the
complex setting it turns out one can drop the abelian condition since it is automatic, i.e.,
every connected compact complex Lie group is abelian.

Lemma 3.1.1. Suppose X is a connected compact complex Lie group. Then, X is abelian.

Proof. It suffices to prove the commutator [x, y] = x−1y−1xy is trivial for every x, y ∈ X.
Let U ( X be a coordinate patch for the identity element 1 ∈ X. Since [x, 1] = 1 for
every x ∈ X, and the commutator map [−,−] : X × X → X is continuous, we can
choose open neighbourhoods Vx and Wx for x and 1 respectively such that [Vx,Wx] ⊆ U.
Since X is compact finitely many Vx cover X, i.e., X =

⋃m
j=1 Vxj . Let W =

⋂m
j=1Wxj

denote the corresponding intersection; then [X,W ] ⊂ U. For every y ∈ W the assignment
[−, y] : X → X is holomorphic and since [X,W ] ⊆ U we may take U to be a coordinate
patch, so [−, y] is a bounded holomorphic function over X, i.e., [−, y] is constant. Since
[1, y] = 1 for every y ∈ W it follows that [X,W ] = 1, which implies [X,X] = 1 since W
is open and non-empty.

In summary, every connected compact complex Lie group is a complex torus. There-
fore, complex tori are indispensable objects when studying (complex) Lie theory.

For any given complex torus X = V/Γ the canonical projection map pr : V → X
defines a universal cover of X whose kernel is canonically isomorphic to Γ, and hence,
π1(X) ∼= Γ. Thus, the fundamental group of a complex torus is canonically isomorphic to
its lattice, and since lattices are abelian it follows by Hurewicz theorem that H1(X,Z) ∼= Γ.
A homomorphism of complex tori is a homomorphism with respect to their complex Lie
group structure, and since every connected compact complex Lie group is a complex torus
we immediate obtain the following the proposition.

Proposition 3.1.2. Let f : X → X ′ be a homomorphism of complex tori. Then the
image, f(X), defines a complex subtorus of X ′; and ker(f) defines a closed subgroup of
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X where the connected component containing the identity, (ker f)0, has finite index in
ker(f), and defines a complex subtorus of X.

Now, we will show that a holomorphic map h : X → X ′ between two complex tori
is precisely the composition of a translation and a homomorphism. In what proceeds we
denote translating by x0 by tx0 : X 3 x 7→ x+ x0 ∈ X.

Proposition 3.1.3. Let X = V/Γ and X ′ = V ′/Γ′ be complex tori and suppose h : X →
X ′ is a holomorphic map. Then

(i) There is a unique homomorphism f : X → X ′ such that h = th(0)f ;

(ii) There is a unique C-linear map F : V → V ′ with F (Γ) ⊂ Γ′ inducing the homomor-
phism f : X → X ′.

Proof. Consider the holomorphic map f = t−h(0)h. The map V
π→ X

f→ X ′ = V
fπ−→ X ′

has a unique lift, F : V → V ′, to the universal covering space. Since fπ = π′F it
follows that F (Γ) ⊂ Γ′. Moreover, F (v + λ) − F (v) ∈ Γ′ for every v ∈ V and λ ∈ Γ
and since Γ′ is discrete the continuous map V 3 v 7→ F (v + λ) − F (v) ∈ Γ′ is constant.
By considering v = 0 it follows that F (v + λ) = F (v) + F (λ), which shows the partial
derivatives of F are 2g-fold periodic. Thus, the partial derivatives of F are holomorphic
and bounded, and hence, constant. Therefore, F is a C-homomorphism and it follows
that f is a homomorphism. The uniqueness of f is clear, and by the universal property,
F is unique.

Corollary 3.1.4. If h : X → X ′ is a holomorphic map such that h(0) = 0, then h defines
a homomorphism.

The unique map F : V → V ′ that induces f is called the analytic representation and
there is a natural assignment

ρa : Hom(X,X ′) 3 f 7→ F ∈ HomC(V, V ′).

Moreover, the restriction of F to Γ is Z-linear and determines F , and hence f , uniquely.
We call F |Γ the rational representation and we obtain the injective assignment

ρr : Hom(X,X ′) 3 f 7→ F |Γ ∈ HomZ(Γ,Γ′)

There is a special type of homomorphism of complex tori that is paramount in the theory
of abelian varieties, namely an isogeny.

Definition 3.1.5. An isogeny between two complex tori X and X ′ is a surjective homo-
morphism f : X → X ′ that has a finite kernel. When an isogeny between two complex
tori exists we say the tori are isogenous and write X ' X ′.
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Of course, a homomorphism f : X → X ′ between two complex tori is an isogeny if
and only if f is surjective and dim(X) = dim(X ′). If Λ ⊂ X is a finite subgroup, then the
quotient space X/Λ defines a complex torus and the projection map π : X → X/Λ is an
isogeny. Conversely, it is clear that every isogeny is of this type up to isomorphism.

We conclude the subsection by introducing the Stein factorisation. Suppose f : X →
X ′ is a surjective homomorphism between two complex tori. Since (ker f)0 ⊂ X defines
a complex subtorus there is a canonical factorisation into a surjective homomorphism
g : X → X/(ker f)0 whose kernel is a complex torus, and an isogeny h : X/(ker f)0 → X ′,
called the Stein factorisation of f

X/(ker f)0

X X ′

hg

f

Note, ker(h) ∼= π0(ker(f)), and moreover, if f is an isogeny, then (ker f)0 is a point, g is
the identity map, and f = h.

3.1.2 Period Matrix

LetX = V/Γ be a complex torus of dimension g. Choose a basis e1, . . . , eg for V and a basis
λ1, . . . , λ2g for Γ. We may express each λi in terms of the basis for V , i.e., λi =

∑n
j=1 λjiej.

The matrix

Π =

λ1,1 · · · · · · λ1,2g

...
. . .

. . .
...

λg,1 · · · · · · λg,2g


determines the complex tori X completely and is called the period matrix. Note also that
in this basis X = Cg/ΠZ2g. The period matrix is dependent on the choice of bases.

3.1.3 Dual Complex Torus

There are different definitions for the dual complex torus that are equivalent. We will
provide the definition most relevant for our purposes. Let X = V/Γ be a complex
torus of dimension g. Consider the complex vector space V

∗
= HomC(V,C), i.e., the

space of C-antilinear maps. The underlying real vector space is canonically isomorphic
to HomR(V,R). To see this, consider the homomorphism V

∗ 3 l 7→ =(l) ∈ HomR(V,R)
with explicit inverse HomR(V,R) 3 k 7→ −k(i•) + ik(•) ∈ V ∗. Under this isomorphism it
is clear that the map

V
∗ × V 3 (l, v) 7→ =(l(v)) ∈ R (3.1)
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defines a R-bilinear non-degenerate form. Now, the free abelian group Γ∗ := HomZ(Γ,Z)
canonically defines a lattice in the vector space HomR(V,R) ∼=R V

∗
. Indeed,

HomZ(Γ,Z)⊗Z R ∼= HomR(Γ⊗Z R,R) ∼= HomR(V,R)

where Γ⊗Z R ∼= V since Γ defines a lattice in V . Using the non-degenerate form (3.1) we
may restate the lattice.

Lemma 3.1.6. The free abelian group Γ̂ := {l ∈ V ∗ | 〈l,Γ〉 ⊆ Z} is canonically isomorphic

to Γ∗ := HomZ(Γ,Z), and hence, Γ̂ defines a lattice in V
∗
.

Proof. Under the real isomorphism V
∗ ∼=R HomR(V,R), we see

Γ̂ = {k ∈ HomR(V,R) | k(Γ) ⊆ Z}.

Now, consider the homomorphisms

Γ∗ 3 f 7→ f ⊗Z 1 ∈ Γ̂

and

Γ̂ 3 g 7→ g|Γ ∈ Γ∗.

Since (3.1) is non-degenerate it is clear that (f ⊗Z 1)|Γ = f for every f ∈ Γ∗, and

g = (g|Γ ⊗Z 1) for every g ∈ Γ̂, and thus, the homomorphisms are mutual inverses.

Thus, we define the dual complex torus of X to be the complex torus

X∨ := V
∗
/ Γ̂.

Note, we may also define the dual complex torus by X∨ = V
∗
/Γ∗ and hereon out we will

use the definition most convenient to the application. By double anti-duality and since
(3.1) is non-degenerate, Γ is the dual lattice of Γ̂, and hence, (X∨)∨ ∼= X. Now that we
have established the dual complex torus we will mention some classical results.

Proposition 3.1.7. Suppose X = V/Γ is a complex torus. The dual complex torus, X∨,
is canonically isomorphic to the group of characters of Γ, i.e., X∨ ∼= Hom(Γ, U(1)).

Proof. Consider the homomorphism

V
∗ 3 l 7→ exp(2πi〈l, •〉) ∈ Hom(Γ, U(1)).

Since (3.1) is non-degenerate, the assignment is surjective, and kernel is precisely Γ̂.

Therefore, V
∗
/ Γ̂ ∼= Hom(Γ, U(1)), i.e., X∨ ∼= Hom(Γ, U(1)).
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Recall that the lattice of the complex torus is precisely the fundamental group. Thus,
the dual complex torus may equivalently be defined as the space of U(1)-representations of

the fundamental group, i.e., X̂ = Hom(π1(X), U(1)). By the well-known Appell-Humbert
theorem, there is a canonical identification between the space of U(1)-representations of
the fundamental group of X and the moduli space of holomorphic line bundles on X with
trivial first Chern class, i.e., Hom(π1(X), U(1)) ∼= Pic0(X). Thus, there is a canonical
isomorphism X∨ ∼= Pic0(X). Note, this shows that Pic0(X) carries the structure of a
complex torus. In (3.4) we will prove that Pic0(C) carries the structure of a complex tori
where C is a compact Riemann surface.

Suppose f : X1 → X2 is a homomorphism between two complex tori, Xi = Vi/Γi,
with analytical representation ρa(f) = F. The anti-dual map F ∗ : V2

∗ → V1
∗

satisfies

F ∗ Γ̂2 ⊂ Γ̂1, and hence, induces a homomorphism, f∨ : X∨2 → X∨1 , called the dual
homomorphism. If g : X2 → X3 is another homomorphism then it is easy to see that
(gf)∨ = f∨g∨. Moreover, it is clear that (idX)∨ = idX∨ , and thus, dualising defines an
involutive contravariant functor on the category of complex tori.

We will now prove an important result regarding complex tori, namely, that the dual
sequence associated to a short exact sequence of complex tori is exact. First, we require
computing the homotopy groups of complex tori.

Lemma 3.1.8. Let X = V/Γ be a complex torus of dimension g. Then the homotopy
groups π0(X) and πj(X) are trivial for j ≥ 2 and π1(X) ∼= Z2g.

Proof. Complex tori are connected, so π0(X) ∼= 1, and we already established that
π1(X) ∼= Γ, which is a free abelian group of rank 2g. Recall that the canonical projection
map pr : V → X is the universal covering, and hence, there is a canonical isomorphism
πj(V ) ∼= πj(X) for j ≥ 2. However, V is contractible and thus, πj(X) ∼= 1 for j ≥ 2.

Proposition 3.1.9. Let Xi = Vi/Γi be complex tori for i = 1, 2, 3, and suppose there is
a short exact sequence

0→ X1 → X2 → X3 → 0.

Then, the dual sequence

0→ X∨3 → X∨2 → X∨1 → 0

defines another short exact sequence.

Proof. By Lemma 3.1.8 the associated exact sequence in homotopy is given by

0→ Γ1 → Γ2 → Γ3 → 0.

Now, applying the contravariant functor Hom(•, U(1)) gives the exact sequence

0→ Hom(Γ3, U(1))→ Hom(Γ2, U(1))→ Hom(Γ1, U(1))→ Ext1
Z(Γ3, U(1))→ · · · .
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However, Γ3 defines a free abelian group, and hence, Ext1
Z(Γ3, U(1)) = 0. Moreover, by

Proposition 3.1.7, there is a canonical isomorphism X∨i
∼= Hom(Γi, U(1)) for i = 1, 2, 3,

and thus,

0→ X∨3 → X∨2 → X∨1 → 0

defines a short exact sequence.

Lemma 3.1.10. Suppose h : X → Y is an isogeny of complex tori. Then the dual
homomorphism, h∨ : Y ∨ → X∨, is an isogeny too, and ker(h∨) ∼= Hom(ker(h), U(1)),
i.e., ker(h∨) is Pontryagin dual to ker(h).

Proof. Since h is an isogeny if and only if h is surjective and dim(X) = dim(Y ) we may
assume without loss of generality that X = V/ΓX and Y = V/ΓY , and that the analytic
representation is given by idV , i.e., ρa(h) = idV . Hence, the analytic representation of the
dual homomorphism is given by idV ∗ , so h∨ defines an isogeny. Now, consider the short
exact sequence

0→ ker(h)→ X
h→ Y → 0.

Passing to the exact sequence in homotopy gives

0→ ΓX → ΓY → ker(h)→ 0.

Applying the contravariant functor Hom(•, U(1)) gives the exact sequence

0→ Hom(ker(h), U(1))→ Hom(ΓY , U(1))→ Hom(ΓX , U(1))→ Ext1
Z(ker(h), U(1))→ · · ·

Recall that Ext1
Z(Zn, U(1)) ∼= U(1)/nU(1) ∼= 1, and hence, by the fundamental theorem

of finitely generated abelian groups, Ext1
Z(ker(h), U(1)) = 0. Thus, by Proposition 3.1.7,

we obtain the short exact sequence

0→ Hom(ker(h), U(1))→ Y ∨
h∨−→ X∨ → 0.

By exactness, ker(h∨) ∼= Hom(ker(h), U(1)).

Corollary 3.1.11. Suppose h : X → Y is an isogeny of complex tori. Then h is injective
if and only if h∨ is injective.

Proposition 3.1.12. Let f : X1 → X2 be a surjective homomorphism of complex tori.
Then, ker(f) is connected if and only if the dual homomorphism, f∨ is injective.

Proof. Let f = hg be the Stein factorisation. Recall that π0(ker(f)) ∼= ker(h), so ker(f)
is connected if and only if h is injective. Hence, by Corollary 3.1.11 we see ker(f) is
connected if and only if h∨ is injective. Now, f∨ = g∨h∨ and assuming g∨ is injective, h∨
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is injective if and only if f∨ is injective. Thus, it suffices to prove g∨ is injective. Consider
the short exact sequence of complex tori

0→ (ker f)0 → X1
g→ X1/(ker f)0 → 0.

By Proposition 3.1.9,

0→ (X1/(ker f)0)∨
g∨−→ X∨1 → (ker f)∨0 → 0

defines a short exact sequence, and thus, g∨ is injective.

3.2 Holomorphic Line Bundles on a Complex Torus

We wish to introduce the necessary results concerning holomorphic line bundles on com-
plex tori to define abelian varieties. In particular, in this section we will show that the first
Chern class of a holomorphic line bundle can be canonically identified with a Hermitian
form that allows one to describe positive line bundles as line bundles whose first Chern
class define a positive definite Hermitian form.

3.2.1 Factors of Automorphy

Now, we will introduce factors of automorphy for complex tori. The general theory
applies to an arbitrary complex manifold, but we only need the theory for complex tori.
Let X = V/Γ be a complex tori and recall that π1(X) ∼= Γ. Hence, Γ has a natural left
action on V . We wish to describe holomorphic line bundles L→ X such that pr∗ L ∼= OV
in terms of the cohomology associated to the left action of Γ on V. Here pr denotes the
projection map pr : V → X. It turns out that Pic(V ) = {OV } 1, and hence, we will use
factors of automorphy to describe Pic(X) completely.

Before introducing factors of automorphy note that the action of Γ on V induces a
π1(X)-module structure on O∗V (V ).

Definition 3.2.1. A factor of automorphy is a holomorphic map f : Γ×V → C∗ satisfying

f(λ+ µ, v) = f(λ, µ+ v)f(µ, v)

for all λ, µ ∈ π1(X) and v ∈ V. In other words, f is a 1-cocycle of Γ with values in O∗V (V ),
i.e., f ∈ Z1(Γ,O∗V (V )).

1 It is well known that H1(V,OV ) = 0, and since V is contractible, H2(V,Z) = 0. Hence H1(V,O∗V ) = 0

since H1(V,OV )→ H1(V,O∗V )
c1−→ H2(V,Z) is exact
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A factor of automorphy f : Γ × V → C∗ defines a holomorphic line bundle on X.
Indeed, Γ acts on the trivial holomorphic line bundle V × C→ V by

Γ× (V × C) 3 (λ, (v, t)) 7→ (λv, f(λ, v)t) ∈ V × C.

The action is free and properly discontinuous, and thus,

L = (V × C)/Γ

defines a complex manifold, and the projection map π : L→ X induced by the projection
V ×C→ V defines a holomorphic line bundle. This construction defines a homomorphism

Z1(Γ,O∗V (V ))→ Pic(X).

In fact, the homomorphism is surjective and the kernel of the homomorphism is precisely
B1(Γ,O∗V (V )), which gives a canonical isomorphism H1(Γ,O∗V (V )) ∼= Pic(X). We refer
the reader to [BL04, Appendix B] for the details.

Proposition 3.2.2 ([BL04, Proposition B.1]). The homomorphism Z1(Γ,O∗V (V )) →
Pic(X) induces a canonical isomorphism

H1(Γ,O∗V (V )) ∼= Pic(X).

For the rest of the section we will identify Pic(X) ∼= H1(Γ,O∗V (V )).

3.2.2 Néron-Severi Group

Let f ∈ H1(Γ,O∗V (V )) be a factor of automorphy with corresponding holomorphic line
bundle L ∈ Pic(X). Notice that f = exp(2πig) for some g : Γ × V → C holomorphic
in V . The following theorem states there there is a canonical isomorphism H2(X,Z) →
∧2 Hom(Γ,Z) that allows one to compute c1(L) ∈ H2(X,Z) with respect to f.

Theorem 3.2.3 ([BL04, Theorem 2.1.2]). There is a canonical isomorphism H2(X,Z)→
∧2 Hom(Γ,Z) that sends the first Chern class c1(L) ∈ H2(X,Z) to the alternating form

EL(λ, µ) = g(µ, v + λ) + g(λ, v)− g(λ, v + µ)− g(µ, v)

for all λ, µ ∈ Γ and v ∈ V.

In fact, we may extend this characterisation to real alternating forms on the vector
space V.

Proposition 3.2.4 ([BL04, Proposition 2.1.6]). Let E : V × V → R be a real alternating
form. Then the following are equivalent
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(i) There exists a holomorphic line bundle L ∈ Pic(X) such that E represents L, i.e.,
E|Γ×Γ = EL;

(ii) The alternating form is integral on the lattice and E is compatible with the complex
structure, i.e., E(Γ,Γ) ⊆ Z and E(iv, iw) = E(v, w) for every v, w ∈ V.

Finally, we may extend the characterisation to Hermitian forms on V .

Lemma 3.2.5. There is a one-to-one correspondence between the set of Hermitian forms
H on V and the set of real-valued alternating forms E on V satisfying E(iv, iw) = E(v, w),
which is given by

E(v, w) = =(H(v, w)) and H(v, w) = E(iv, w) + iE(v, w)

for every v, w ∈ V.

Corollary 3.2.6. The first Chern class c1(L) ∈ H2(X,Z) associated to L ∈ Pic(X) is
canonically identified to a Hermitian form H on V with =(H(Γ,Γ)) ⊆ Z.

Now, we may define the Néron-Severi group associated to X and give a characterisation
in terms of the foregoing results.

Definition 3.2.7. The Néron-Severi group ofX, denoted NS(X), is the subgroup NS(X) ⊆
H2(X,Z) defined by the image of the first Chern class c1 : Pic(X)→ H2(X,Z).

Note that NS(X) is canonically identified with the set of Hermitian forms H on V
whose imaginary component is integral on the lattice, i.e., =(H(Γ,Γ)) ⊆ Z. Under this
identification we may define a positive definite line bundle.

Definition 3.2.8. A holomorphic line bundle L ∈ Pic(X) is called positive definite if the
Hermitian form H on V associated to c1(L) is positive definite.

One may naturally ask if positive definite line bundles and positive line bundles on
complex tori are the same. This is indeed the case. The proof requires the use of hermitian
metrics and some Hodge theory so we divert the reader to Appendix B for the proof.

Suppose E = =(H) is the real-valued alternating form associated to c1(L) and that
the complex torus X has dimension g. Then, by the elementary divisor theorem, we may
choose a basis λ1, . . . , λg, µ1, . . . , µg for Γ such that in the basis

E =

[
0 D
−D 0

]
where D = diag(d1, . . . , dg) where di ≥ 0 and di divides di+1 for i = 1, . . . , g − 1. We call
the g-tuple (d1, . . . , dg) of L the type of L, and we call the basis λ1, . . . , λg, µ1, . . . , µg the
symplectic basis of Γ for L. In [BL04, Corollary 4.4.6] it is shown that the type of the
line bundle only depends on the first Chern class.
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3.3 Abelian Varieties

Historically, a complex abelian variety is a complex torus that carries the structure of a
complex projective variety. By the Kodaira embedding theorem, a complex torus X can
be embedded in projective space if and only if X admits a positive line bundle. However,
a line bundle on X is positive if and only if it is positive definite, and thus, X can
be embedded in projective space if and only if it admits a positive definite line bundle.
Moreover, by Chow’s theorem a complex submanifold of complex projective space is an
algebraic variety. Therefore, we may give an equivalent definition of an abelian variety.

Definition 3.3.1. A complex torus X is a (polarisable) abelian variety if X admits a
positive definite holomorphic line bundle L. The first Chern class of such a line bundle L
is called a polarisation and the pair (X,H) where H = c1(L) is called a polarised abelian
variety.

Since φL = φN whenever c1(L) = c1(N) we define the type of a polarisation to be the
type of the underlying line bundle, and if a polarisation H = c1(L) has type (1, . . . , 1)
we call the polarisation principal. In [BL04, pp. 99] it is shown that H principal implies
φL : X → X∨ is an isomorphism.

A homomorphism of abelian varieties is a map f : (X ′, H ′) → (X,H) where f :
X → X ′ is a homomorphism of complex tori and f ∗H = H ′. Note that necessarily the
homomorphism f has finite kernel for if f : X ′ → X had an infinite kernel, then the
Hermitian form f ∗H would be degenerate. Moreover, if f : X ′ → X is a homomorphism
of complex tori with finite kernel and H = c1(L) defines a polarisation on X, i.e., (X,H)
is a polarised abelian variety, then L′ = f ∗(L) defines a polarisation on X called the
induced polarisation. Consequently, any complex tori isogenous to an abelian variety is
an abelian variety, and if Y ⊆ X is a complex subtorus, then by consider the inclusion
map i : Y → X we see i∗L defines a polarisation on Y , and hence, Y defines an abelian
variety.

Now, we claim that the dual complex torus to an abelian variety is an abelian variety
too. Let (X, c1(L)) be an abelian variety. By identifying X∨ ∼= Pic0(X) and noting that
c1(t∗xL) = c1(L) where tx : X → X is translation by x ∈ X we may define

φL : X 3 x 7→ t∗xL⊗ L−1 ∈ X∨.

The map φL defines an isogeny of complex tori, and the proof is non-trivial. For instance,
to define a homomorphism one must show that t∗x+yL

∼= t∗xL⊗ t∗yL⊗ L−1. Since we only
need the result for our purposes we direct the reader to [BL04, Section 2.4] for the proof.
Thus, the dual complex torus to an abelian variety is an abelian variety as claimed. We
call the dual complex torus to an abelian variety the dual abelian variety.
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3.3.1 Riemann Bilinear Relations

The Riemann bilinear relations give necessary and sufficient conditions for a complex
torus X to admit a polarisation. Moreover, the Riemann bilinear relations are phrased
in terms of a period matrix. Choose a basis e1, . . . , eg for V and λ1, . . . , λ2g for Γ. Then,
X = Cg/ΠZ2g where Π ∈ Matg×2g(C) is the period matrix with respect to the chosen
bases.

Theorem 3.3.2 (Riemann Bilinear Relations [BL04, Theorem 4.2.1]). The complex torus
X is an abelian variety if and only if there is a non-degenerate alternating matrix A ∈
Mat2g(Z) such that

(i) ΠA−1Πt = 0;

(ii) iΠA−1Π
t
> 0.

The matrix A corresponds to an alternating form E : Γ×Γ→ Z on the lattice, which
extends to E : Cg × Cg → R. Define H : Cg × Cg → C by

H(u, v) = E(iu, v) + iE(u, v)

then condition (i) is equivalent to saying that H is Hermitian, and (ii) is equivalent to H
being positive definite.

3.4 Jacobian Variety

In this section we will introduce a principally polarised abelian variety called the Jacobian
variety. Although Jacobian varieties can be defined in more general settings, we will
restrict our attention to Jacobian varieties associated to a compact Riemann surface
C with genus g since that suffices for our purposes. Before introducing the Jacobian
variety consider the exact sequence in sheaf cohomology given by the standard exponential
sequence

· · · → H1(C,Z)→ H1(C,OC)→ H1(C,O∗C)
c1−→ H2(C,Z)→ · · · .

Since C is compact, H0(C,OC) ∼= C and H0(C,O∗C) ∼= C∗, so the map H0(C,OC)
exp−−→

H0(C,O∗C) becomes C exp−−→ C∗, which is surjective. Moreover, since C is complex one-
dimensional, H2(C,OC) = 0 by the Dolbeault isomorphism theorem. Therefore,

0→ H1(C,Z)→ H1(C,OC)→ H1(C,O∗C)
c1−→ H2(C,Z)→ 0

defines an exact sequence. Thus, we obtain the short exact sequence

0→ H1(C,OC)/H1(C,Z)→ Pic(C)
deg−−→ Z→ 0.
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Hence, the space H1(C,OC)/H1(C,Z) may be realised as the moduli space of degree
zero holomorphic line bundles, which we denote by Pic0(C). Now, H1(C,OC) ∼= Cg and
H1(C,Z) ∼= Z2g, so Pic0(C) ∼= Cg/Z2g, and hence, one may naturally ask if Pic0(C) defines
a complex torus, which is to say H1(C,Z) → H1(C,OC) embeds as a lattice. This turns
out to be the case.

Proposition 3.4.1. The moduli space of a degree zero holomorphic line bundles on C
naturally inherits the structure of a complex torus, i.e., Pic0(C) defines a complex torus.

Proof. The map H1(C,Z) → H1(C,OC) factors through H1(C,R), i.e., H1(C,Z) →
H1(C,R) → H1(C,OC). By the universal coefficient theorem, H1(C,R) ∼= H1(C,Z) ⊗Z
R, and hence, the map H1(C,Z) → H1(C,R) clearly embeds as a lattice. Thus, we
are left to prove that the map H1(C,R) → H1(C,OC) is a real isomorphism. Since
dimR(H1(C,OC)) = 2g and dimR(H1(C,R)) = 2g it suffices to prove the map is in-
jective. By the Dolbeault isomorphism theorem, H1(C,OC) ∼= H0,1

∂
(C), and by the de

Rham isomorphism theorem H1(C,R) ∼= H1
dR(C), and hence, the map of interest becomes

H1
dR(C)→ H0,1

∂
(C). This map is induced as follows: let ω be a d-closed real-valued 1-form,

which can be realised as an element of T ∗CC by ω ⊗C 1. Under the canonical splitting
we may write ω = u + u where u is a (1, 0)-form. Then, the map H1

dR(C) → H0,1

∂
(C) is

induced from the assignment u+u 7→ u. To see that this map is injective suppose u = ∂f
for some smooth complex-valued function f , so u = ∂f. Since u+ u is d-closed it follows
that ∂∂(f − f) = 0. Writing f − f = ig for some real-valued smooth function g we see
i∂∂g = 0, and hence ig∂∂g = 0. Integrating over C and applying Stokes’ theorem gives∫

C

i(∂g ∧ ∂g) = 0,

which implies ∂g = 0 since the assignment Ω1,0(C) 3 τ 7→ iτ ∧ τ ∈ Ω1,1
R (C) is positive

definite. Hence, =(f) is constant so we may assume without loss of generality that f is
real-valued, and thus, u + u = df . Therefore, the kernel of u + u 7→ u is ∂-exact exactly
when u + u is d-exact, which is to say the induced map H1

dR(C) → H0,1

∂
(C) is injective,

and hence, an isomorphism.

Thus, Pic0(C) canonically defines a complex torus, which enables us to define the
Jacobian variety of a compact Riemann surface.

Definition 3.4.2. Suppose C is a compact Riemann surface of genus g. Then the Jacobian
variety of C, denoted Jac(C) is defined to be the moduli space of degree 0 holomorphic
line bundle on C, i.e., Jac(C) := Pic0(C), which defines a complex torus of dimension g.

Strictly speaking Jac(C) should be called the Jacobian torus since we have not seen
that Jac(C) defines an abelian variety. To see that Jac(C) defines an abelian variety
we will show that the dual complex torus to the Jacobian satisfies the Riemann bilinear
relations. The dual complex torus to the Jacobian variety is called the Albanese variety,
denoted Alb(C), i.e., Alb(C) := Jac(C)∨.
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3.4.1 Albanese Variety

By setting V := H1(C,OC) and Γ := H1(C,Z) we see Jac(C) = V/Γ. Hence, the Albanese
variety is given by Alb(C) = V

∗
/Γ∗. Now, by twice applying the Dolbeault isomorphism

theorem we see

V
∗

= H1(C,OC)
∗ ∼= H0,1

∂
(C)

∗
= H1,0

∂
(C)∗ ∼= HomC(H0(C,KC),C). (3.2)

Moreover, by the universal coefficient theorem, HomZ(H1(C,Z),Z) ∼= H1(C,Z), i.e., Γ∗ ∼=
H1(C,Z). Thus, the Albanese variety is given by Alb(C) ∼= HomC(H0(C,KC),C)/H1(C,Z).
However, we need to unwind the identifications to see how H1(C,Z) embeds as a lattice
inside HomC(H0(C,KC),C). To do so we will consider complex vector spaces as real vector
spaces with a complex structure, i.e., an endomorphism that squares to − id, and prove
the necessary results.

Let W be a real vector space and let J be a complex structure on W , then W ⊗R C ∼=
W 1,0 ⊕W 0,1 where W 1,0 and W 0,1 denote the i and −i eigenspaces respectively. There is
a canonical isomorphism (W,J) ∼= (W 1,0, i) given by

(W,J) 3 w 7→ w1,0 :=
1

2
(1− iJ)w ∈ (W 1,0, i)

with explicit inverse
(W 1,0, i) 3 t 7→ t+ t ∈ (W,J).

Lemma 3.4.3. The real vector space HomR(W,R) equipped with the complex structure
J t is isomorphic to the complex vector space HomC(W 1,0,C) with explicit isomorphism
(HomR(W,R), J t) ∈ λ 7→ µ ∈ HomC(W 1,0,C) where

µ(v) :=
1

2
(λ(v + v)− iλ(iv − iv))

where v ∈ W 1,0.

Proof. Let W ∗ = HomR(W,R) denote the real dual vector space. Then J t forms a complex
structure on W ∗ by (J tλ)(v) = λ(Jv) where λ ∈ W ∗ and v ∈ W. Now,

W ∗ ⊗R C = (W ∗)1,0 ⊕ (W ∗)0,1.

However, W ∗ ⊗R C = HomR(W,C), and thus, (W ∗)1,0 = {λ ∈ HomR(W,C) | J tλ = iλ}.
That is, λ ∈ (W ∗)1,0 if and only if λ(Jv) = iλ(v) for every v ∈ W, or, equivalently,
λ : (W,J) → (C, i) defines a C-linear homomorphism. Since (W,J) ∼= (W 1,0, i) one sees
that (W ∗)1,0 = HomC((W,J),C) ∼= HomC(W 1,0,C), and thus, (W ∗, J t) ∼= HomC(W 1,0,C).
We are left to show this is the desired isomorphism. Indeed, the isomorphism (W ∗, J t) ∼=
HomC((W,J),C) is given by

(W ∗, J t) 3 λ 7→ λ1,0 ∈ HomC((W,J),C).
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Moreover, the isomorphism HomC((W,J),C) ∼= HomC(W 1,0,C) is given by

HomC((W,J),C) 3 ` 7→ µ ∈ HomC(W 1,0,C)

where µ(v) = `(v + v) for every v ∈ W 1,0. Combining the two isomorphisms, i.e., setting
` = λ1,0 shows µ(v) = 1

2
(1 − iJ t)λ(v + v). In particular, since Jv = iv and Jv = −iv it

follows that

µ(v) =
1

2
(λ(v + v)− iλ(iv − iv)). (3.3)

Recall that the complex vector space H1(C,OC) has underlying real vector space
H1(C,R), and hence, V = (H1(C,R), I) where I is the complex structure, so V

∗
=

(HomR(H1(C,R),R),−I t). Therefore, the real vector space of interest is W = H1(C,R),
and from (3.2) one sees that W 1,0 = H0(C,KC). We now have the necessary machinery
to deduce how the lattice is embedded in the Albanese variety.

Lemma 3.4.4. The Albanese variety is given by Alb(C) ∼= HomC(H0(C,KC),C)/H1(C,Z)
where H1(C,Z) is embedded inside HomC(H0(C,KC),C) by

H1(C,Z) 3 [γ] 7→
(

[ω] 7→
∫
γ

ω

)
∈ HomC(H0(C,KC),C)

Proof. By the universal coefficient theorem H1(C,R) ∼= H1(C,Z)⊗ZR, and hence, H1(C,Z)
canonically embeds inside H1(C,R) as a lattice via H1(C,Z) 3 [γ] 7→ [γ]⊗Z 1 ∈ H1(C,R).
Moreover, from the natural pairing of cohomology and homology there is a canonical
isomorphism H1(C,R) ∼= HomR(H1(C,R),R). Explicitly, the isomorphism is given by

H1(C,R) 3 [τ ] 7→
(

[σ] 7→
∫
τ

σ

)
∈ HomR(H1(C,R),R).

Hence, H1(C,Z) canonically embeds as a lattice inside HomR(H1(C,R),R) by

H1(C,Z) 3 [γ] 7→
(

[σ] 7→
∫
γ

σ

)
∈ HomR(H1(C,R),R).

Fix [γ] ∈ H1(C,Z) and consider the homomorphism λ : H1(C,R)→ R that sends

[σ] 7→
∫
γ

σ.

Then, under the isomorphism (3.3) we may realise λ belonging to HomC(H0(C,KC),C)
by

µ(ω) =
1

2

(∫
γ

(ω + ω)− i
∫
γ

(iω − iω)

)
=

∫
γ

ω.
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In other words, H1(C,Z) embeds as a lattice inside HomC(H0(C,KC),C) via

H1(C,Z) 3 [γ] 7→
(
ω 7→

∫
γ

ω

)
∈ HomC(H0(C,KC),C).

3.4.2 Jacobian and Albanese Varieties are Isomorphic

Over a compact Riemann surface C the Jacobian and Albanese varieties are canonically
isomorphic, which we will now show using divisors. Indeed, fix b ∈ C and consider a ∈ C
as a point divisor. Then, choosing a real curve γ from b to a enables us to define the
homomorphism

H0(C,KC) 3 ω 7→
∫
γ

ω ∈ C.

However, the choice of γ is not unique and the value is not independent of choice of γ. How-
ever, if γ′ is another real curve from b to a then the difference γ− γ′ = σ only depends on
the homotopy, and hence, homology, i.e., σ is unique up to H1(C,Z). Moreover, H1(C,Z)

embeds as a lattice inside HomC(H0(C,KC),C) via H1(C,Z) 3 [γ] 7→
(
ω 7→

∫
γ
ω
)
∈

HomC(H0(C,KC),C). Therefore, the assignment a 7→
(
ω 7→

∫
γ
ω mod H1(C,Z)

)
is well-

defined and valued in Alb(C). For brevity, we will set
∫ a
b
ω :=

∫
γ
ω mod H1(C,Z). Denote

the map by ub, then by decreeing ub

(∑N
i=1 xi − yi

)
=
∑N

i=1 ub(xi) − ub(yi) we obtain a

well defined homomorphism ub : Div0(C)→ Alb(C).

Lemma 3.4.5. The assignment ub : Div0(C)→ Alb(C) is independent of choice of b ∈ C,
and hence, defines a homomorphism u : Div0(C) → C, which is called the Abel-Jacobi
map.

Proof. Let D =
∑N

i=1(xi − yi) be a given element of Div0(C). Then, since

ub(xi − yi)(ω) =

∫ xi

b

ω −
∫ yi

b

ω =

∫ xi

b

ω +

∫ b

yi

ω =

∫ xi

yi

ω

for i = 1, . . . , N , it follows that

ub(D)(ω) =

∫ x1

y1

ω + · · ·+
∫ xN

yN

ω,

which is indepent of b ∈ C.
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The well-known Jacobi inversion theorem states that the Abel-Jacobi map is surjective,
and the well-known Abel theorem states that D is linearly equivalent to zero if and only
if u(D)(ω) = 0 for every ω ∈ Div0(C) Therefore, by the first isomorphism theorem
Div0(C)/∼ ∼= Alb(C), or, equivalently, Jac(C) ∼= Alb(C).

Theorem 3.4.6. The Jacobian variety and Albanese variety of C are isomorphic, i.e.,
Jac(C) ∼= Alb(C).

3.4.3 Period Matrix

We will compute the period matrix of the Albanese variety in a basis and show that the
period matrix satisfies the Riemann bilinear relations, thus showing the Albanese variety
defines an abelian variety, and in particular, the Jacobian variety defines an abelian
variety.

Let λ1, . . . , λ2g be a basis for H1(C,Z) that has intersection matrix

A−1 :=

[
0 −1g
1g 0

]
.

Notice that A ∈ Mat2g(Z) is a non-degenerate alternating matrix. Let ω1, . . . , ωg be a
basis for H0(C,KC), and denote the dual basis by l1, . . . , lg, i.e., li(ωj) = δj

i. Then, with
respect to the homology basis and the basis l1, . . . , lg for HomC(H0(C,KC),C) the period
matrix is given by

Π =


∫
λ1
ω1 · · · · · ·

∫
λ2g

ω1

...
. . .

. . .
...∫

λ1
ωg · · · · · ·

∫
λ2g

ωg

 . (3.4)

By the Riemann bilinear relations, to prove Alb(C) defines an abelian variety it is neces-
sary and sufficient to show

ΠA−1Πt = 0 and iΠA−1Π
t
> 0.

Recall that the basis λ1, . . . , λ2g canonically defines a basis for the real vector space
HomC(H0(C,KC),C). The period matrix Π in (3.4) is the matrix of the C-linear map
HomC(H0(C,KC),C)→ HomC(H1

dR(C,C),C) in the bases l1, . . . , lg and λ1, . . . , λ2g where
HomC(H1

dR(C,C),C) ∼= H1(C,C) by the de Rham isomorphism theorem. Let ψ1, . . . , ψ2g

be the basis for H1
dR(C,C) dual to H1(C,C), i.e.,

∫
λi
ψj = δj

i. Then, the dual map

H1
dR(C,C)→ H0(C,KC) is given by Πt with respect to the bases ψ1, . . . , ψ2g and ω1, . . . , ωg.

Hence,

ωi =

2g∑
j=1

(∫
λj

ωi

)
ψj
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for i = 1, . . . , g. Now, let P : H1(C,C)→ H1
dR(C,C) denote the Poincaré duality isomor-

phism. Since the intersection form in homology is Poincaré dual to the wedge product in
de Rham cohomology

(λi · λj) =

∫
C

P (λi) ∧ P (λj).

Notice that P (λ1), . . . , P (λ2g) defines a basis for H1
dR(C,C). We will determine the rela-

tionship between this basis and ψ1, . . . , ψ2g. Suppose P (λj) =
∑2g

i=1 aijψi. Then,

aij =

2g∑
t=1

atj

(∫
λi

ψt

)
=

∫
λi

P (λj) =

∫
C

P (λi) ∧ P (λj) = (λi · λj) =

[
0 −1g
1g 0

]
ij

.

From this relationship it follows that∫
C

ψi ∧ ψj =

[
0 −1g
1g 0

]
ij

for i, j = 1, . . . , 2g. Then, we see

i

∫
C

ωj ∧ ωk = i

2g∑
s,t=1

(∫
λs

ωi

)(∫
λt

ωj

)∫
C

ψs ∧ ψt

= i

2g∑
s,t=1

Πis

[
0 −1g
1g 0

]
st

Πjt

= i
(

ΠA−1Π
t
)
jk
.

Therefore, given an arbitrary holomorphic 1-form ω =
∑g

k=1 akωk

i

∫
C

ω ∧ ω =
[
a1 · · · ag

] (
iΠA−1Π

t
)a1

...
ag

 .
Since i

∫
C
ω ∧ω ≥ 0 with equality if and only if ω = 0 it follows that iΠA−1Π

t
> 0, which

verifies one condition. To see ΠA−1Πt = 0 notice that ωj ∧ ωk = 0 since ωj ∧ ωk defines a
holomorphic 2-form on a compact Riemann surface, and thus∫

C

ωj ∧ ωk =
(
ΠA−1Πt

)
jk

= 0.

Therefore, ΠAΠt = 0, so Alb(C) defines an abelian variety.

Proposition 3.4.7. The Albanese variety of a compact Riemann surface defines an
abelian variety, and hence, the Jacobian variety of an abelian variety defines an abelian
variety.

A divisor Θ on Alb(C) (resp. Jac(C)) whose associated line bundle OAlb(C)(Θ) (resp.
OJac(C)(Θ)) defines the canonical polarisation associated to A is called a theta divisor.
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3.5 Prym Varieties

3.5.1 Norm Map and Definitions

To define Prym varieties we first need to recall the norm map associated to a branched
cover between two compact Riemann surfaces. Throughout this section π : C → C ′

denotes a branched cover between two compact Riemann surfaces. Suppose K(C) and
K(C ′) denote the function fields of C and C ′ respectively, then the norm map associated
to π : C → C ′ is the map Nmπ : K(C) → K(C ′) defined by Nmπ(f)(x) =

∏
π(y)=x f(y).

Clearly, if f is not identically zero, then Nmπ(f) is not identically zero, i.e., Nmπ :
K(C)∗ → K(C ′)∗. We wish to extend the norm map to divisors in a canonical way. The

map π : C → C ′ defines a canonical map Div(C) → Div(C ′) given by π
(∑N

i=1 nixi

)
=∑N

i=1 niπ(xi), which we claim is the canonical extension of Nmπ to divisors.

Lemma 3.5.1. The norm map Nmπ : K(C)∗ → K(C ′)∗ is compatible with the divisor
map π : Div(C)→ Div(C ′), i.e., π((f)) = (Nmπ(f)).

Proof. To prove π((f)) = (Nmπ(f)) we are required to show ordp(f) = ordπ(p)(Nmπ(f))
for every p ∈ C. Let a = ordp(f). There are two cases to check, namely when p is not a
ramification point and when p is a ramification point. First, suppose p is not a ramification
point. Then we may choose local coordinates w and z centred at p and π(p) such that
w = z. Then, f(w) = wag(w) where g(w) 6= 0. Hence, we may assume without loss of
generality that f(w) = wa. Since Nmπ(wa) = Nmπ(w)a it suffices to check f(w) = w.
Now,

Nmπ(w)(z) = w,

which shows ordp(w) = ordπ(p)(Nmπ(w)). Suppose now that p is a ramification point with
ramification index m. Now, we choose coordinates w and z centred at p and π(p) such
that z = wm. The argument shows we only need to check f(w) = w. Thus,

Nmπ(w)(z) = w(ξw) · · · (ξm−1w) = ξ
1
2
m(m−1)wm

where ξ = exp(2πi/m). Since z = wm the result follows.

Therefore, the map Div(C)→ Div(C ′) preserves linear equivalence, and hence, induces
a map Pic(C)→ Pic(C ′), which is the desired norm map.

Definition 3.5.2. The norm map associated to π : C → C ′ is the assignment NmC/C′ :
Pic(C)→ Pic(C ′) defined on divisors by

NmC/C′

(
N∑
i=1

nixi

)
=

N∑
i=1

niπ(xi).
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Remark 3.5.3. The norm map defines a group homomorphism, and preserves degree.
Therefore, by restricting to Jac(C) ⊂ Pic(C) the norm map defines a group homomor-
phism NmC/C′ : Jac(C) → Jac(C ′), which some authors define to be the norm map.
Moreover, since π : C → C ′ is surjective it is clear that NmC/C′ is surjective too.

Definition 3.5.4. The Prym variety associated to the branched cover π : C → C ′,
denoted by Prym(C,C ′) is the connected component of the kernel of the norm map
NmC/C′ : Jac(C)→ Jac(C ′), i.e., Prym(S,C) := ker(NmC/C′)0.

Remark 3.5.5. Some authors call these varieties generalised Prym variety since a Prym
variety is classically defined with respect to a double cover. However, we are adopting the
modern convention and simply calling them Prym varieties.

Since Prym(C,C ′) defines a complex subtorus of the abelian variety Jac(C) notice that
Prym(C,C ′) defines an abelian variety. Now, in general the kernel of a norm map is not
connected. However, we can compute number of connected component of ker(NmC/C′).

Lemma 3.5.6. The number of connected components of ker(NmC/C′) is equal to the
cardinality of the cokernel of π∗ : π1(Jac(C))→ π1(Jac(C ′)).

Proof. Consider the fibration

ker(NmC/C′)→ Jac(C)
NmC/C′−−−−→ Jac(C ′).

Then, passing to the long exact sequence in homotopy gives the exact sequence

· · · → π1(Jac(C))
π∗−→ π1(Jac(C ′))→ π0(ker(NmC/C′))→ 1.

The result follows follow by exactness.

3.5.2 Pullback is Dual to the Norm map

Since NmC/C′ : Jac(C) → Jac(C ′) is a homomorphism of complex tori recall that there
exists a unique dual map Nm∨C/C′ : Alb(C ′) → Alb(C). By identifying Jac(C) ∼= Alb(C)
and Jac(C ′) ∼= Alb(C ′) under the Abel-Jacobi maps we claim that the pullback map
π∗ : Jac(C ′) → Jac(C) defines the dual homomorphism to NmC/C′ : Jac(C) → Jac(C ′).
To prove this claim we will prove that the diagram

Div0(C) Div0(C ′)

Alb(C) Alb(C ′)

NmC/C′

uC uC′

(π∗)∨

(3.5)
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commutes where uC and uC′ are the Abel-Jacobi maps. Divisors of the form x− y where
x, y ∈ C generate Div0(C), and thus, it suffices to prove the diagram commutes for x− y.
To do so we will compute the analytic representation for (π∗)∨. Recall that ρa((π

∗)∨) is
dual to ρa(π

∗). Recall that ρa(π
∗) : H1(C ′,OC′) → H1(C,OC), then by applying the dol-

beault isomorphism theorem it follows that ρa(π
∗) : H0,1

∂
(C ′)→ H0,1

∂
(C) is precisely pull-

back of 1-forms. Therefore, ρa((π
∗)∨) : HomC(H0(C,KC),C) → HomC(H0(C ′, KC′),C) is

dual to pulling back 1-forms.
Let γ be a real curve from x to y in C and let γ′ be a real curve from π(x) to π(y)

in C ′. Consider the homomorphism F : H0(C,KC) → C defined by F (ω) =
∫
γ
ω. Fix

ω′ ∈ H0(C ′, KC′). Then

ρa((π
∗)∨)(F )(ω′) =

∫
γ

π∗(ω′) =

∫
π(γ)

ω′.

Since γ′ and π(γ) are real curves from π(a) to π(b) it follows that ω′ 7→
∫
π(γ)

ω′ and

ω′ 7→
∫
γ′
ω′ define the same element in Alb(C ′) namely ω 7→

∫ π(x)

π(y)
ω′. In other words (3.5)

commutes, which proves the claim.

Proposition 3.5.7. Let π : C → C ′ be a branched cover of compact Riemann surfaces
and suppose NmC/C′ : Jac(C)→ Jac(C ′) is the associated norm map. Then, the dual map
to NmC/C′ after identifying Jac(C) ∼= Alb(C) and Jac(C ′) ∼= Alb(C ′) via the Abel-Jacobi
maps is precisely the pullback map π∗, i.e., Nm∨C/C′ = π∗.

Now, recall from Proposition 3.1.12 that the kernel of a homomorphism of complex tori
is connected if and only if the dual homomorphism is injective. Hence, we immediately
obtain the following lemma.

Lemma 3.5.8. Let π : C → C ′ be a branched cover of compact Riemann surfaces. Then,
ker(NmC/C′) = Prym(C,C ′) if and only if π∗ : Jac(C)→ Jac(C) is injective.

Explicitly checking π∗ : Jac(C ′)→ Jac(C) is injective is not straightforward from the
definition. Fortunately, there is a necessary and sufficient condition for π∗ : Jac(C ′) →
Jac(C) to be injective, which is easier to check.

Proposition 3.5.9 ([BL04, Proposition 11.4.3]). The homomorphism π∗ : Jac(C ′) →
Jac(C) is not injective if and only if π factorises via a cyclic étale covering π′ of degree
n ≥ 2

C C ′

C ′′

π

π′′ π′

Corollary 3.5.10. Suppose π : C → C ′ is a branched cover of compact Riemann surfaces.
Then Prym(C,C ′) = ker(NmC/C′) if and only if π does not factorise through a cyclic étale
covering of degree n ≥ 2.



58 Chapter 3. Complex Abelian Varieties

3.5.3 Dimension of Prym Variety

To compute the dimension of the Prym variety Prym(C,C ′) associated to the branched
cover π : C → C ′ of compact Riemann surfaces we require the following lemma.

Lemma 3.5.11. Let X = V/Γ be a complex torus of dimension g and consider the map
nX : X → X that sends x 7→ nx where n ∈ N. Then ker(nX) ∼= Z2g

n .

Proof. Suppose x ∈ ker(nX), i.e., nx ∈ Γ, or, equivalently, x ∈ 1
n
Γ. Then, clearly

ker(nX) ∼=
(

1
n
Γ
)
/Γ. Moreover, (

1

n
Γ

)
/Γ ∼= Γ/nΓ ∼= Z2g

n ,

hence, ker(nX) ∼= Z2g
n .

Proposition 3.5.12. The complex tori Jac(C ′)×Prym(C,C ′) and Jac(C) are isogenous.

Proof. Consider the homomorphism ψ : Jac(C ′)× Prym(C,C ′)→ Jac(C) defined by

ψ(x, y) = f ∗(x) + y.

Suppose (x, y) ∈ ker(ψ), i.e., f ∗(x) = −y. Applying NmC/C′ it follows that 2x = 0, i.e.,
x ∈ Jac(C ′)[2]. Then, clearly, 2y = 0, i.e., y ∈ Prym(C,C ′)[2]. By Lemma 3.5.11 the
kernel of ψ is finite. Now, we claim that ψ is surjective. Let y ∈ Jac(C) be given. Let
x = NmC/C′(y). Writing 2y = f ∗(x) + (2y − f ∗(x)) we see

NmC/C′(2y − f ∗(x)) = 2 NmC/C′(y)− 2x = 2x− 2x = 0.

Thus, if v denotes the number of connected components of ker(NmC/C′) then v(2y −
f ∗(x)) ∈ Prym(C,C ′). It follows that 2vy ∈ f ∗(x) + Prym(C,C ′) ⊂ im(ψ), and since
Jac(C) is a complex torus it is a divisible group, which shows ψ is surjective.

Corollary 3.5.13. The dimension of Prym(C,C ′) is equal to the difference of g(C) and
g(C ′), i.e., dim(Prym(C,C ′)) = g(C)− g(C ′).

Proof. By Proposition 3.5.12 it immediately follows that

dim(Prym(C,C ′)) = dim(Jac(C))− dim(Jac(C ′))

since isogenous complex tori have the same dimension and

dim(Jac(C ′)× Prym(C,C ′)) = dim(Jac(C ′)) + dim(Prym(C,C ′)).

However, the dimension of the Jacobian variety of a compact Riemann surface is equal to
the genus of the surface and the result follows.
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3.5.4 Prym Variety of an Étale Double Cover

Suppose now that π : C → C ′ is a étale double cover of compact Riemann surfaces. In
this section we will show that the associated Prym variety Prym(C,C ′) is a principally
polarised abelian variety, which shows Prym(C,C ′) ∼= Prym(C,C ′)∨. More specifically,
we will provide a topological proof by showing that the restriction of the alternating
form associated to the canonical polarisation of Jac(C) to Prym(C,C ′) defines a principal
polarisation. The topological approach is classical and in the vein of the thesis, however
some mathematicians such as David Mumford have given purely algebraic proofs that can
be generalised to fields of different characteristics see [Mum74, Sections 1-3].

Let Θ and Θ′ be theta divisors for Jac(C) and Jac(C ′) respectively. Since π : C → C ′

is a double cover there is a canonically associated involution ι : C → C not the identity
characterised by π(ι(x)) = π(x) for every x ∈ C. The involution canonically extends to
an involution ι̃ : Jac(C)→ Jac(C).

Lemma 3.5.14. The involution ι̃ acts as +1 on π∗ Jac(C ′) and −1 on Prym(C,C ′).

Proof. Let x ∈ Jac(C). Then, notice that

π∗NmC/C′(x) = π∗(π(x)) = x+ ι̃(x). (3.6)

Hence, if x ∈ ker(NmC/C′), then ι̃(x) = −x. Now, let y ∈ Jac(C ′). Recall that

NmC/C′ π
∗(y) = 2y,

and notice that π∗NmC/C′ π
∗(y) = 2π∗(y). However, by (3.6) we see

π∗NmC/C′ π
∗(y) = π∗(y) + ι̃(π∗(y))

so it follows that ι̃(π∗(y)) = π∗(y).

Corollary 3.5.15. The Prym variety may be described by Prym(C,C ′) = ker(1 + ι̃)0.

Identifying the Jacobian variety and Albanese variety via the Abel-Jacobi map, i.e.,
Jac(C) ∼= H0(C,KC)∗/H1(C,Z) the induced action of ι on H0(C,KC)∗ and H1(C,Z) is
the analytic representation ρa(ι̃) and the rational representation ρr(ι̃) respectively. Let
H0(C,KC)− ⊂ H0(C,KC) denote the (−1)-eigenspace for the induced action of ι on
H0(C,KC) and let H1(C,Z)− := ker(1 + ρr(ι̃)). Then, by Corollary 3.5.15

Prym(C,C ′) = (H0(C,KC)−)∗/H1(C,Z)−.

Let g and g′ denote the genus of C and C ′ respectively. Since π is unramified, by Riemann-
Hurwitz, χ(C) = 2χ(C ′), and hence, g = 2g′−1. By Corollary 4.19 it immediately follows
that dim Prym(C,C ′) = g′ − 1. Therefore, setting t = g′ − 1,

dim(Jac(C)) = 2t+ 1, dim(Jac(C ′)) = t+ 1, dim Prym(C,C ′) = t.
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Choose a homology basis λ0, . . . , λt, µ0, . . . , µt for H1(C ′,Z) with intersection matrix[
0 −1t+1

1t+1 0

]
. The Riemann bilinear relations implies that

[
0 −1t+1

1t+1 0

]−1

=

[
0 1t+1

−1t+1 0

]
describes the matrix of the alternating form defining the canonical polarisation with re-
spect to the given homology basis. In particular, the homology basis defines a symplectic
basis of the lattice H1(C ′,Z) in HomC(H0(C,KC),C).

From a topological perspective π : C → C ′ is a connected double cover so by the
classification of covering spaces, up to homeomorphism, π : C → C ′ is determined by an
index 2 subgroup of π1(C ′) that is unique up to conjugacy. Index 2 subgroups correspond
to the kernel of homomorphisms of π1(C ′) onto Z2. Since Z2 is abelian every group homo-
morphism π1(C ′)→ Z2 unique factorises through the abelianisation π1(C ′)ab

∼= H1(C,Z),
i.e.,

Hom(π1(C ′),Z2) ∼= HomZ(H1(C ′,Z),Z2).

By the universal coefficient theorem of cohomology HomZ(H1(C ′,Z),Z2) ∼= H1(C,Z2).
Now, by Poincaré duality there is a canonical isomorphism H1(C,Z2) ∼= H1(C,Z2). There-
fore, up to homeomorphism., the cover π : C → C ′ is determined by a non-zero element
of H1(C ′,Z2). It turns out that we may assume that this element is the element of λ0 in
H1(C ′,Z2), which we will now prove.

Lemma 3.5.16. Every element of H1(C ′,Z2) is in the image of a primitive element of
H1(C ′,Z).

Proof. Consider the short exact sequence

1→ Z 2→ Z→ Z2 → 1.

Passing to the long exact sequence in sheaf cohomology yields the long exact sequence

1→ H1(C ′,Z)
2→ H1(C ′,Z)→ H1(C ′,Z2)→ H2(C ′,Z)→ · · ·

The Z-module H1(C ′,Z2) is torsion whereas H1(C ′,Z) is torsion-free, and thus, the ho-
momorphism H1(C ′,Z2) → H2(C ′,Z) is the zero homomorphism. Therefore, we obtain
the short exact sequence

1→ H1(C ′,Z)
2→ H1(C ′,Z)→ H1(C ′,Z2)→ 0.

The desired result now follows.
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Topologically we may describe π : C → C ′ as follows: consider the following diagram
of C ′

We cut C ′ along µ0 obtaining

Then C is given by gluing together two copies of C ′ together with the upper and lower
boundary of µ0 reversed
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This yields a homology basis

λ̃0, λ
+
i , λ

−
i , µ̃0, µ

+
i , µ

−
i (3.7)

for H1(C,Z) where i = 1, . . . , t that has intersection matrix

[
0 −12t+1

12t+1 0

]
, and thus,

forms a symplectic basis. The involution ι acts by interchanging the two copies of C ′,
and hence, ι(λ±i ) = λ∓i and ι(µ±i ) = µ∓i . Moreover, it is clear that ι(λ̃0) = λ0 since the
orientation does not change. Also ι(µ̃0) = µ̃0 since µ̃0 − ι(µ̃0) defines a boundary. Now,

αi := λ+
i − λ−i and βi = µ+

i − µ−i ; i = 1, . . . , t

forms a basis for H1(C,Z)−. Let E : H1(C,Z)×H1(C,Z)→ Z denote the canonical polar-
isation of Jac(C). We will compute the polarisation restricted to the sublattice H1(C,Z)−.

Lemma 3.5.17. The alternating form E : H1(C,Z) × H1(C,Z) → Z restricted to the
basis αi, βi is given by

E(αi, βj) = 2δij, E(αi, αj) = E(βi, βj) = 0

for 1 ≤ i, j ≤ t.

Proof. This is a straightforward but tedious calculation. We may realise α := αi and
β := βj as a column vector where by abuse of notation α1+i = 1, α1+i+t = −1, and αk = 0
otherwise. Similarly, β2+j+2t = 1, β2+j+3t = −1, and βk = 0 otherwise. With respect to
the homology basis (3.7) we see E2t+1+i,i = −1, Ei,2t+1+i = 1, and Ek,l = 0 otherwise.
Then,

αtEβ =
4t+2∑
k=1

αk(Eβ)k =
4t+2∑
k=1

αk

(
4t+2∑
i=1

Ek,lβl

)
=

4t+2∑
k=1

αkEk,2+j+2t −
4t+2∑
k=1

αkEk,2+j+3t.

However,

4t+2∑
k=1

αkEk,2+j+2t−
4t+2∑
k=1

αkEk,2+j+3t = E1+i,2+j+2t−E1+i+t,2+j+2t−E1+i,2+j+3t+E1+i+t,2+j+3t.

One can easily verify that

E1+i,2+j+2t − E1+i+t,2+j+2t − E1+i,2+j+3t + E1+i+t,2+j+3t = 2δij.

Therefore, E(αi, βj) = 2δij, and a similar calculation shows E(αi, αj) = E(βi, βj) = 0.

Thus, the canonical polarisation on Jac(C) induces a polarisation on Prym(C,C ′)
that is twice a principle polarisation Ξ, i.e., i∗0c1(OC(Θ)) = 2Ξ where i0 : Prym(C,C ′)→
Jac(C) denotes the inclusion map. Hence, (Prym(C,C ′),Ξ) is a principally polarised
abelian variety, which establishes the following theorem.

Theorem 3.5.18. The Prym variety Prym(C,C ′) that is associated to an étale double
cover π : C → C ′ is a principally polarised abelian variety, and thus, Prym(C,C ′) ∼=
Prym(C,C ′)∨.
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Chapter 4

Classification of Generic Fibres of
GLn and type An Hitchin Fibration

In 1987, Nigel Hitchin researched the Yang-Mills equations extending the work of Atiyah
and Bott [AB83] by considering a conformal invariance in two dimensions. Hitchin’s work
in [Hit87a] led him to Higgs bundles where he first studied the case of rank 2 Higgs bundles
with an odd degree and a fixed determinant, and he showed that the corresponding
moduli space is a finite dimensional hyperkähler manifold. In the same year, Hitchin
introduced a canonical fibration associated with Higgs bundles that mathematicians have
since coined the Hitchin fibration, and he classified the generic fibres in [Hit87b]. However,
his classification for SO2n+1-Higgs bundles was incorrect, which we will discuss in Chapter
5. We may view a fibre of the Hitchin fibration as a collection of Higgs bundles that
correspond to the same spectral curve. A spectral curve is a complex analytic variety
that generalises the notion of an eigenvalue to a twisted endomorphism of a holomorphic
vector bundle, see [BNR89].

Higgs bundles have since appeared in several deep theorems, most notably in the
proof of the nonabelian Hodge correspondence [Cor88, Sim92, Sim91], and further work
by Carlos Simpson [Sim94a, Sim94b].

This chapter extends the classification of the generic fibres of the Hitchin fibration for
GLn, SLn, and PGLn to a more general type of Higgs bundles that sees the canonical bun-
dle replaced by an arbitrary basepoint-free holomorphic line bundle. Moreover, we derive
relative duality, which describes the dual vector bundle associated with the pushforward
of a line bundle. Relative duality provides insight into the GLn case and additional cases
considered in Chapters 5 and 6. When working with a non-specified line bundle, we lose
properties intrinsic to the canonical bundle, which presents an obstacle. However, the
basepoint-free assumption ensures that a generic choice of spectral curve is smooth. The
generic fibres of the Hitchin fibration in this more general setting are torsors of abelian
varieties, and we demonstrate Langlands duality in the Hitchin system. We show that
a generic fibre of the GLn Hitchin fibration is a torsor of a Jacobian variety of a curve,

65
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which agrees with LGLn ∼= GLn. Moreover, we show that the generic fibres of the SLn
and PGLn Hitchin fibrations are dual abelian varieties, which agrees with LSLn ∼= PGLn.

We divert the reader to Appendix A for proof of the duality LSLn ∼= PGLn, and the
reader should consult [Fre10] to see proof that LGLn ∼= GLn.

4.1 Classification of General Linear Higgs bundles

Throughout this chapter fix a compact Riemann surfaces C with genus g ≥ 2, let q :
L→ C be a fixed basepoint-free holomorphic line bundle with positive degree, and let Y
denote the total space of L. Also, in this section, powers of line bundles represent tensor
product and not direct sum.

4.2 Spectral Curves

Before defining spectral curves recall that when L is pulled back over its total space Y
there exists a section λ ∈ H0(Y, L) called the tautological section.

Definition 4.2.1. Consider the holomorphic line bundle Ln over Y where Ln denotes
the n-th tensor power of L over Y . Then a spectral curve S is the zero locus of a section
p(λ) ∈ H0(Y, Ln) of the form

p(λ) = λn + a1λ
n−1 + · · ·+ an

where ai ∈ H0(C,Li) for i = 1, 2, . . . , n.

By definition, a spectral curve defines a complex analytic subvariety of Y , possibly
reducible or non-reduced, which has codimension 1, i.e., S defines a divisor in Y . The
spectral curve has a natural scheme structure with structure sheaf OS := OY |S. Since
S ⊂ Y there is a canonical holomorphic map π : S → C, which we will prove defines a
finite morphism, i.e., π∗OS is a finitely generated OC-module. First, we require a short
lemma.

Lemma 4.2.2. Let OPn(d) denote the d-th tensor power of the hyperplane bundle OPn(1).
Then, there is a canonical isomorphism

Symd(Cn+1∗) ∼= H0(Pn,OPn(d)).

Proof. Let z0, . . . , zn denote Euclidean coordinates on Cn+1. Let F be a given d-linear
form on Cn+1∗. Then, by restriction F induces a global section σF of OPn(d), i.e., over a
point x ∈ Pn

σF (x) = F |{λx}.
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Since we are restricting F to one line at a time, it is clear that σF = 0 if and only if F is
alternating in any two factors. Hence, there is an induced injective map

Symd(Cn+1∗)→ H0(Pn,OPn(d)).

To see that this map is surjective, let σ be a given global section of OPn(d). Then, the
quotient σ/σF is a meromorphic function on Pn where σF is the section of OPn(d) corre-
sponding to a degree d homogeneous polynomial F . Let pr : Cn+1 \ {0} → Pn denote the
canonical projection map and define

G′ := pr∗
(
σ

σF

)
.

Now, G′ has a simple pole along the divisor defined by F = 0 in Cn+1 \ {0} and is
holomorphic elsewhere, thus

G = G′ · F

is holomorphic everywhere on Cn+1 \ {0}. Therefore, by Hartog’s extension theorem G
extends to an entire holomorphic function on Cn+1. Since G′(λz) = G′(z) and F (λz) =
λdF (z) for every z ∈ Cn+1 and λ ∈ C it follows that

G(λz) = λdG(z).

Thus, if ι : C 3 t 7→ (tµ0, . . . , tµn) ∈ Cn+1 is a given line through the origin in Cn+1, the
pullback ι∗G is either identically zero or has a zero of order d at t = 0 and a pole of order
d at t =∞. Thus,

ι∗G = µtd

for some µ ∈ C and it follows from the power series expansion about the origin that G is
a homogeneous polynomial of degree d. Therefore, σ = σG, which proves surjectivity.

Proposition 4.2.3. Let π : S → C be a spectral curve defined by the section

p(λ) = λn + a1λ
n−1 + · · ·+ an.

Then the map
OC ⊕ L−1 ⊕ · · · ⊕ L−(n−1) → π∗OS

given by
(c0, c1, . . . , cn−1) 7→ c0 + c1λ+ · · ·+ cn−1λ

n−1

is an isomorphism.

Although this result has been established in [BNR89, pp. 173] their proof is purely
algebraic and requires a lot of background knowledge. Here, we will give an elementary
complex analytic proof.
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Proof. Let Y = P(OC ⊕ L) be the projectivisation of L. Then Y is a P1-bundle over C
which contains Y as an open subset. Let OY (1) denote the associated hyperplane bundle.
The complement Y∞ := Y −Y is a divisor in Y whose corresponding line bundle is OY (1).
Hence, there is a section s of OY (1) whose zero locus is Y∞. Since s does not vanish over
Y there is a uniquely determined trivialisation OY (1)|Y ∼= OY that sends s|Y to 1.

By Lemma 4.2.2 the global sections of OY (1) correspond to linear maps on OC ⊕ L,
that is, to global sections of Hom(OC ⊕ L,OC). The section s is the homomorphism
OC ⊕ L → OC given by projection onto the first factor. Similarly, a L-valued section of
OY (1) corresponds to a global section of Hom(OC ⊕ L,L). Let λ̃ denote the section of
L⊗OY (1) that corresponds to the homomorphism OC ⊕L→ L given by projection onto
the second factor.

We claim that under the trivialisation OY (1)|Y ∼= OY that sends s|Y to 1, the section

λ̃ is sent to λ. To see this, note that Y corresponds to the set of points in Y of the form
[1, y] where y ∈ Y. By definition, λ̃(0, y) = y, which is precisely the tautological section.

Now, we define

p̃(λ̃) = λ̃n + a1λ̃
n−1s+ · · ·+ ans

n,

which is a section of Ln⊗OY (n) over Y . Moreover, p̃(λ̃)|Y = p(λ) under the trivialisation
OY (1)|Y ∼= OY .

Next, we claim that S is the zero locus of p̃(λ̃). Since p̃(λ̃)|Y = p(λ) under the trivi-

alisation, it suffices to show that p̃(λ̃) is non-zero on Y∞. However, s|Y∞ = 0 so it follows

that p̃(λ̃)|Y∞ = λ̃n|Y∞ , and since Y∞ is given by points of the form [0, y] with y ∈ Y, y 6= 0

we see λ̃([0, y]) = y, which proves the claim.

Since S is the zero locus of p̃(λ̃) there is a short exact sequence of sheaves on Y

0→ OY (L−n(−1))
p̃(λ̃)−−→ OY (n− 1)→ OS(n− 1)→ 0.

However, since S ⊂ Y , using the trivialisation OY (1)|Y ∼= OY one sees OS(n− 1) ∼= OS.
Hence, the above sequence can be re-written as

0→ OY (L−n(−1))
p̃(λ̃)−−→ OY (n− 1)→ OS → 0.

Now, applying the direct image functor π∗ along with the right derived functors, one
obtains a long exact sequence of sheaves on Y

0→ π∗OY (L−n(−1))
p̃(λ̃)−−→ π∗OY (n− 1)→ π∗OS → R1π∗OY (L−n(−1))→ · · · (4.1)

By the projection formula

π∗OY (L−n(−1)) ∼= L−n ⊗ π∗OY (−1) = 0.
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Next, we claim R1π∗OY (L−n(−1)) = 0. Recall that R1π∗OY (L−n(−1)) is the sheaf asso-
ciated to the presheaf

U 7→ H1(π−1(U),OY (L−n(−1))).

For every y ∈ C note that π−1(y) ∼= P1 and L|π−1(y)
∼= OP1 , hence

H1(π−1(y),OY (L−n(−1))) ∼= H1(P1,OP1(−1)).

By Serre duality H1(P1,OP1(−1)) ∼= H0(P1,OP1(−1))∗ = 0. Therefore, by Grauert’s base
change theorem [BPVdV84, Theorem 8.5 (iv)], we have R1π∗OY (L−n(−1)) = 0. Also, by
Lemma 4.2.2 notice that

π∗OY (n− 1) ∼= Symn−1((OC ⊕ L)∗) ∼= OC ⊕ L−1 ⊕ · · · ⊕ L−(n−1).

Thus, the long exact sequence of sheaves in (4.1) descends to an isomorphism

OC ⊕ L−1 ⊕ · · · ⊕ L−(n−1) → π∗OS. (4.2)

It remains to show that the above isomorphism is the one in the statement of the propo-
sition. The isomorphism

OC ⊕ L−1 ⊕ · · · ⊕ L−(n−1) ∼= π∗OY (n− 1)

is given by
(c0, c1, . . . , cn−1) 7→ c0s

n + c1s
n−1λ̃+ · · ·+ cn−1λ̃

n−1

and the isomorphism π∗OY (n − 1) → π∗OS is given by restricting to S. Applying the

unique trivialisation OY (−1)|Y ∼= OY that sends s|Y to 1 and λ̃ to λ reduces the isomor-
phism in (4.2) to

(c0, c1, . . . , cn−1)→ c0 + c1λ+ · · ·+ cn−1λ
n−1.

In general, the pushforward of a vector bundle is a torsion-free sheaf, and under a
branched cover, the singular set has codimension at least two. Hence, over a Riemann
surface, the singular set is empty, and thus, the pushforward of a vector bundle defines a
vector bundle.

Whenever S is smooth as a scheme, one sees that S defines a Riemann surface, and
in this instance π : S → C defines a n-fold branched cover of Riemann surfaces. Since
the morphism is finite and non-constant S is in fact a compact Riemann surface. It is not
immediately clear that smooth spectral curves are connected, however, this turns out to
be the case, which we will prove after introducing Higgs bundles. We will now prove that
generic spectral curves are smooth.

Lemma 4.2.4. Generic spectral curves are smooth.
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Proof. Consider sections of the line bundle Ln over Y of the form

s = λn + a1λ
n−1 + · · ·+ an

where ai ∈ H0(C,Li) for i = 1, . . . , n. Allowing the ai to vary the zero set of s forms
a linear system of divisors on Y . Since λn belongs to the system, a basepoint of the
system necessarily belongs to the zero section λ = 0. Then, a basepoint of the system is a
basepoint for Ln over C. However, Ln over C is basepoint-free 1, and thus, the base locus
of the system is empty. Therefore, by Bertini’s theorem, a generic divisor of the system
is smooth, i.e., generic spectral curves are smooth.

Smooth spectral curves play a vital role in the desired classifications of Higgs bundles
subject to endowed structures from matrix Lie groups. In the case of GLn, SLn, PGLn,
and Sp2n, we will prove that generic spectral curves are smooth. In the SO2n and SO2n+1

cases, we will see that singularities are unavoidable, and hence, developing tools to study
the local structure of spectral curves is profitable.

Let π : S → C be a spectral curve that is not necessarily smooth and let x ∈ C. Since
the eigenvalues are generically distinct away from branch points suppose x is a branch
point. Now, choose local coordinates (U, z) centred at x such that U is biholomorphic to
the unit disc ∆. Moreover, since branch points are discrete, we may assume that x ∈ U
is the only branch point. Suppose the spectral curve is defined by

p(λ) = λn + a1λ
n−1 + · · ·+ an

where ai ∈ H0(C,Li). Then, S is locally defined by

p(λ, z) = λn + a1(z)λn−1 + · · ·+ an(z) ∈ Ox[λ].

For z ∈ ∆∗ := ∆ \ {0} the eigenvalues are distinct so let λ1(z), . . . , λn(z) denote the
corresponding distinct eigenvalues, i.e., p(λi(z), z) = 0. Thus,

p(λ, z) = (λ− λ1(z)) · · · (λ− λn(z)).

We will now show that the eigenvalues λ1(z), . . . , λn(z) vary holomorphically as z ∈ ∆∗

varies.

Lemma 4.2.5. The eigenvalues λ1(z), . . . , λn(z) vary holomorphically as z ∈ ∆∗ varies.

Proof. Holomorphicity is a local property so we fix z0 ∈ ∆∗, and let i ∈ {1, . . . , n}. By
choosing an open ball z0 ∈ B ⊂ ∆∗ it follows that the following assignment is holomorphic

C×B 3 (λ, z) 7→ p(λ, z) ∈ C.
1 Since the line bundle L is basepoint-free, for every x ∈ C there exists s ∈ H0(C,L) such that

s(x) 6= 0. Then sn(x) 6= 0 and sn ∈ H0(C,Ln), so Ln is basepoint-free.
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Now, choose an open ball V such that λi(z0) ∈ V and λj(z0) 6∈ V for each j 6= i. By the
argument principle

1

2πi

∫
∂V

pλ(λ, z)

p(λ, z)
dλ = n(z)

where n(z) denotes of zeros of p(λ, z) in V . Since n(z) is continuous and integer-valued,
n(z) is constant and since n(z0) = 1 it follows that n(z) = 1 for each z ∈ B. By shrinking
B if necessary we may assume λi(z) ∈ V for every z ∈ B, and thus, by the residue theorem

1

2πi

∫
∂V

λpλ(λ, z)

p(λ, z)
dλ = λi(z).

Since the left-hand side is holomorphic in z, we see λi(z) is holomorphic in z.

By the Riemann monodromy theorem, the zeros λ1(z), . . . , λn(z) extend to a single-
valued holomorphic function over any simply connected subset of ∆∗. Moreover, by the
identity theorem, the extended holomorphic functions again satisfy

p(λi(z), z) = 0

for i = 1, . . . , n. This is called the heredity property of functional relations under analytic
continuations. Now, analytically continuing each λi(z) in a loop γ containing 0 gives
extended functions λ∗i (z), which are zeros of p(λ, z) by the heredity property. If λi(z) 6=
λj(z) then λ∗i (z) 6= λ∗j(z). To see this, notice that if λ∗i (z) = λ∗j(z) then by continuing along
the reverse path we see λi(z) = λj(z). Therefore, λ∗i (z) = λτ(i)(z) for some permutation
τ ∈ Sn called the monodromy.

We will now prove that the orbits of monodromy exactly correspond to the irreducible
factors of p(λ, z) in Ox[λ]. Before giving the proof, we recall the well-known fact that
as a consequence of the Weierstrass preparation theorem, the ring Ox[λ] is a unique
factorisation domain (UFD).

Proposition 4.2.6. The orbits of monodromy exactly correspond to the irreducible factors
of p(λ, z) in Ox[λ].

Proof. Let λ1(z), . . . , λn(z) denote the zeros of p(λ, z) as before, and let τ denote the
monodromy. By relabelling if necessary we may assume λ1(z), . . . , λk(z) corresponds to
an orbit of τ. Define

g(λ, z) =
k∏
i=1

(λ− λi(z)) = λk + b1(z)λk−1 + · · ·+ bk(z).

By definition each bj(z) is invariant under τ , and hence, each bj(z) are holomorphic inside
∆∗. Now, we claim that each bj(z) is bounded in a neighbourhood of the origin. To prove
this it is sufficient to show that each λi is bounded in a neighbourhood of the origin.
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Choose M > 0 such that each coefficient aj(z) satisfies |aj(z)| ≤ M for all |z| ≤ 1.
Consider the disc D centred at 0 with radius M + 1, then for all λ ∈ ∂D, i.e. |λ| = M + 1
we see

|a1(z)λn−1 + · · ·+ an(z)| ≤M(1 + |λ|+ · · ·+ |λ|n−1) = M
|λ|n − 1

|λ| − 1
= (M + 1)n − 1.

Therefore, |λ|n > |a1(z)λn−1 + · · ·+ an(z)| for every λ ∈ ∂D, thus by Rouché theorem

|λi(z)| ≤M + 1

for every |z| ≤ 1. Therefore, each bj(z) is bounded in a neighbourhood of the origin.
Thus, by the Riemann extension theorem, each bj(z) is holomorphic over ∆ and thus,
g(λ, z) ∈ Ox[λ]. Hence, each orbit of monodromy defines a factor of p(λ, z) in Ox[λ].
Moreover, since τ permutes the zeros of g(λ, z) it is clear that g is irreducible in Ox[λ],
hence each orbit of monodromy defines an irreducible factor of p(λ, z). Of course,

p(λ, z) = (λ− λ1(z)) · · · (λ− λn(z))

and since the orbits of monodromy partition the set of zeros of p(λ, z), it is clear that
the orbit of monodromy factor p(λ, z) into irreducible polynomials. Finally, since Ox[λ]
is a UFD, it follows that the irreducible factors exactly corresponds to the orbits of
monodromy.

Corollary 4.2.7. Let π : S → C be a spectral curve and suppose that locally about a
point y ∈ S the spectral curve is a disjoint union of irreducible curves S = S1 ∪ · · · ∪ Sm.
Then, the polynomial p(λ) defining S factors via p = p1 · · · pm where pi is the polynomial
defining Si.

Proof. Let x = π(y). Choose local coordinates (U, z) centred at x ∈ C such that U is
biholomorphic to the unit disc ∆. Then a loop γ in ∆∗ containing 0 lifts to a loop in the
spectral curve. Hence, the lifted loop must lie in a path component of the spectral curve,
and thus, the loop lies completely in Si for some i. Consequently, the monodromy sends
eigenvalues in Sj to Sj for j = 1, . . . ,m so the monodromy τ factors as τ = τ1 · · · τm where
τj is in the induced monodromy on Sj. Therefore, by Proposition 4.2.6 the polynomial p
defining S factors via p = p1 · · · pm where pj is the polynomial defining Sj.

4.3 General Linear Higgs Bundles

General linear Higgs bundles are the simplest examples of G-Higgs bundles where G is a
complex reductive group. Since we will study more general Higgs bundles, consider the
definition of G-Higgs bundles.
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Definition 4.3.1. Let G be a complex reductive group, and let P be a principal G-bundle.
Then a G-Higgs bundle is a pair (P,Φ) where Φ : ad(P ) → L ⊗ ad(P ) is a holomorphic
vector bundle map. Here ad(P ) denotes the associated adjoint bundle ad(P ) := P ×G g.
The holomorphic map Φ is called the Higgs field.

Remark 4.3.2. Some authors may call Φ : ad(P ) → L ⊗ ad(P ) an L-twisted endomor-
phism of ad(P ) and only call Φ a Higgs field when L = KC . However, we will simply use
the term Higgs field in either case.

Remark 4.3.3. When G = GLn recall that principal GLn-bundles are canonically asso-
ciated to rank n holomorphic vector bundles. Hence, a GLn-Higgs bundle is a pair (E, φ)
where E is a rank n holomorphic vector bundle and φ : E → L ⊗ E is a holomorphic
vector bundle map. Moreover, if G ⊂ GLn is a matrix subgroup, then a G-Higgs bundle
is a pair (E, φ) reflecting the structure of G.

4.3.1 Characteristic Polynomial

Let (E, φ) be a GLn-Higgs bundle. To define the characteristic polynomial we first need
to define the trace of a Higgs field.

Definition 4.3.4. The Higgs field φ : E → L⊗ E can be identified as a homomorphism
φ : E ⊗ E∗ → L. Then the trace of φ denoted tr(φ) is the image of the identity section
under φ, which is a section of L.

Now, the characteristic coefficients of φ are the sections ai ∈ H0(C,Li) defined by
ai = (−1)i tr(∧iφ) for i = 0, . . . , n. By the Cayley-Hamilton theorem

∑n
i=0 aiφ

n−i = 0.
It is not immediately clear what the generalisation of the diagonalisation map should be
since the Higgs field is L-valued. However, by pulling the Higgs field back to Y we may
use the tautological section λ ∈ H0(Y, q∗L), which enables us to define the characteristic
polynomial of φ.

Definition 4.3.5. The characteristic polynomial of φ : E → L⊗E is given by the section
p(λ) ∈ H0(Y, q∗Ln) defined by

p(λ) = λn + q∗(a1)λn−1 + · · ·+ q∗(an)

where ai ∈ H0(C,Li) are the characteristic coefficients.

Remark 4.3.6. Notice that for every ` ∈ Y

p(λ)(`) = `n + a1(q(`))`n−1 + · · ·+ an(q(`))

defines the standard characteristic polynomial for φ(q(`)) : Eq(`) → Lq(`) ⊗ Eq(`).
Hence, the characteristic polynomial p(λ) is equal to ∧n(λ− q∗φ), i.e.,

p(λ) = det(λ− q∗φ).
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Notation 4.3.7. When writing out the characteristic polynomial we will omit the pull-
back symbols and write

p(λ) = λn + a1λ
n−1 + · · ·+ an.

Notice that the zero locus of the characteristic polynomial of (E, φ) defines a spectral
curve π : S → C. One may naturally ask if every spectral curve is associated with a
Higgs bundle. It turns out that this is indeed the case, and first, we will prove that every
smooth spectral curve has an associated Higgs bundle.

Proposition 4.3.8. Suppose π : S → C be a smooth spectral curve defined by p(λ) ∈
H0(Y, Ln). Let N → S be a given holomorphic line bundle. Then the pair (π∗N, π∗(λ))
where λ is the tautological section λ : N → π∗(L)⊗N defines a Higgs bundle on C whose
associated spectral curve is S.

Proof. Recall that π∗N defines a rank n holomorphic vector bundle over C. Moreover, it
is clear that π∗(λ) defines a Higgs field since, by the projection formula, π∗(π

∗(L)⊗N) ∼=
L⊗ π∗(N). Thus, (π∗N, π∗(λ)) defines a Higgs bundle over C. Generically away from the
branch points, λ has n distinct values, hence π∗(λ) has n distinct eigenvalues. Therefore,
the minimum polynomial of π∗(λ) has degree at least n and since the characteristic poly-
nomial of π∗(λ) has degree n it follows that the minimal polynomial and characteristic
polynomials agree. Denote the characteristic polynomial of π∗(λ) by m(λ). Now, S is
defined as the zero locus of p(λ), and thus, m(λ) divides p(λ). Clearly, p(λ) divides m(λ)
and therefore, p(λ) = m(λ), i.e., (π∗N, π∗(λ)) has spectral curve π : S → C.

The above proposition in fact implies that a smooth spectral curve S is connected.

Lemma 4.3.9. A smooth spectral curve S is connected.

Proof. Suppose that S is disconnected, i.e., S = S1 ∪ S2 where S1 ∩ S2 = ∅. Note that
S1 and S2 are smooth schemes. The structure sheaf on S is the sum of the structure
sheaves of S1 and S2, i.e., OS = OS1 ⊕OS2 . Moreover, the tautological section of L over
S is given by λ = λ1 ⊕ λ2 where λ1 and λ2 are the tautological sections of L over S1

and S2 respectively. It follows that (π∗OS, π∗λ) = (π∗OS1 , π∗λ1)⊕ (π∗OS2 , π∗λ2) where by
Proposition 4.3.8 the Higgs bundle (π∗OS, π∗λ) has spectral curve S, and (π∗OS1 , π∗λ1)
and (π∗OS2 , π∗λ2) have spectral curve S1 and S2 respectively. The direct sum decom-
position of (π∗OS, π∗λ) implies p(λ) = p1(λ1)p2(λ2) where p, p1, p2 are the polynomials
defining S, S1, S2 respectively. Suppose p1 and p2 has degree k and l respectively. Then,
the resultant of p1 and p2, Res(p1, p2), defines a holomorphic section of Lkl, which has
positive degree since deg(L) > 0, and hence, Res(p1, p2) vanishes somewhere. This implies
p1 and p2 share a common zero, i.e., S1 and S2 intersect, a contradiction.
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4.3.2 Higgs Bundles With Smooth Spectral Curve

By Proposition 4.3.8 a holomorphic line bundle over a smooth spectral curve defines a
Higgs bundle over C in a natural way. We will now see that every Higgs bundle (E, φ)
with a smooth spectral π : S → C curve constructs, in a natural way, a holomorphic line
bundle over S. To obtain such a bundle, we will show that the Higgs field φ : E → L⊗E
whose corresponding spectral curve is smooth is regular.

Lemma 4.3.10. Suppose φ : E → L ⊗ E is a Higgs field whose corresponding spectral
curve is smooth. Then the map φ is regular. In other words, for each x ∈ C, φ(x)
has only one Jordan block for each eigenvalue. Equivalently, the eigenspaces of φ(x) are
one-dimensional.

Proof. For the sake of contradiction, suppose that there is some x ∈ C such that φ(x) has
an eigenvalue λ0 ∈ Lx whose eigenspace has dimension at least 2. Then we may choose
linearly independent eigenvectors e1, e2. Extend to a basis e1, . . . , en of Ex, and extend
the basis to a local holomorphic frame e1(z), . . . , en(z) of E. Here z is a local coordinate
on C centred at x. Now, we choose a local trivialisation of L so that λ0 can be viewed
as a constant λ0 ∈ C. By shrinking the local trivialisation if necessary we may view the
tautological section λ of L over Y as a holomorphic function, and we set w = λ − λ0.
Hence, (w, z) define local coordinates for Y centred at λ0 ∈ Lx. Consider the characteristic
polynomial of φ in the local coordinates

p(w, z) = λn + a1(z)λn−1 + · · ·+ an(z).

Then the spectral curve S is locally defined about (w, z) = (0, 0) by p(w, z) = 0. Viewing
(λ− φ(z))ei as a locally defined holomorphic function for i = 1, 2 we see

(λ− φ(z))ei(z)|(0,0) = (λ0 − φ(0))ei(0) = 0.

Hence, (λ− φ(z))ei(z) vanishes at (0, 0) for i = 1, 2. However, notice that

(λ− φ(z))e1 ∧ · · · ∧ (λ− φ(z))en = p(w, z) e1 ∧ · · · ∧ en.

Thus, p(w, z) vanishes to at least second-order at (0, 0), which contradicts the smoothness
of the spectral curve.

By Lemma 4.3.10 for each p ∈ S the λ(p)-eigenspaces of φ(p) are 1-dimensional. Thus,
A := ker(λ−φ) defines a holomorphic line bundle over S, which is called the spectral line
bundle. Of course, to obtain A we could have taken the subbundle induced by viewing φ
as a sheaf map, however knowing that φ is a regular map is profitable in the classification.
Thus, from the Higgs bundle (E, φ), we have constructed a natural holomorphic line over
S. By Proposition 4.3.8 pushing forward A defines a Higgs bundle (π∗A, π∗(λ)) over C
and one may ask if this Higgs bundle is isomorphic to (E, φ). In general, this is not
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true. However, twisting A by the ramification divisor of π constructs a Higgs bundle
isomorphic to (E, φ). We will introduce the ramification divisor of π along with some
elementary results and properties.

Definition 4.3.11. Let f : X → X ′ be a branched cover of compact Riemann surfaces.
Then the ramification divisor of f is defined to be

Rf :=
∑
p∈X

(mp − 1) p

where mp denotes the ramification index at p ∈ X.

Remark 4.3.12. When no ambiguity is likely to arise, we omit the subscript and denote
the ramification divisor by R.

Lemma 4.3.13. Let f : X → X ′ be a branched cover of compact Riemann surfaces with
ramification divisor R. Then there is a canonical isomorphism KX ⊗ f ∗(K−1

X′ )
∼= OX(R).

Proof. The differential of f : X → X ′ is a holomorphic bundle map df : TX → f ∗TX ′,
or, equivalently, a section of (TX)∗⊗ f ∗TX ′ = KX ⊗ f ∗(K−1

X′ ) where we view the tangent
bundles as the holomorphic tangent bundles. It suffices to show (df) = R. Let p ∈ X
be given and suppose p has ramification index m. Choose local coordinates w on X
and z on X ′ centred at p and f(p) respectively such that z = f(w) = wm. Hence,
df(∂w) = mwm−1∂z. Thus, if m = 1, i.e. p is not a ramification point, then df is non-
vanishing. However, if m > 1, i.e. p is a ramification point, then df has a zero of order
m− 1 at p. Therefore, (df) = R.

Lemma 4.3.14. Let π : S → C be a smooth spectral curve with ramification divisor R.
Then there is a canonical isomorphism

KY
∼= π∗(Ln−1KC)

hence an isomorphism
OS(R) ∼= π∗(Ln−1).

Proof. Since the total space, Y , of L is a fibre bundle, the tangent bundle TY fits into an
exact sequence:

0→ π∗(L)→ TY → π∗(TC)→ 0.

By taking determinants, there is a canonical isomorphism:

det(TY ) ∼= π∗(L)⊗ π∗(TC).

Dualising the above isomorphism one obtains

KY
∼= π∗(L−1KC).
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Since the spectral curve is the zero locus of a section of π∗(Ln), by the adjunction formula
one obtains KS

∼= KY |S ⊗ π∗(Ln), i.e.

KS
∼= π∗(Ln−1KC). (4.3)

By Lemma 4.3.13 and (4.3) we see

OS(R) ∼= π∗(Ln−1).

These elementary isomorphisms provide the necessary machinery to derive the desired
correspondence. Another useful property of Higgs bundles with smooth spectral curves is
the fact that an automorphism is a scalar multiple of the identity. To prove this, we first
require a lemma.

Lemma 4.3.15. Let (E, φ) be a Higgs bundle with smooth spectral curve π : S → C
defined by p(λ). Then the Higgs bundle (E, φ) has no non-zero φ-invariant proper holo-
morphic subbundles.

Proof. Suppose the holomorphic vector bundle E has a proper non-zero φ-invariant sub-
bundle F ⊂ E, i.e. φ(F ) ⊂ L⊗F. Thus, φF := φ|F defines a Higgs field over F so (F, φF )
is a Higgs bundle. Now, suppose (F, φF ) has characteristic polynomial q(λ). Then by the
Cayley-Hamilton theorem it follows that q(λ) divides p(λ). However, by Corollary 4.2.7
it follows that π : S → C is not smooth, which is a contradiction

Proposition 4.3.16. Let (E, φ) be a Higgs bundle with a smooth spectral curve S. Then,
Aut((E, φ)) ∼= C∗.

Proof. Let f : E → E be an automorphism of (E, φ), i.e., f ◦ φ = φ ◦ f. Then, the
characteristic polynomial of f is given by

det(λ idE −f) = λn + c1λ
n−1 + · · ·+ cn.

Since f is an honest endomorphism, the characteristic coefficients are constant, which
implies that the eigenvalues λ1, . . . , λn are constant. Let µ be one eigenvalue and let F be
the µ-generalised eigenbundle, which is non-zero. Notice that F is φ-invariant, and hence,
by Lemma 4.3.15, F = E. Thus, µ is the only eigenvalue, and we claim that f = µ idE .
Let N ⊂ E be the subbundle induced by the kernel of the sheaf map µ idE −f : E → E .
The bundle is non-zero since µ is an eigenvalue and since f commutes with φ it follows
that N is φ-invariant, and thus, N = E, i.e., f = µ idE .

Along with these isomorphisms, we also require relative duality.



78 Chapter 4. Classification of Generic Fibres of GLn and type An Hitchin Fibration

4.4 Relative Duality

In this section we will prove relative duality for a branched cover of compact Riemann
surfaces, which describes dualising the pushforward of a vector bundle under a branched
cover. For our purposes, we only need the result for line bundles.

Theorem 4.4.1 (Relative Duality). Let f : X → X ′ be a branched cover of compact
Riemann surfaces with ramification divisor R. Let N → X be a given holomorphic line
bundle. Then there is a canonical isomorphism of vector bundles

f∗(N)∗ ∼= f∗(N
∗(R)).

In other words, the dual of the pushforward of a line bundle is isomorphic to first dualising
the line bundle, twisting by R, then applying the direct image functor.

Hitchin outlined a proof of relative duality in [Hit16]. Here, we will fill-in the details
except we give a slightly different non-degenerate pairing. Namely, we will use the canon-
ical pairing of sections and apply the trace map. To prove non-degeneracy we will then
resort to using Euler’s formula in a basis. Moreover, the proof of relative duality requires
Proposition 4.2.3. We will prove that every branched cover of compact Riemann surfaces
is locally a spectral curve.

Lemma 4.4.2. Every branched cover of compact Riemann surfaces is locally a spectral
curve.

Proof. Suppose f : X → X ′ is a branched cover of compact Riemann surfaces. Away
from ramification points, f is locally a biholomorphism. Moreover, ramification points
are isolated, and hence the set of ramification points is discrete. Thus, it suffices to prove
the claim locally about a single ramification point. Let p ∈ X be a given ramification
point with ramification index m. Then, choose local coordinates w on X and z on X ′

centred at p and f(p) respectively such that z = f(w) = wm and the only ramification
point is p, and the only branch point is f(p). Then, in local coordinates, X is defined as
the zero locus of wm − z. Hence, X is locally a spectral curve.

The desired isomorphism is a non-degenerate dual pairing

( , ) : f∗(N)⊗ f∗(N∗(R))→ OX′ .

Since non-degeneracy is a local property we may assume without loss of generality that
f : X → X ′ is a spectral curve and X is defined by p(λ). To construct the pairing consider
the definition of the trace map.
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Definition 4.4.3. Let f : X → X ′ be a branched cover of compact Riemann surfaces.
Denote the function field of X and X ′ by K(X) and K(X ′) respectively. The trace map
denoted TrX/X′ : K(X)→ K(X ′) is defined by

TrX/X′(g)(y) =
∑

x∈ f−1(y)

g(x)

for every y ∈ X ′.

Remark 4.4.4. The trace map sends meromorphic functions on X to meromorphic func-
tions on X ′. Moreover, from the definition, it is clear that for open V ⊂ X ′, the trace map
sends meromorphic functions over f−1(V ) to meromorphic functions over V . Therefore,
one may regard the trace map as a sheaf map

TrX/X′ : f∗MX →MX′ .

Here,MX andMX′ denotes the sheaf of meromorphic functions on X and X ′ respectively.

The sheaf f∗MX is a sheaf of MX′-modules where for each open set U ⊂ X ′ the
module action MX′(U) × MX(f−1U) → MX(f−1U) is given by (h, g) 7→ hg where
(hg)(y) := h(f(y))g(y) for every y ∈ f−1U. In fact, f∗MX defines a sheaf ofMX′-algebras.

Lemma 4.4.5. The trace map TrX/X′ : f∗MX →MX′ is a homomorphism of sheaves of
MX′-modules.

Proof. The trace map is clearly compatible with restriction and preserves additivity so we
are left to show the trace map commutes with theMX′(U) action for each open U ⊂ X ′.
Let U ⊂ X ′ be a given open subset and let h ∈ MX′(U) and g ∈ MX(f−1U). Then, for
every x ∈ U

TrX/X′(gh)(x) =
∑

y ∈ f−1(x)

(gh)(y) = h(x)
∑

y ∈ f−1(x)

h(y) = g(x) TrX/X′(h)(x).

The trace map extends to sections of vector bundles in an obvious manner. Suppose
E → X ′ is a holomorphic vector bundle, then f ∗E → X defines a holomorphic vector
bundle, and the trace map has the following form

TrX/X′ : f∗(MX(f ∗(E)))→MX′(E). (4.4)

Now, focusing on the case that N = OX we may choose a non-empty open subset
U ⊂ X ′ trivialising f∗OX . Hence, f∗OX(U) is a free OX′(U)-module of rank n. By
Lemma 4.4.2 we may shrink U if necessary so that locally f : X → X ′ is a spectral



80 Chapter 4. Classification of Generic Fibres of GLn and type An Hitchin Fibration

curve. Suppose X is locally defined by p(λ). We may use the canonical isomorphism in
Proposition 4.2.3 to define a basis for f∗OX(U) over OX′(U). Namely, by considering

(0, . . . , 1, . . . , 0) 7→ λi

we see 1, λ, . . . , λn−1 forms a basis for f∗OX(U) over OX′(U). Moreover, we have seen
(∂λp(λ)) = R where R = Rf . Thus, 1/∂λp(λ), λ/∂λp(λ), . . . , λn−1/∂λp(λ) forms a basis
for f∗OX(R)(U) over OX′(U). In the following proposition, we compute the basis under
the trace map.

Proposition 4.4.6 (Euler’s Formula). The basis, 1/∂λp(λ), . . . , λn−1/∂λp(λ) of f∗OX(R)(U)
over OX′(U) satisfies

TrX/X′

(
λj

∂λp(λ)

)
=

{
0 for 1 ≤ j ≤ n− 2

1 for j = n− 1

Proof. By continuity, it suffices to compute away from branch points. Let x ∈ X be a
generic point. Then the zeros of p(λ, x) are distinct, which we denote by λ1, . . . , λn. By
definition

TrX/X′

(
λj

∂λp(λ)

)
(x) =

n∑
i=1

λji
∂λp(λi)

for j = 1, . . . , n − 1. Let w be local coordinates on X and let γ be a closed contour
containing each zero λ1, . . . , λn. By a straightforward application of the residue theorem
one sees

1

2πi

∮
γ

wj

p(w)
dw =

n∑
i=1

λji
∂λp(λi)

.

Suppose now that γ = {w | |w| = M} for sufficiently large M , then |p(w)| ≥ rMn where
r is some non-zero constant. Now, approximating the integral∣∣∣∣ 1

2πi

∮
γ

wj

p(w)

∣∣∣∣ ≤ 1

2π
(2πM)

M j

rMn
=
M j+1

rMn
=

1

r
M j+1−n.

If 1 ≤ j ≤ n− 2, then M j+1−n → 0 as M →∞ from which it follows that

TrX/X′

(
λj

p(λ)

)
= 0.

If j = n− 1 notice that

∂λp(λ) = nλn−1 + lower order terms,
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and by the previous argument it follows that

1

2πi

∮
γ

∂wp(w)

p(w)
dw =

n

2πi

∮
γ

wn−1

p(w)
dw.

By the argument principle, the left-hand side is equal to n, and thus,

1

2πi

∮
γ

wn−1

p(w)
dw = 1.

Therefore,

TrX/X′

(
λn−1

∂λp(λ)

)
= 1.

Corollary 4.4.7. Let f : X → X ′ be a branched cover of compact Riemann surfaces.
Then, the trace of a meromorphic function on X with poles along the ramification R is a
holomorphic function over X ′, i.e.

TrX/X′ : f∗OX(R)→ OX′

Proof. The proof follows from Proposition 4.4.6 since the trace map sends a basis to
holomorphic functions.

Consequently, restricting the trace map in (4.4) to meromorphic sections s of f ∗(E)
such that (s) ≥ −R the map becomes

TrX/X′ : f∗(f
∗(E)(R))→ E . (4.5)

Notation 4.4.8. When f : X → X ′ is a branched cover with ramification divisor R
and A → X is a holomorphic vector bundle we will denote the locally free sheaf of OX-
modules associated to A(R) by A(R), i.e., A(R) := OX(A(R)). Note, this is not the same
as A⊗OX OX(R).

Before giving the proof of relative duality, we require one more lemma.

Lemma 4.4.9. Suppose f : X → X ′ is a branched cover of compact Riemann surfaces.
Let F and F ′ be holomorphic vector bundles over X ′, and let h : F → F ′ be a holomorphic
bundle map. Then the diagram

f∗(f
∗(F)(R)) f∗(f

∗(F ′)(R))

F F ′

f∗h

TrX/X′ TrX/X′

h

commutes.
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Proof. Let s be a given section of f∗(f
∗F (R)), and let x ∈ C. Then,

h(TrX/X′(s))(x) = h
∑

y ∈ f−1(x)

s(y) =
∑

y ∈ f−1(x)

h(s(y)),

which is the definition of TrX/X′(f
∗h(s))(x).

Now we give the proof of relative duality.

Proof of Relative Duality. Consider the canonical pairing between f∗(N) and f∗(N
∗(R)),

which pairs sections forming a section of f∗(OX(R)), i.e., 〈h, g〉 7→ h ⊗ g. By Lemma
4.4.9 applying the trace map TrX/X′ : f∗(OX(R)) → OX′ to the pairing h ⊗ g gives an
OX′-bilinear form TrX/X′(h⊗ g). Therefore, there is an induced pairing on the underlying
vector bundles

( , ) : f∗(N)⊗ f∗(N∗(R))→ OX′ (4.6)

To deduce the desired duality, it suffices to prove the pairing is non-degenerate. Since non-
degeneracy is a local property, we may assume without loss of generality that N = OX .
Choose an open set U ⊂ X ′ as before that trivialises f∗OX . Recall that 1, λ, . . . , λn−1

forms a basis for (f∗OX)(U) over OX′(U), and 1/∂λp(λ), . . . , λn−1/∂λp(λ) forms a basis
for f∗(OX(R)) over OX′(U). By Euler’s formula notice that

TrX/X′

(
λi+j

∂λp(λ)

)
=


0 for i+ j < n− 1

1 for i+ j = n− 1

∗ for i+ j > n− 1

.

Hence, the intersection matrix is given by
0 · · · 0 1
0 · · · 1 ∗
... . .

.
. .
. ...

1 ∗ . . . ∗

 .

Thus, the intersection matrix has determinant ±1. Therefore the pairing in (4.6) is non-
degenerate and thus, f∗(N)∗ ∼= f∗(N

∗(R)).

4.5 Classification

Recall that if (E, φ) is a GLn-Higgs bundle with smooth spectral curve π : S → C, then
the spectral line bundle is defined to A := ker(λ−π∗φ). We now claim that π∗(A(R)) ∼= E
where R denotes the ramification divisor of π : S → C. Notice that A is a rank 1 subbundle



4.5. Classification 83

of π∗E. Hence, we define a sheaf map ψ : π∗A(R) → E by the restriction of the trace
map, i.e., the unique map such that the following map commutes

π∗A(R) π∗(π
∗E(R))

E
ψ

TrS/C
.

To prove π∗(A(R)) ∼= E, it suffices to show that the sheaf map ψ is an isomorphism.

Proposition 4.5.1. The sheaf map ψ : π∗A(R)→ E is an isomorphism.

Proof. Since rank(π∗(A(R))) = n = rank(E) it suffices to prove ψ is injective. Suppose
{Uk} is an open cover of C that trivialises π∗(A(R)) and such that π−1(Uk) trivialises A.
Let U ∈ {Uk} and suppose ψ(U)(s) = 0, i.e., TrS/C(s) = 0. Since φ : E → L ⊗ E is a
homomorphism it follows that φi TrS/C(s) = 0 for i = 0, . . . , n − 1. By Lemma 4.4.9 it
follows that TrS/C((π∗φ)is) = 0 for i = 0, . . . , n − 1. However, A = ker(λ − π∗(φ)) and
it follows that TrS/C(λis) = 0. Recall that 1/∂λp(λ), λ/∂λp(λ), . . . , λn−1/∂λp(λ) forms a
basis for A(R)(π−1U) for OC(U). Hence, we may write

s =
n−1∑
j=0

λj

∂λp(λ)
sj

for some sj ∈ OC(U). Since TrS/C is a homomorphism of sheaves of OC-modules

TrS/C(λis) =
n−1∑
j=0

TrS/C

(
λi+j

∂λp(λ)

)
sj = 0.

By Euler’s formula it follows that sn−1−i = 0 for i = 0, . . . , n − 1, and thus, s = 0.
Therefore, ψ is injective and hence, ψ is an isomorphism.

Therefore, there is an isomorphism of vector bundles π∗(A(R)) ∼= E. Thus, a Higgs
bundle (E, φ) with smooth spectral curve π : S → C defines, in a natural way, a holo-
morphic line bundle A(R) → S. Moreover, pushing forward A(R) recovers E, i.e.,
π∗(A(R)) ∼= E. Recall from Proposition 4.3.8 that every holomorphic line bundle N → S
canonically defines a Higgs bundle (π∗N, π∗λ) whose spectral curve is π : S → C. We now
claim that there is a canonical isomorphism of Higgs bundles (E, φ) ∼= (π∗(A(R)), π∗λ)
where λ : A(R)→ π∗(L)⊗ A(R) denotes the tautological section.

Lemma 4.5.2. Suppose (E, φ) is a GLn-Higgs bundle with spectral curve π : S → C.
Let A = ker(λ − φ) denote the spectral line bundle, and denote the ramification divisor
of π by R. Then A(R) defines a holomorphic line bundle over S, and the Higgs bundle
(π∗(A(R)), π∗λ) over C is isomorphic to (E, φ).
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Proof. In Proposition 4.5.1 the sheaf map ψ : π∗(A(R)) → E defined by the trace map
gives an isomorphism π∗A(R) ∼= E of vector bundles. Thus, it suffices to show that this
isomorphism commutes with the Higgs fields. Let U ⊆ C be a given open subset. Then for
every s ∈ A(R)(π−1(U)) it follows that (π∗λ)s = λs. Therefore, since A := ker(λ− π∗φ),
one sees

ψ((π∗λ)s) = TrS/C(λs) = TrS/C((π∗φ)s) = φTrS/C(s)

where the last equality follows from Lemma 4.4.9.

Finally, suppose instead that we started with a holomorphic line bundle N → S over a
smooth spectral curve π : S → C and constructed the Higgs bundle (E, φ) := (π∗N, π∗λ)
over C. Then, computing the spectral line bundle A := ker(λ− π∗φ) and twisting by the
ramification divisor R of π, we obtain a holomorphic line bundle A(R)→ S. Now we will
show the holomorphic line bundles are isomorphic, i.e., N ∼= A(R).

Lemma 4.5.3. Suppose π : S → C is a smooth spectral curve with ramification divisor R,
and let N → S be a holomorphic line bundle. Then the Higgs bundle (E, φ) := (π∗N, π∗λ)
where λ : N → π∗L⊗N denotes the tautological section defines a holomorphic line bundle
A(R)→ S that is isomorphic to N .

Proof. For brevity set Ñ := A(R). By Lemma 4.5.2 the Higgs bundle (Ẽ, φ̃) := (π∗Ñ , π∗λ̃),

where λ̃ : Ñ → π∗(L)⊗ Ñ denotes the tautological section, is isomorphic to (E, φ), which

is induced by the trace map ψ : Ẽ → E. Moreover, ψ : Ẽ → E is an isomorphism of
π∗OS-algebras. By Proposition 4.2.3 it follows that π∗OS is generated by OC and the
tautological section λ. We see that ψ is an isomorphism of OC-modules that commutes
with λ. Let {Ui} be an open cover of C such that N and Ñ are trivialised over each

pre-image Ûi := π−1(Ui). Let gij, g̃ij : Ûi ∩ Ûj → O∗S denote the transition functions of

N and Ñ respectively. Let ψi denote ψ in the trivialising neighbourhood Ûi. Then, over
Ûi ∩ Ûj, the following diagram commutes

(π∗OS)(Ui ∩ Uj) (π∗OS)(Ui ∩ Uj)

(π∗OS)(Ui ∩ Uj) (π∗OS)(Ui ∩ Uj)

ψi|Ui∩Uj

ψj |Ui∩Uj

g̃ij gij

Hence, the following diagram commutes too

OS(Ûi ∩ Ûj) OS(Ûi ∩ Ûj)

OS(Ûi ∩ Ûj) OS(Ûi ∩ Ûj)

ψi

ψj

g̃ij gij

Therefore, gij = ψig̃ijψ
−1
j and thus, N ∼= Ñ
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In summary, we have derived the following classification known as the spectral curve
correspondence.

Theorem 4.5.4 (Spectral Curve Correspondence). Suppose (E, φ) is a GLn-Higgs bundle
with smooth spectral curve π : S → C and let R denote the ramification divisor of π. Then
A := ker(λ − φ) defines a holomorphic line bundle over S called the spectral curve line
bundle, and E is isomorphic to π∗(A(R)). Moreover, the Higgs field φ : E → L ⊗ E is
induced by the tautological section λ : A(R)→ π∗(L)⊗ A(R).

Conversely, given any holomorphic line bundle N over S, if we set E = π∗N and
let φ : E → L ⊗ E be the map induced by λ : N → π∗(L) ⊗ N , then (E, φ) is a Higgs
bundle over C with spectral curve S. Furthermore, these assignments are mutual inverses.
Hence, the isomorphism classes of Higgs bundles with spectral curve S is in one-to-one
correspondence with Pic(S).

The spectral curve correspondence lays the foundation for further classifications when
Lie groups endow extra structure on the Higgs bundles. In the following section, we
use the spectral curve correspondence to classify the generic fibres of the general linear
Hitchin fibration.

4.6 Hitchin Fibration

Now, we will introduce the Hitchin fibration in this setting. To define the Hitchin fibration,
we require a moduli space of Higgs bundles. The construction of moduli spaces is highly
non-trivial, and constructing the desired moduli space would entail a separate research
project. Hence, we will introduce the notion of stability and provide a reference for the
construction of the desired moduli space. Recall that the slope of a holomorphic vector
bundle E denoted µ(E) is defined to be µ(E) := deg(E)/ rank(E).

Definition 4.6.1. A Higgs bundle (E, φ) is stable (resp. semi-stable) if for every non-
trivial proper subbundle F ⊂ E such that φ(F ) ⊆ L⊗ F , one has

µ(F ) < µ(E) (resp. ≤).

In 1987, Nigel Hitchin constructed the moduli space of stable GLn-Higgs bundles
subject to a fixed rank and degree for when the Higgs fields are KC-valued endomorphisms.
For our purposes, we require the analogous moduli space for when KC is replaced by an
arbitrary non-trivial basepoint-free holomorphic line bundle L. Fortunately, in 1991,
Nitin Nitsure constructed such moduli space and the concerning reader may find the
construction in [Nit91]. In fact, he constructed the moduli space in the more general
setting where the compact Riemann surface is a smooth projective variety defined over
an arbitrary algebraically closed field and the vector bundles are algebraic. Moreover, he
constructed the space subject to semi-stability and not stability. Of course, to consider
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semi-stability instead one needs the notion of S-equivalence. However, since Higgs bundles
with smooth spectral curves have no non-zero proper holomorphic subbundles that are
invariant under the Higgs field they are vacuously stable. Hence, we will only consider
stable Higgs bundles in which case we can avoid S-equivalence. More generally, if G is a
complex reductive Lie group then we can consider the the moduli space,MG, of G-Higgs
bundles subject to a fixed topological class. The concerning reader may consult [Sch08,
Theorem 2.8.1.2] for explicit construction of such moduli space. Note, when G is a matrix
Lie group the topological class is the degree. Consider now the definition of the G-Hitchin
fibration.

Definition 4.6.2. Let p1, . . . , pk be a homogeneous basis for the algebra of invariant
polynomials of the Lie algebra g, and denote the degree of pi by di, which are called the
fundamental degrees of g Then, the Hitchin fibration is the map

h :MG →
k⊕
i=1

H0(C,Ldi)

defined by
(E, φ) 7→ (p1(φ), . . . , pk(φ)).

The affine space
⊕k

i=1 H0(C,Ldi) is called the G-Hitchin Base.

Remark 4.6.3. Since the Hitchin base only depends on the Lie algebra g it is clear that
if G and G′ are complex reductive Lie groups such that g ∼= g′, then the G-Hitchin base
and G′-Hitchin base agree.

The GLn-Hitchin fibration has a simple description: if the characteristic polynomial
of (E, φ) is given by

λn + a1λ
n−1 + · · ·+ an

then (a1, . . . , an) forms a homogeneous basis for the algebra of invariant polynomials of
the Lie algebra gln, hence

h(E, φ) = (a1, . . . , an).

Consequently, the Hitchin base becomes
⊕n

i=1 H0(C,Li).
Notice that a point (a1, . . . , an) ∈

⊕n
i=1 H0(C,Li) canonically defines a spectral curve.

Also, from Lemma 4.2.4 notice that the generic points in
⊕n

i=1 H0(C,Li) are precisely
those corresponding to smooth spectral curves. Hence we will use spectral curve corre-
spondence to classify the generic fibres of the Hitchin fibration. Now, we will prove that
the map is surjective, from which we reference that the map is proper.

Proposition 4.6.4 ([Sch08, Proposition 2.8.1.4]). The G-Hitchin fibration is a proper
map for any complex reductive Lie group G. Consequently, the Hitchin fibration has a
closed image.
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Note, Nitsure in [Nit91] gave a simpler proof that the Hitchin fibration is proper for
the case G = GLn.

Proposition 4.6.5. The GLn-hitchin fibration is surjective.

Proof. By the spectral curve correspondence, the generic points in
⊕n

i=1 H0(C,Li) lie in
the image of h. Moreover, by Bertini’s theorem, the generic points form a dense open
subset. Thus, the image contains an open dense subset, and by Proposition 4.6.4 the
image is closed. Therefore, h is surjective.

Corollary 4.6.6. Let π : S → C be a spectral curve not necessarily smooth. Then the
spectral curve is associated with some Higgs bundle (E, φ).

Proof. Suppose the spectral curve π : S → C is defined by

p(λ) = λn + a1λ
n−1 + · · ·+ an

where ai ∈ H0(C,Li). Then, (a1, . . . , an) ∈
⊕n

i=1 H0(C,Li) so by Proposition 4.6.5 there is
a GLn Higgs bundle (E, φ) such that h(E, φ) = (a1, . . . , an). Therefore, the Higgs bundle
(E, φ) has spectral curve π : S → C.

4.6.1 Dimension of GLn-Hitchin Base.

In this subsection we will compute the dimension of the GLn-Hitchin base for when
deg(L) ≥ 2g. We are making the assumption that deg(L) ≥ 2g to ensure that L is
basepoint-free and that H1(C,Li) = 0 for i = 1, . . . , n so that we may apply Riemann-
Roch. Without the assumption it is not clear that H1(C,Li) = 0 for each i, and hence,
h0(C,Li) would be in terms of h1(C,Li), which doesn’t provide insight. Thus, by assuming
deg(L) ≥ 2g the dimension h0(C,Li) will only be in terms of the topological invariants g
and deg(L). Now, by the Riemann-Roch theorem

h0(C,Li) = i deg(L) + 1− g.

Hence,
n∑
i=1

h0(C,Li) =
n∑
i=1

(i deg(L) + 1− g),

thus,

dim
n⊕
i=1

H0(C,Li) =
n(n+ 1)

2
deg(L) + n(1− g). (4.7)

Now, we will compute the dimension of the Hitchin base for when L = KC , which
is basepoint-free and the classical case considered by Hitchin. For i > 2 notice that
deg(Ki) ≥ 2g − 2 and thus, H1(C,Ki

C) = 0. By the Riemann-Roch theorem

h0(C,Ki
C) = i(2g − 2) + 1− g.
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Moreover, by Serre duality h0(C,KC) = g, and hence,

n∑
i=1

h0(C,Ki
C) = g +

(
n∑
i=1

i(2g − 2)

)
+ (n− 1)(1− g).

It follows that

dim
n⊕
i=1

H0(C,Ki
C) = 1 + (g − 1)n2. (4.8)

4.6.2 Generic Fibres of GLn-Hitchin Fibration

Before applying the spectral curve correspondence to classify the generic fibres of the
Hitchin fibration, notice that the Higgs bundles in the moduli space Mn,d has a fixed
degree. Hence, it is clear that not every holomorphic line bundle over a smooth spectral
curve will belong to the fibre since the degrees may not agree. Thus, in the following
proposition, we will derive a formula that computes the degree of the pushforward of a
line bundle.

Proposition 4.6.7. Let f : X → X ′ be a branched cover of compact Riemann surfaces.
Then for every holomorphic line bundle N → X, there is an isomorphism

det(f∗N) ∼= NmX/X′(N)⊗ det(f∗OX).

Proof. We proceed by induction as per Remark 2.2.3. The base case is immediate since
NmX/X′(OX) = OX′ . Let N → X be a given holomorphic line bundle. Assume the
formula is true for N , i.e.

det(f∗N) ∼= NmX/X′(N)⊗ det(f∗OX)

then it suffices to prove the formula holds for N(p) and N(−p) for arbitrary p ∈ X. To
see the formula holds for N(p) consider the short exact sequence of sheaves

0→ OXN → OXN(p)→ Op(N)→ 0.

Applying the direct image functors gives the following long exact sequence of sheaves

0→ f∗OX(N)→ f∗OX(N(p))→ f∗Op(N)→ R1f∗OX(N)→ · · · (4.9)

The right derived functor R1f∗OX(N) is the sheaf associated to the presheaf U 7→
H1(f−1(U), N). Let x′ ∈ X ′ then since f−1(x′) is finite it follows that H1(f−1(x′), N) = 0.
Therefore, by Grauert’s base change theorem it follows that R1f∗OX(N) = 0. Thus, the
long exact sequence of sheaves in (4.9) descends to the short exact sequence

0→ f∗OX(N)→ f∗OX(N(p))→ f∗Op(N)→ 0.
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Therefore, taking the determinant of the map f∗OX(N)→ f∗OX(N(p)) induces a canon-
ical isomorphism

det(f∗N(p)) ∼= det(f∗N)⊗OX′(f(p)). (4.10)

By applying the inductive hypothesis one sees

det(f∗N(p)) ∼= NmX/X′(N)⊗ det(f∗OX)⊗OX′(f(p)).

Since OX′(f(p)) = NmX/X′(OX(p)) it follows that

det(f∗N(p)) ∼= NmX/X′(N(p))⊗ det(f∗OX),

which is the desired formula for N(p). The proof of the formula for N(−p) by considering
the short exact sequence

0→ OX(N(−p))→ OX(N)→ Op(N)→ 0

instead.

Corollary 4.6.8. Let f : X → X ′ be a branched cover of compact Riemann surfaces.
Then, for every holomorphic line bundle N → X, the degree of the pushforward is given
by

deg(f∗N) = deg(N) + deg(f∗OX).

Proof. By Proposition 4.6.7 the degree of the pushforward is given by

deg(f∗N) = deg(NmX/X′(N)) + deg(f∗OX).

Since the norm map is degree preserving we see deg(NmX/X′(N)) = deg(N) and the result
follows immediately.

Of course, to compute the degree of the pushforward, one needs deg(f∗OX). However,
for a smooth spectral curve π : S → C recall from Proposition 4.2.3 that there is an
isomorphism

π∗OS ∼= OC ⊕ L−1 ⊕ · · · ⊕ L−(n−1).

Hence, by taking determinants, we see

det(π∗OS) ∼= L−n(n−1)/2. (4.11)

Thus, the degree of π∗OS is given by

deg(π∗OS) = −n(n− 1)

2
deg(L). (4.12)
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Therefore, for a given holomorphic line bundle N → S, combining Corollary 4.6.8 and
(4.12) gives

deg(π∗N) = deg(N)− n(n− 1)

2
deg(L).

Now, suppose deg(π∗N) = d, then it follows that

deg(N) = d+
n(n− 1)

2
deg(L). (4.13)

Thus, under the spectral curve correspondence, for the Higgs bundle (π∗N, π∗λ) to
belong to Mn,d it is necessary that deg(N) = r where r = d + n(n − 1)/2 deg(L). For
the Higgs bundle to belong to the moduli space Mn,d we require the Higgs bundle to be
stable. We may now classify the generic fibres of the Hitchin fibration.

Theorem 4.6.9. The generic fibres of the Hitchin fibration h :Mn,d →
⊕n

i=1 H0(C,Li)
have one connected component and are torsors of a Jacobian variety.

Proof. Recall that the generic points in
⊕n

i=1 H0(C,Li) are precisely the points corre-
sponding to the smooth spectral curves. Hence, the fibre at a generic element that defines
smooth spectral curve π : S → C is precisely isomorphism classes of rank n, degree d
stable Higgs bundles with smooth spectral curve S. Ignoring the degree condition, by
the spectral curve correspondence, the isomorphism classes of Higgs bundles with smooth
spectral curve S is in one-to-one correspondence with Pic(S). Finally, by (4.13) the holo-
morphic line bundles over S with degree

r = d+
n(n− 1)

2
deg(L)

are precisely the line bundles whose corresponding Higgs bundle have degree d. Therefore,
the fibre is in one-to-one correspondence with Picr(S), which is connected and a torsor of
Jac(S).

4.6.3 Dimension of Generic Fibres

Let π : S → C be a smooth spectral curve. The dimension of the abelian variety Jac(S) is
equal to the genus of S, i.e., dim Jac(S) = g(S). Since the generic fibre of the GLn-Hitchin
fibration corresponding to S is a torsor of Jac(S) it follows that the dimension of the fibre,
viewed as an algebraic variety is equal to g(S). To compute the genus of S we will apply
Riemann-Hurwitz to π : S → C. Recall that OS(R) ∼= π∗(Ln−1) where R = Rπ denotes
the ramification divisor of π : S → C. Therefore, by Riemann-Hurwitz

2g(S)− 2 = n(2g − 2) + n(n− 1) deg(L).
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Solving for g(S) gives

dim Jac(S) = n(g − 1) +
n(n− 1)

2
deg(L) + 1. (4.14)

Note, if L = KC , then by substituting deg(L) = 2g − 2 it follows that

dim Jac(S) = 1 + n2(g − 1). (4.15)

We see from (4.8) and (4.15) that dimension of the generic fibres and Hitchin base
are the same for when L = KC , which suggests that the Hitchin fibration is a Lagrangian
fibration. This is in fact the case for GLn and the classical simple Lie groups since
the moduli space has a canonical symplectic structure, which can be understood via
deformation theory. However, we will not investigate this and we direct the reader to
[Hit87b] for more information.

4.7 Generic Fibres of type An-Hitchin Fibrations

In this final section, we derive the SLn and PGLn spectral curve correspondences and
then classify the generic fibres of the Hitchin fibration for type An. First, consider the
definition of SLn-Higgs bundles.

4.7.1 SLn-Higgs bundles and SLn-Hitchin Fibration

Special linear Higgs bundles are the first example of G-Higgs bundles with G ⊂ GLn. A
SLn-Higgs bundle is a pair (E, φ) where E is a rank n holomorphic vector bundle such
that ∧nE ∼= OC , and φ : E → L ⊗ E is a holomorphic vector bundle map such that
trφ = 0.

Notice for a given SLn-Higgs bundle (E, φ) the a1 term in the characteristic polynomial
is identically zero since the trace of the Higgs field is identically zero. That is, the
characteristic polynomial is given by

det(λ− φ) := λn + a2λ
n−2 + · · ·+ an. (4.16)

Now, we will show that generic spectral curves defined by sections of the form in (4.16)
are smooth.

Lemma 4.7.1. Generic spectral curves defined by a section p(λ) ∈ H0(Y, Ln) of the form

p(λ) = λn + a2λ
n−2 + · · ·+ an

where ai ∈ H0(Y, Li) for i = 2, . . . , n are smooth.
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Proof. Consider sections of the line bundle Ln over Y of the form:

s = λn + a2λ
n−2 + · · ·+ an

where ai ∈ H0(C,Li) for i = 2, . . . , n. Allowing the ai to vary the zero set of s forms
a linear system of divisors on Y . Since λn belongs to the system, a basepoint of the
system necessarily belongs to the zero section λ = 0. Then, a basepoint of the system is a
basepoint for Ln over C. However, Ln over C is basepoint-free, and thus, the base locus
of the system is empty. Therefore, by Bertini’s theorem, a generic divisor of the system
is smooth.

Suppose π : S → C is a smooth spectral curve defined by a section of Ln over Y of
the form in (4.16). Then, by the spectral curve correspondence, every holomorphic line
bundle N → S defines a Higgs bundle (π∗N, π∗λ) whose spectral curve is S. In particular,
since the a1 term defining the spectral curve is identically zero it follows that Tr(π∗λ) = 0.
Therefore, (π∗N, π∗λ) defines a SLn-Higgs bundles whose corresponding spectral curve is
S if and only if det(π∗N) ∼= OC . Recall from Proposition 4.6.7 that

det(π∗N) ∼= NmS/C(N)⊗ det(π∗OS).

Moreover, from (4.11) recall that

det(π∗OS) ∼= L−n(n−1)/2.

Therefore, det(π∗N) ∼= OC if and only if

NmS/C(N) ∼= Ln(n−1)/2. (4.17)

Since the norm map NmS/C : S → C is surjective, we may choose a holomorphic line
bundle M → S such that

NmS/C(M) = Ln(n−1)/2.

Consequently, we may express the holomorphic line bundle N → S in (4.17) via

N ∼= U ⊗M

where U → S is a holomorphic line bundle. It follows that NmS/C(U) ∼= OC , that is
U ∈ ker(NmS/C). Now, we claim that ker(NmS/C) = Prym(S,C), and thus, N → S
belongs to a torsor of the Prym variety Prym(S,C).

Proposition 4.7.2. The kernel of the norm map NmS/C is connected, i.e., ker(NmS/C) =
Prym(S,C).
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Proof. By Corollary 3.5.10 it suffices to prove π : S → C does not factorise through a
cyclic étale covering of degree m ≥ 2. Suppose on the contrary π : S → C factorises
through a cyclic étale covering h : X → C of degree m ≥ 2, i.e., π = hg where g : S → X
is a branched cover of say degree k, so n = km. Recall by the adjunction formula that
OS(Rπ) ∼= π∗(Ln−1). Moreover, OS(Rπ) ∼= OS(Rg) since h is unramified. Indeed, by
Lemma 4.3.13 we see OS(Rπ) ∼= KS ⊗ π∗(K−1

C ) and OS(Rg) ∼= KS ⊗ g∗(K−1
X ). Also, since

OX(Rh) ∼= OX it follows that h∗(KC) ∼= KX , and hence,

OS(Rg) ∼= KS ⊗ g∗h∗(K−1
C ) ∼= KS ⊗ π∗(K−1

C ) ∼= OS(Rπ).

Next, we claim that OS(Rg) ∼= g∗(Ak−1) where A = h∗(Lm). To see this let Z denote the
total space of A and notice that S is the zero locus of a section of g∗(Ak). Since the total
space, Z, of A is a fibre bundle the tangent bundle fits into the short exact sequence

0→ g∗(A)→ TZ → g∗(TX)→ 0.

By taking determinants and then dualising there is a canonical isomorphism

KZ
∼= g∗(A−1KX).

Now, by the adjunction formula KS
∼= KZ |S ⊗ g∗(Ak), and hence, KS

∼= g∗(Ak−1KX).
Thus,

OS(Rg) ∼= KS ⊗ g∗(K−1
X ) ∼= g∗(Ak−1).

Since OS(Rg) ∼= OS(Rπ), their degrees coincide and since deg(L) 6= 0 it follows that
m = 1, which is a contradiction. Therefore, Prym(S,C) = ker(NmS/C).

Conversely, suppose (E, φ) is a SLn-Higgs bundle with smooth spectral curve π : S →
C, then, by the spectral curve correspondence, (E, φ) corresponds to the holomorphic
line bundle A(R) → S where A := ker(λ − φ) and R denotes the ramification divisor of
π : S → C. Then the same argument as before shows that

NmS/C(A(R)) ∼= Ln(n−1)/2,

which belongs to a torsor of Prym(S,C). Since S is smooth the same argument as in
Lemma 4.5.2 and Lemma 4.5.3 shows the assignments are still mutual inverses. Therefore,
we have established the SLn-spectral curve correspondence.

Theorem 4.7.3 (SLn-Spectral Curve Correspondence). Isomorphism classes of SLn-
Higgs bundles with smooth spectral curve π : S → C are in one-to-one correspondence
with a torsor of the abelian variety Prym(S,C).

Now, we will apply the SLn-spectral curve correspondence to classify the generic fibres
of the SLn-Hitchin fibration, which we now introduce. First, letMSLn denote the moduli
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space of stable SLn-Higgs bundles. Note that for a SLn-Higgs bundle (E, φ) the determi-
nant bundle is trivial, i.e., ∧nE ∼= OC . Therefore, deg(E) = 0 and thus, MSLn ⊂Mn,0.

In the case of SLn-Higgs bundles, it is well-known that the coefficients of the charac-
teristic polynomial in (4.16) form a homogeneous basis for the invariant polynomials for
the Lie algebra sln. Thus, the SLn-Hitchin fibration is the map

h :MSLn →
⊕
i=2

H0(C,Li)

defined by
h(E, φ) = (a2, . . . , an).

where
det(λ− φ) = λn + a2λ

n−2 + · · ·+ an.

Similar to the GLn-case, the SLn-Hitchin fibration is surjective.

4.7.2 Dimension of An-Hitchin base

Notice that the An-Hitchin base is the GLn-Hitchin base without H0(C,L). Recall that
h0(C,Li) = i deg(L) + 1− g for every i > 1 where we assume that deg(L) ≥ 2g. Thus,

n∑
i=2

h0(C,Li) =
n∑
i=2

(i deg(L) + 1− g),

i.e.,

dim
n⊕
i=2

H0(C,Li) = deg(L)

(
n(n+ 1)

2
− 1

)
+ (n− 1)(1− g). (4.18)

We may also compute the dimension of the Hitchin base for L = KC , and since there
is no H0(C,L) it suffices to enter deg(L) = 2g − 2 into (4.18). By substituting and
simplifying it follows that

dim
n⊕
i=2

H0(C,Ki
C) = (n2 − 1)(g − 1)

4.7.3 Generic Fibres of SLn-Hitchin fibration

Using the SLn-spectral curve correspondence, we will compute the generic fibres of the
SLn-Hitchin fibration.

Theorem 4.7.4. The generic fibres of the SLn-Hitchin fibration

h :MSLn →
n⊕
i=2

H0(C,Li)

are torsors of a Prym variety.
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Proof. By Lemma 4.7.1 the generic points in
⊕n

i=2 H0(C,Li) are precisely the points cor-
responding to smooth spectral curves. Hence, the fibre at a generic element that defines
smooth spectral curve π : S → C is precisely isomorphism classes of stable SLn-Higgs
bundles with smooth spectral curve S. By Lemma 4.3.15 each Higgs bundle with spectral
curve S is stable. Finally, by the SLn-spectral curve correspondence, the isomorphism
classes of SLn-Higgs bundles with smooth spectral curve S are in one-to-one correspon-
dence with a torsor Prym(S,C).

4.7.4 Dimension of Generic fibre of SLn-Hitchin Fibration

Let π : S → C be a smooth SLn-spectral curve. The spectral curve corresponds to a
generic fibre of the SLn-Hitchin fibration that is a torsor of Prym(S,C). Thus, the dimen-
sion of each generic fibre when viewed as an algebraic variety is equal to dim Prym(S,C).
Recall that dim Prym(S,C) = g(S)− g. We have computed g(S) in (4.14), and thus,

dim Prym(S,C) = (n− 1)(g − 1) +
n(n− 1)

2
deg(L). (4.19)

Now, setting L = KC it follows that

dim Prym(S,C) = (n2 − 1)(g − 1).

4.7.5 PGLn-Higgs bundles and PGLn-Hitchin Fibration

The group PGLn does not have a canonical embedding into GLn. Hence, before defining
PGLn-Higgs bundles, we will prove that every PGLn-bundle over the compact Riemann
surface C lifts to a GLn-bundle over C.

Lemma 4.7.5. Every PGLn-bundle over C lifts to a GLn-bundle over C.

Proof. Consider the short exact sequence of groups

1→ C∗ → GLn
pr−→ PGLn → 1. (4.20)

Let U = {Ui} be an open cover of C, and let {gij} be a holomorphic 1-cocycle valued in
PGLn, i.e., gij : Ui ∩Uj → PGLn such that g−1

ij = gji and gijgjk = gik. For each gij choose
holomorphic lifts g̃ij to GLn, i.e., g̃ij : Ui ∩Uj → GLn such that pr(g̃ij) = gij. Notice that
pr(g̃ij g̃jk) = gik, hence

g̃ij g̃jk = cijkg̃ik

for some cijk ∈ C∗. Since C∗ is a central extension of groups in (4.20) it follows that cijk
defines a 2-cocycle valued in C∗. From the standard exponential sequence

0→ Z→ OC → O∗C → 0



96 Chapter 4. Classification of Generic Fibres of GLn and type An Hitchin Fibration

passing to the long exact sequence in sheaf cohomology gives

· · · → H2(C,OC)→ H2(C,O∗C)→ H3(C,Z)→ · · ·

By the Dolbeault isomorphism theorem

H2(C,OC) ∼= H0,2

∂
(C) = 0

since C is a Riemann surface. Moreover, H3(C,Z) = 0, and thus, H2(C,O∗C) = 0. There-
fore, the 2-cocycle cijk is a 2-coboundary so cijk = cijc

−1
ik cjk for some holomorphic 1-cocycle

{cij} valued in C∗. Setting g′ij = c−1
ij g̃ij it follows that g′ij defines a holomorphic 1-cocycle

valued in GLn. Moreover, since pr(g′ij) = gij the result follows.

Remark 4.7.6. For an arbitrary complex manifold X, it is not necessarily true that a
PGLn bundle lifts to a GLn bundle.

From the short exact sequence of groups in (4.20), we may pass to their corresponding
sheaves. Then, pushing out to sheaf cohomology gives

0→ H1(C,O∗C)→ H1(C,OC(GLn))→ H1(C,OC(PGLn))→ · · ·

By Lemma 4.7.5 every PGLn bundle lifts to a GLn bundle, hence the sequence becomes

0→ H1(C,O∗C)→ H1(C,OC(GLn))→ H1(C,OC(PGLn))→ 0.

Therefore, the lift is unique, modulo twisting by a holomorphic line bundle over C. Now,
we may define PGLn-Higgs bundles.

Definition 4.7.7. A PGLn-Higgs bundle is a class of GLn-Higgs bundle (E, φ) where
trφ = 0 defined up to the equivalence relation (E, φ) ∼ (E ⊗ B, φ ⊗ idB) where B → C
is a holomorphic line bundle.

Let [(E, φ)] be a given PGLn-Higgs bundle. Since we define the Higgs field up to
twisting by the identity, it is clear that the characteristic polynomial remains unchanged,
i.e. char(φ) = char(φ⊗ id). Thus, the notion of a spectral curve associated with [(E, φ)]
is well-defined. By Lemma 4.7.1 generic spectral curves are smooth, hence suppose (E, φ)
has smooth spectral curve π : S → C. By the spectral curve correspondence (E, φ)
corresponds to a holomorphic line bundle N → S. Let B → C be a holomorphic line
bundle, then by the projection formula

π∗(N ⊗ π∗(B)) ∼= π∗(N)⊗B ∼= E ⊗B. (4.21)

Therefore, when identifying (E, φ) ∼ (E⊗B, φ⊗ idB) we identify N ∼ N ⊗π∗(B), which
established the PGLn-Hitchin fibration.
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Theorem 4.7.8 (PGLn-spectral curve correspondence). Isomorphism classes of PGLn
Higgs bundles with smooth spectral curve π : S → C are in one-to-one correspondence
with Pic(S)/π∗ Pic(C).

To understand the PGLn-Hitchin fibration notice that pgln
∼= sln. Hence, analogous to

the SLn case, the coefficients in the characteristic polynomial form a homogeneous basis
for the invariant polynomials of pgln. Therefore, the PGLn-hitchin fibration is the map

h :MPGLn →
n⊕
i=2

H0(C,Li)

defined by
h([E, φ]) = (a2, . . . , an).

Since a generic point in
⊕n

i=2 H0(C,Li) defines a smooth spectral curve, we will use the
PGLn-spectral curve correspondence to classify the generic fibres of the PGLn-Hitchin
fibration. Before providing the classification we will study Pic(S)/π∗ Pic(C) where π :
S → C is a smooth spectral curve defined by

p(λ) = λn + a2λ
n−2 + · · ·+ an.

Lemma 4.7.9. The group Pic(S)/π∗ Pic(C) is precisely n copies of the algebraic variety
Jac(S)/π∗ Jac(C).

Proof. Consider the following commutative diagram

0 0 0

0 Jac(S)/π∗ Jac(C) Pic(S)/π∗ Pic(C) Zn 0

0 Jac(S) Pic(S) Z 0

0 Jac(C) Pic(C) Z 0

0 0 0

pr pr

deg

mod n

π∗ π∗

deg

n

Each column is exact and the bottom two rows are exact so by the nine lemma the first
row is exact, which implies the result.

Lemma 4.7.10. The algebraic variety Jac(S)/π∗ Jac(C) is isomorphic to the abelian
variety Prym(S,C)∨.
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Proof. Since ker(NmS/C) = Prym(S,C) consider the short exact sequence

0→ Prym(S,C)→ Jac(S)
NmS/C−−−−→ Jac(C)→ 0.

Dualising the short exact sequence and identifying Jac(S) ∼= Alb(S), Jac(C) ∼= Alb(C),
and Nm∨S/C = π∗ gives the short exact sequence

0→ Jac(C)
π∗−→ Jac(S)→ Prym(S,C)∨ → 0.

The result immediately follows.

Theorem 4.7.11. The generic fibres of the PGLn-Hitchin fibration

hPGLn :MPGLn →
n⊕
i=2

H0(C,Li)

are comprised of n-copies of the abelian variety Prym(S,C)∨.

Proof. Recall that the generic points in
⊕n

i=2 H0(C,Li) are precisely the points corre-
sponding to the smooth spectral curves. Hence, the fibre at a generic element that
defines smooth spectral curve π : S → C is precisely isomorphism classes of PGLn-
Higgs bundles with smooth spectral curve S. By the PGLn-spectral curve correspon-
dence, the isomorphism classes of Higgs bundles with smooth spectral curve S is in
one-to-one correspondence with Pic(S)/π∗ Pic(C). However, by Lemma 4.7.9 the group
Pic(S)/π∗ Pic(C) is precisely n-copies of Jac(S)/π∗ Jac(C). Moreover, by Lemma 4.7.10,
Jac(S)/π∗ Jac(C) ∼= Prym(S,C)∨. Therefore, generic fibres of the PGLn-Hitchin fibration
are comprised of n-copies of Prym(S,C)∨.

The classification of the generic fibres of the SLn-Hitchin fibration and PGLn-Hitchin
fibration demonstrate the duality in the Hitchin system since the abelian varieties are
dual. Since an abelian variety has the same dimension as its dual the dimension of each
component of each generic fibre is given by (4.19). One may notice that a generic fibre
in the SLn-Hitchin fibration has one connected component whereas a generic fibre in the
PGLn-Hitchin fibration has n-connected component. The difference in the number of
connected components may be explained via gerbes where in particular the SLn fibre has
n gerbes each of which correspond to a connected component in the PGLn fibre. We will
not investigate this further, however the reader may consult [HT03] for more details.



Chapter 5

Type Bn and Cn Higgs bundles and
Hitchin Fibration

Upon realising the classification of the generic fibres of the SO2n+1 Hitchin fibration was
incorrect, Hitchin corrected the computation in [Hit07] and subsequently realised Lang-
lands duality between the generic fibres of the Sp2n and SO2n+1 Hitchin fibrations. In the
correction, Hitchin resorted to sophisticated techniques, extension classes, and intrinsic
properties of the canonical bundle.

In this chapter, we compute the generic fibres of the Sp2n and SO2n+1 Hitchin fibrations
for a basepoint-free positive degree holomorphic line bundle. Similar to the GLn case,
generic spectral curves are smooth for Sp2n. Since Sp2n is a closed subgroup of GL2n, we
may apply the GL2n-spectral curve correspondence to obtain a holomorphic line bundle on
the smooth spectral curve and deduce further structure on the line bundle induced by Sp2n.
The generic fibres of the Sp2n Hitchin fibration are torsors of a Prym variety. In contrast
to Sp2n, generic spectral curves for SO2n+1 are not smooth. However, a generic SO2n+1

spectral curve canonically defines a smooth Sp2n spectral curve, which allows us to use the
Sp2n computation. To pass to the Sp2n computation, we give an explicit correspondence
between SO2n+1 Higgs bundles and Sp2n Higgs bundles. The main obstacle in establishing
the correspondence is the singularities in the SO2n+1 spectral curve. Instead of resorting
to extension classes and high-powered machinery, we follow the ideas in [BS19] and give
a Hecke modification of the SO2n+1 bundle and resort to explicit local computations. For
details about the concept of a Hecke modification, the reader may consult [Kam11, KW07].
Essentially, we modify a holomorphic vector bundle locally about a point to obtain a new
vector bundle, and we achieve this by identifying the vector bundle with a particular
sheaf.

After establishing the correspondence, we prove that at the level of the generic fibres,
this amounts to passing from the Prym variety in the Sp2n to its dual Prym variety,
which realises Langlands duality in the Hitchin fibration between Sp2n and SO2n+1 since
LSp2n

∼= SO2n+1. For proof that LSp2n
∼= SO2n+1 see Appendix A.
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5.1 Sp2n-Higgs bundles and Sp2n-spectral curve corre-

spondence

Throughout this chapter fix a compact Riemann surfaces C with genus g ≥ 2. Let L→ C
be a fixed basepoint-free holomorphic line bundle with positive degree, and let Y denote
the total space of L. Also, in this section, powers of line bundles represent tensor product
and not direct sum.

Principal Sp2n-bundles over C correspond to rank 2n-holomorphic vector bundles over
C equipped with a symplectic form. Hence, Sp2n-Higgs bundles are triples (E, φ, ω) where
E → C is a rank 2n-holomorphic vector bundle, φ : E → L⊗ E is a holomorphic vector
bundle homomorphism, and ω : E ⊗ E → OC is a symplectic form such that

ω(φv, w) + ω(v, φw) = 0. (5.1)

Recall that the eigenvalues of a Higgs field are generically distinct. Hence, to understand
the characteristic polynomial of φ : E → L⊗ E let A ∈ sp2n have distinct eigenvalues λi
with corresponding eigenvectors vi ∈ C2n. Then,

λiω(vi, vj) = ω(Avi, vj) = −λjω(vi, vj).

Hence,

(λi + λj)ω(vi, vj) = 0. (5.2)

Therefore, by (5.2) we see λi = −λj or ω(vi, vj) = 0. Since ω is non-degenerate it fol-
lows that eigenvalues occur in opposite pairs, i.e., if λi is an eigenvalue, then −λi is an
eigenvalue too. Thus, the characteristic polynomial of A has the form

det(x− A) = x2n + a2x
2n−2 + · · ·+ a2n.

Moreover, it is well-known that the polynomials a2, . . . , a2n forms a homogeneous basis
for the invariant polynomials of sp2n. Therefore, the characteristic polynomial for φ pulled
back to Y has the form

det(λ− φ) = λ2n + a2λ
2n−2 + · · ·+ a2n (5.3)

where a2i ∈ H0(C,L2i) for i = 1, . . . , n. Observe that a spectral curve defined by an
equation as in (5.3) possesses a canonical involution σ(λ) = −λ. Now we will prove
smooth symplectic spectral curves exist, i.e., spectral curves defined by polynomials of
the form in (5.3).

Lemma 5.1.1. Generic symplectic spectral curves are smooth.
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Proof. Consider sections of the line bundle L2n over Y of the form:

s = λ2n + a2λ
2n−2 + · · ·+ a2n

where a2i ∈ H0(C,L2i) for i = 1, . . . , n. Allowing the a2i to vary the zero set of s forms
a linear system of divisors on Y . Since λ2n belongs to the system, a basepoint of the
system necessarily belongs to the zero section λ = 0. Then, a basepoint of the system is a
basepoint for L2n over C. However, L2n over C is basepoint-free, and thus, the base locus
of the system is empty. Therefore, by Bertini’s theorem, a generic divisor of the system
is smooth, i.e., generic symplectic spectral curves are smooth.

Fix a Sp2n-Higgs bundle (E, φ, ω) with smooth spectral curve π : S → C with involu-
tion σ(λ) = −λ. Ignoring the symplectic structure, by the GL2n-spectral curve correspon-
dence (E, φ) corresponds, up to isomorphism, to a holomorphic line bundle N → S such
that (E, φ) ∼= (π∗N, π∗λ) where λ : N → π∗(L)⊗N is the tautological section. Now, we
will deduce further structure on N using the symplectic form ω : E ⊗ E → OC .

Lemma 5.1.2. Under the GL2n-spectral curve correspondence the Higgs bundle (E,−φ)
corresponds to σ∗(N).

Proof. The Higgs bundle (E ′, φ′) over C where E ′ = π∗(σ
∗(N)) and φ′ is induced by the

tautological section λ : σ∗(N) → π∗(L) ⊗ σ∗(N) corresponds to σ∗(N). Thus, it suffices
to prove (E,−φ) ∼= (E ′, φ′). Let U ⊂ C be a given open subset, then

π∗(E)(U) = N (π−1(U)),

likewise
π∗(E ′)(U) = σ∗(N )(π−1(U)).

Since σ preserves π−1(U), there is a canonical isomorphism of sections

N (π−1(U)) 3 s 7→ σ∗s ∈ σ∗(N )(π−1(U)). (5.4)

Since σ(λ) = −λ it is clear that

σ∗λ(s) = −λσ∗(s) (5.5)

for every s ∈ σ∗(N )(π−1(U)). Equation (5.4) shows that E ∼= E ′ and (5.5) shows that the
isomorphism commutes with the Higgs fields. Therefore, (E,−φ) ∼= (E ′, φ′).

Consider also the definition of the dual Higgs bundle and its correspondence under the
GL2n-spectral curve correspondence.

Definition 5.1.3. The dual Higgs bundle of (E, φ, ω) is the pair (E∗, φ∗) where E∗ denotes
the dual holomorphic vector bundle and φ∗ : E∗ → L⊗ E∗ denotes the transpose of φ.
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Lemma 5.1.4. Under the GL2n spectral curve correspondence the Higgs bundle (E∗, φ∗)
corresponds to N∗(R) where R denotes the ramification divisor of π : S → C.

Proof. The Higgs bundle (E ′, φ′) over C where E ′ = π∗(N
∗(R)) and φ′ is induced by the

tautological section λ : N∗(R)→ π∗(L)⊗N∗(R) corresponds to N∗(R). Thus, it suffices
to prove (E∗, φ∗) ∼= (E ′, φ). Recall from relative duality that there is a non-degenerate
pairing

( , ) : E ⊗ E ′ → OC
defined by

(a, b) = TrS/C(a⊗ b).

Hence, there is an induced isomorphism E ′ ∼= E∗. Let U ⊂ C be a given open subset
of C. Let a ∈ N (π−1(U)) and b ∈ (N ∗(R))(π−1(U)). Let ã ∈ E(U) be the section of E
corresponding to a under the isomorphism E ∼= π∗(N). Then, notice that φã = λa and
φ′b = λb. Therefore,

(φã, b) = TrS/C((λa)⊗ b) = TrS/C(a⊗ (λb)) = (a, φ′b).

Thus, the isomorphism E ′ ∼= E∗ from relative duality commutes with the Higgs fields,
i.e., (E∗, φ∗) ∼= (E ′, φ′).

Since the symplectic form ω : E ⊗ E → OC is non-degenerate, there is an induced
isomorphism E ∼= E∗. Moreover, from (5.1) it follows that ω induces an isomorphism
(E,−φ) ∼= (E∗, φ∗). By Lemma 5.1.2 the Higgs bundle (E,−φ) corresponds to σ∗(N),
and by Lemma 5.1.4 the Higgs bundle (E∗, φ∗) corresponds to N∗(R). Therefore, the
symplectic form induces an isomorphism

θ : σ∗(N)→ N∗(R), (5.6)

or, equivalently, a global nowhere vanishing section of σ∗(N∗) ⊗ N∗(R). Therefore, we
have established one direction in the desired correspondence.

Proposition 5.1.5. Let (E, φ, ω) be a Sp2n-Higgs bundle with smooth spectral curve π :
S → C and canonical involution σ(λ) = −λ. Suppose that under the GL2n-spectral curve
correspondence the Higgs bundle (E, φ) corresponds to the holomorphic line bundle N →
S. Then, the symplectic form ω : E ⊗ E → OC induces an isomorphism θ : σ∗(N) →
N∗(R) where R denotes the ramification divisor of π : S → C. Equivalently, ω induces a
nowhere vanishing section θ of σ∗(N∗)⊗N∗(R).

Remark 5.1.6. Since S is a compact Riemann surface, the isomorphism θ : σ∗(N) →
N∗(R) is unique up to scale and moreover, scaling ω : E⊗E → OC scales the isomorphism
θ accordingly.
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We will now derive the opposite assignment in the desired correspondence. Let M → S
be a holomorphic line bundle equipped with an isomorphism τ : σ∗(M)→M∗(R). Then,
(V, ξ) = (π∗M,π∗λ) defines a GL2n-Higgs bundle over C. Now, we define a bilinear form
µ : V ⊗ V → OC as follows: let U ⊂ C be a given open subset, then for given sections
x, y ∈ OS(M)(π−1(U)) we define

µ(a, b) = TrS/C(a⊗ τσ∗b). (5.7)

The pairing on the right-hand side in (5.7) is precisely the pairing form relative duality,
hence µ is OC-bilinear. Since τ is nowhere vanishing it follows that µ : V ⊗ V → OC is
non-degenerate.

Lemma 5.1.7. The bilinear form µ : V ⊗V → OC defined in (5.7) is compatible with the
Higgs field ξ : V → L⊗ V.

Proof. Let a, b ∈ OS(M)(π−1(U)) be given sections. By definition, ξa = λa and ξb = λb.
Recall from (5.5) that λσ∗ = −σ∗λ. Hence,

µ(ξa, b) = TrS/C((λa)⊗ (τσ∗b)) = −TrS/C(a⊗ (τσ∗λb)) = −µ(a, ξb).

Consider the following lemma that shows there is a canonical lift of σ to σ∗(M∗) ⊗
M∗(R).

Lemma 5.1.8. There is a canonical lift σ̂∗ of the involution σ to σ∗(M∗)⊗M∗(R).

Proof. By definition σ∗(M∗) ⊗M∗(R) ∼= σ∗(M∗) ⊗M∗ ⊗ OS(R). Moreover, by Lemma
4.3.14 there is a canonical isomorphism OS(R) ∼= π∗(L2n−1). Let p ∈ S be a given point.
By definition π(σ(p)) = π(p), and it follows that

σ∗(π∗(L2n−1))p = π∗(L2n−1)p.

Therefore, σ lifts toOS(R) as the identity. For σ∗(M∗)⊗M∗ there is a canonical involution
defined by

M∗
σ(p) ⊗M∗

p 3 (a, b) 7→ (b, a) ∈M∗
p ⊗M∗

σ(p). (5.8)

Combining (5.8) with the identity on OS(R) defines the lift of σ denoted σ̂∗, which is an
involution by construction.

The trace map TrS/C is defined fibrewise, and σ permutes the fibres so it is clear that
TrS/C(σ∗s) = TrS/C(s). To determine a necessary and sufficient condition for µ to be
skew-symmetric notice that

µ(b, a) = TrS/C σ
∗(b⊗ τσ∗a) = TrS/C(σ∗b⊗ σ̂∗τa) = TrS/C(a⊗ σ̂∗τσ∗b). (5.9)

By (5.9) we see µ : E⊗E → OC is skew-symmetric if and only if σ̂∗(τ) = −τ. Fortunately,
over a compact Riemann surface this condition is immediate.
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Lemma 5.1.9. Every nowhere vanishing section f of σ∗(M∗)⊗M∗(R) satisfies

σ̂∗(f) = −f.

Proof. Let f be a nowhere vanishing section of σ∗(M∗) ⊗M∗(R). Since S is a compact
Riemann surface the section is unique up to scale. Hence, σ̂∗(f) = uf for some u ∈ C.
Since σ̂∗ is an involution it follows that u = ±1. Notice that the fixed points of σ are
precisely when λ = 0 and a2n := det(φ) vanishes. Since deg(L) > 0 implies deg(L2n) > 0
it is clear that a2n vanishes and thus, fixed points of σ exist. Let p ∈ S be a fixed point
of σ. Then, σ̂∗(p)f(p) = εf(p) for some ε ∈ C and moreover,

uf(p) = (σ̂∗f)(p) = εf(p).

Since f is nowhere vanishing it follows that ε = u. Thus, it suffices to prove ε = −1. Since
σ(λ) = −λ we may choose local coordinate w centred at p such that σ(w) = −w from
which it follows that ε = −1.

Therefore, σ̂∗(τ) = −τ and consequently, (V, ξ, µ) defines a Sp2n-Higgs bundle with
spectral curve π : S → C. Thus, we have established the second direction in the corre-
spondence.

Proposition 5.1.10. Suppose π : S → C is a smooth symplectic spectral curve with
involution σ(λ) = −λ. Let M → S be a holomorphic line bundle equipped with an
isomorphism τ : σ∗(M) → M∗(R). Then, under the GL2n-spectral curve correspondence,
the Higgs bundle (V, ξ) = (π∗M,π∗λ) corresponds to M . Moreover, the isomorphism τ
defines a symplectic form µ : V ⊗ V → OC compatible with ξ : V → L⊗ V by

µ(a, b) = TrS/C(a⊗ τσ∗b).

In particular, the triple (V, ξ, µ) defines a Sp2n-Higgs bundle.

Of course, the symplectic form µ : V ⊗V → OC depends on the isomorphism τ, which
is unique up to scale. Suppose instead we choose the isomorphism cτ : σ∗(M)→ M∗(R)
and let µ′ : V ⊗ V → OC be the corresponding symplectic form. Then, see that

µ′(a, b) = TrS/C(a⊗ (cτ)σ∗b) = cTrS/C(a⊗ τσ∗b) = cµ(a, b),

that is, µ′ = cµ. Choosing a holomorphic square root c1/2 of c clearly defines a vector
bundle isomorphism c1/2 : V → V. Moreover, since the Higgs field ξ is a homomorphism
we see c1/2ξ = ξc1/2. Also, since µ is OC-bilinear we see

µ′(a, b) = µ(c1/2a, c1/2b).

Therefore, c1/2 induces an isomorphism (V, ξ, µ) ∼= (V, ξ, µ′). Thus, the construction in
Proposition 5.1.10 is independent of choice of isomorphism τ : σ∗(M)→M∗(R).
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Since the construction in Proposition 5.1.5 is independent of scaling the symplectic
form, it follows by the GL2n-spectral curve correspondence that the assignments in Propo-
sition 5.1.5 and Proposition 5.1.10 are mutual inverses. In summary, we have established
the following one-to-one correspondence.

Theorem 5.1.11. There is a one-to-one correspondence between Sp2n-Higgs bundles
(E, φ, ω) with smooth spectral curve π : S → C and holomorphic line bundles N → S
such that σ∗(N) ∼= N∗(R) where σ : S → S denotes the canonical involution and R
denotes the ramification divisor of π : S → C.

We now study the set of holomorphic line bundles N → S such that σ∗(N) ∼= N∗(R).
Since σ : S → S is an involution, the group generated by σ is finite and trivially defines
a properly discontinuous action. Thus, T := S/σ defines a compact Riemann surface.
We can see explicitly that T defines a spectral curve. Namely, T is the zero locus of the
following polynomial:

ηn + a1η
n−1 + · · ·+ an.

Here, η denotes the tautological section of L2 and ai := a2i from the polynomial defining
S. Thus, T defines a smooth spectral curve.

There is a canonical double cover p : S → T given by projection. Notice that p is
branched precisely when σ has fixed points. Recall from the proof of Lemma 5.1.9 that
σ has fixed points, and thus, p : S → T is a branched double cover. Now, π : S → C
factorises through T via.

S T

C

p

π
q (5.10)

Lemma 5.1.12. The pullback map p∗ : Pic(T )→ Pic(S) is injective.

Proof. Recall from Proposition 3.5.9 that p∗ is not injective if and only if p factorises
through a cyclic étale covering of degree at least 2. Since p is a double cover, p factorises
through a cyclic étale covering of degree at least 2 if and only if p is étale. However, p is
branched and not étale.

Corollary 5.1.13. The kernel of NmS/T : Pic(S)→ Pic(T ) is connected, i.e.,

ker(NmS/T ) = Prym(S, T ).

Lemma 5.1.14. Let A→ S be a holomorphic line bundle. Then,

p∗(NmS/T (A)) ∼= A⊗ σ∗(A).



106 Chapter 5. Type Bn and Cn Higgs bundles and Hitchin Fibration

Proof. It suffices to prove the isomorphism for point divisors. Let x be a point divisor in
S. Since σ : S → S is a biholomorphism, the pullback σ∗ preserves degrees, so since σ
is an involution it is clear that σ∗(x) = σ(x). Hence, x + σ∗(x) = x + σ(x). Since p is a
double cover and p(x) = p(σ(x)) it follows that

p∗(NmS/T (x)) = p∗(p(x)) = x+ σ(x).

Therefore, p∗(NmS/T (x)) = x+ σ∗(x).

Proposition 5.1.15. The set of holomorphic line bundles N → S such that σ∗(N) ∼=
N∗(R) is a torsor of the abelian variety Prym(S, T ).

Proof. By Lemma 5.1.14 we see p∗(NmS/T (N)) ∼= N ⊗ σ∗(N). Since σ∗(N) ∼= N∗(R) it
follows that

p∗(NmS/T (N)) ∼= OS(R).

Recall from Lemma 4.3.14 thatOS(R) ∼= π∗(L2n−1). From (5.10) it follows that π∗(L2n−1) ∼=
p∗q∗(L2n−1), hence

p∗(NmS/T (N)) ∼= p∗(q∗(L2n−1)).

By Lemma 5.1.12 the pullback p∗ is injective, and thus,

NmS/T (N) ∼= q∗(L2n−1).

Since NmS/T is surjective, we may choose a holomorphic line bundle M → S such that
NmS/T (M) = q∗(L2n−1). Then N ∼= U ⊗M for some holomorphic line bundle U → S,
and it follows that NmS/T (U) ∼= OS, which proves the result.

In summary, we have established the Sp2n-spectral curve correspondence.

Theorem 5.1.16 (Sp2n-spectral curve correspondence). Isomorphism classes of Sp2n-
Higgs bundles with smooth spectral curve π : S → C is a torsor of the abelian variety
Prym(S, T ) where T := S/σ and σ : S → S denotes the canonical involution.

5.2 Sp2n-Hitchin Fibration

Let (E, φ, ω) be a Sp2n- Higgs bundle. Recall that the characteristic polynomial over Y
takes the form

det(λ− φ) = λ2n + a2λ
2n−2 + · · ·+ a2n (5.11)

where a2i ∈ H0(C,L2i) for i = 1, . . . , n. It is well known that the coefficients of the
characteristic polynomial forms a homogeneous basis for the invariant polynomials of
sp2n. Therefore, the Sp2n-Hitchin fibration is the map

h :MSp2n
→

n⊕
i=1

H0(C,L2i)
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defined by
h(E, φ, ω) = (a2, . . . , a2n).

Similar to the previous cases, the Sp2n-Hitchin fibration is surjective.

5.2.1 Dimension of Cn Hitchin Base

Again we assume deg(L) ≥ 2g so that H1(C,L2i) = 0 for i = 1, . . . , n. Now, by the
Riemann-Roch theorem

h0(C,L2i) = 2i deg(L) + 1− g.
Thus,

n∑
i=1

h0(C,L2i) =
n∑
i=1

(2i deg(L) + 1− g).

By simplifying the right-hand-side it follows that

dim
n⊕
i=1

H0(C,L2i) = n(n+ 1) deg(L) + n(1− g). (5.12)

Now, notice that H1(C,K2i
C ) = 0, and thus, to compute the dimension of the Cn

Hitchin base for when L = KC we may substitute deg(L) = 2g − 2 into (5.12). Hence,

dim
n⊕
i=1

H0(C,K2i
C ) = n(2n+ 1)(g − 1).

5.2.2 Computing Generic Fibres of Sp2n-Hitchin Fibration

A point in
⊕n

i=1 H0(C,L2i) canonically defines a symplectic spectral curve. By Lemma
5.1.1 generic symplectic spectral curves are smooth. Hence, we may use the Sp2n-spectral
curve correspondence to classify the generic fibres of the Sp2n-Hitchin fibration.

Theorem 5.2.1. The generic fibres of the Sp2n-Hitchin fibration

h :MSp2n
→

n⊕
i=1

H0(C,L2i)

are torsors of Prym varieties.

Proof. Let (a2, . . . , a2n) ∈
⊕n

i=1 H0(C,L2i) be a generic point. Recall that the correspond-
ing spectral curve π : S → C is smooth and possesses a canonical involution σ(λ) = −λ.
Therefore, h−1(a2, . . . , a2n) ⊂ MSp2n

are the isomorphism classes of Sp2n-Higgs bundles
with smooth spectral curve S. By the Sp2n-spectral curve correspondence, h−1(a2, . . . , a2n)
is in one-to-one correspondence with a torsor of Prym(S, S/σ).
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5.2.3 Dimension of Generic Fibres of Sp2n-Hitchin Fibration

Let π : S → C be a smooth Sp2n-spectral curve with canonical involution σ. The
spectral curve corresponds to a generic fibre of the Sp2n-Hitchin fibration that is a torsor
of Prym(S, S/σ). Thus, the dimension of fibre viewed as an algebraic variety is equal to
dim Prym(S, S/σ). Recall that dim Prym(S,C) = g(S) − g(S/σ). Now, π : S → C is a
2n-branched cover and moreover OS(R) ∼= π∗(L2n−1). Thus, by Riemann-Hurwitz

2g(S)− 2 = 2n(2g − 2) + 2n(2n− 1) deg(L).

Solving for g(S) gives

g(S) = 2n(g − 1) + n(2n− 1) deg(L) + 1. (5.13)

Now, the the projection map pr : S → S/σ is a degree 2 branched with precisely 2n deg(L)
ramification points each with ramification index 2. Therefore, by Riemann-Hurwitz

2g(S)− 2 = 2(2g(S/σ)− 2) + 2n deg(L)

where g(S/σ) denotes the genus of S/σ. Solving for g(S/σ) and substituting (5.13) into
g(S) gives

g(S/σ) = n(g − 1) + n(n− 1) deg(L) + 1.

Thus, taking by taking the difference g(S)− g(S/σ)

dim Prym(S, S/σ) = n(g − 1) + n2 deg(L).

Setting L = KC gives

dim Prym(S, S/σ) = n(2n+ 1)(g − 1).

5.3 SO2n+1-Higgs Bundles and SO2n+1-Spectral Curve

Correspondence

Principal SO2n+1-bundles over C correspond to rank (2n+ 1)-holomorphic vector bundles
over C equipped with an OC-bilinear, symmetric, non-degenerate form. Hence, SO2n+1-
Higgs bundles are triples (V, φ, ω) where V → C is a rank (2n + 1)-holomorphic vector
bundle, φ : V → L⊗V is a holomorphic vector bundle homomorphism, and Q : V ⊗V →
OC is an OC-bilinear, symmetric, non-degenerate form such that

Q(φv, w) +Q(v, φw) = 0. (5.14)
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The same argument as the Sp2n case shows that generically the eigenvalues are distinct
where the non-zero eigenvalues occur in opposite pairs and 0 is an eigenvalue. Therefore,
the characteristic polynomial of φ is of the form

det(λ− φ) = λ(λ2n + a2λ
2n−2 + · · ·+ a2n)

where a2i ∈ H0(C,L2i). Notice that p(λ) := λ2n+a2λ
2n−2 + · · ·+a2n is of the form in (5.3)

and defines a symplectic spectral curve. Hence, we may choose a2i such that p(λ) defines
a smooth symplectic spectral curve π : S → C. The spectral curve comes equipped with
a canonical involution σ : S → S defined by σ(λ) = −λ.

Since deg(L) > 0 the section a2n vanishes somewhere, hence the spectral curve defined
by (V, φ,Q) is not smooth with singularities at λ = 0 and a2n = 0. To classify generic
SO2n+1-spectral curves we will use the zero eigenbundle to establish a correspondence
to generic Sp2n-spectral curves along with extra spectral data. The correspondence is
straightforward away from the singularities of the SO2n+1-spectral curve and we will first
establish the correspondence in the matrix case, then extend the correspondence to the
open Riemann surface C \ D where D = (a2n). Finally, we extend the correspondence
over D by explicit local calculations.

5.3.1 Vector Space Case

Let (V, φ,Q) be a SO2n+1-triple, i.e., V is a complex vector space of dimension 2n + 1,
φ ∈ so(V ), and Q : V ⊗ V → C is a symmetric, non-degenerate, bilinear form. Now,
the eigenvalue λ = 0 has multiplicity one and hence, the nullspace V0 := ker(φ) is one-
dimensional. Thus, the complex vector space E := V/V0 has dimension 2n, and the
endomorphism φ induces an automorphism Φ : E → E defined by

Φ(v + V0) = φ(v) + V0.

To simplify notation we will let v denote a coset in E and use ṽ to denote a representative
of v in V . We define ω : E ⊗ E → C by

ω(v, w) = Q(φ(ṽ), w̃).

Since V0 = ker(φ) and φ ∈ so(V ) it follows easily that ω is well-defined and skew-
symmetric. Moreover, since Q is bilinear it follows that ω is bilinear too. Notice that ω is
non-degenerate. To see this suppose ω(v, w) = 0 for every w ∈ E, then Q(φ(ṽ), w̃) = 0 for
every w̃ ∈ V. Since Q is non-degenerate, φ(ṽ) = 0 and hence, ṽ ∈ V0 so v = 0 in E. Thus,
(E,ω) defines a 2n-dimension complex symplectic vector space. Now, a straightforward
calculation shows Φ ∈ sp(V )

ω(Φ(v), w) = Q(φ(Φ̃(v)), w̃) = Q(φ2(ṽ), w̃) = −Q(φ(ṽ), φ(w̃)) = −ω(v,Φ(w)).

Therefore, (E,Φ, ω) defines a Sp2n-triple establishing the following construction.
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Construction 5.3.1. Suppose (V, φ,Q) is a SO2n+1-triple. Then E := V/ ker(φ) defines
a complex vector space of dimension 2n, and φ induces an automorphism Φ : E → E.
Moreover, the map ω : E ⊗ E → C given by ω(v, w) = Q(φ(ṽ), w̃) defines a symplectic
form and Φ ∈ sp(V ) and thus, (E,Φ, ω) defines a Sp2n-triple.

To establish the reverse construction we will construct a canonical non-zero vector
v0 ∈ V0. Let α ∈ ∧2V ∗ be defined by α(v, w) := Q(φ(v), w). Note α is different that
ω since α is not defined at the level of cosets. The n-th exterior power of α defines an
element αn ∈ ∧2nV ∗. Choose an orthonormal basis e0, . . . , e2n of V ∗ with respect to Q.
Recall that if v and w are eigenvectors with distinct eigenvalues then Q(v, w) 6= 0 if and
only if the eigenvalues are opposite pairs. Hence, in the eigenspace decomposition

V = V0 ⊕ Vλ1 ⊕ V−λ1 ⊕ · · · ⊕ Vλn ⊕ V−λn

the bilinear form Q pairs Vλj and V−λj . Moreover, since the matrix[
0 −λj
λj 0

]
has eigenvalues ±iλj, it follows that α may be represented by

α = iλ1 e
1 ∧ e2 + · · ·+ iλn e

2n−1 ∧ e2n

and hence,
αn = n!inλ1 · · ·λn e1 ∧ · · · ∧ e2n.

The volume form ν := e0∧· · ·∧e2n is by definition SO2n+1-invariant. Contracting the basis
e0, e1, . . . , e2n with respect to Q defines an orthonormal basis e0, . . . , e2n for V , and ej(ei) =
δi
j. It is easy to see that contracting the vector ν over the vector v0 := inλ1 · · ·λn e0 gives

iv0(ν) = inλ1 · · ·λn e1 ∧ · · · ∧ e2n

thus, αn = n!iv0(ν).

Lemma 5.3.2. The vector v0 = inλ1 · · ·λn e1 ∧ · · · ∧ en belongs to the kernel of φ and is
non-zero.

Proof. It is clear that v0 6= 0. Since the volume form ν is SO2n+1-invariant, φ · ν = 0, and
straightforward calculation shows φ · α = 0

(φ · α)(v, w) = −α(φ(v), w)− α(v, φ(w)) = −Q(φ2(v), w)−Q(φ(v), φ(w)) = 0.

It follows by induction that φ · αn = 0, hence φ · iv0(ν) = 0. One can easily verify that

φ · iv0(ν) = iφ(v0)(ν) + iv0(φ · ν)

and it follows that iφ(v0)(ν) = 0. Since ν is non-degenerate, φ(v0) = 0.
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Notice that the induced automorphism Φ has eigenvalues ±λj for j = 1, . . . , n and
hence, the norm of v0 under Q is given by

Q(v0, v0) = Q(inλ1 · · ·λne0, i
nλ1 · · ·λne0) = (−1)nλ2

1 · · ·λ2
n = det(Φ). (5.15)

Now we may give the reverse construction. Suppose (E,Φ, ω) is a Sp2n-triple. We
define a complex vector space V of dimension 2n + 1 by V = E ⊕ C and we define an
endomorphism φ : V → V by φ(v, w) = (Φ(v), 0). Also, using (5.15) we define a symmetric
bilinear form Q : V ⊗ V → C by

Q((v, w), (v, w)) = ω(v,Φ(v)) + w2 det(Φ)

that extends to all points by the polarisation identity. The triple (V, φ,Q) defines a
SO2n+1-triple. To see this notice that since ω is non-degenerate and det(Φ) 6= 0 it follows
that Q is non-degenerate and using the polarisation identity it is straightforward to see
that

Q(φ(v, w), (v′, w′)) = −Q((v, w), φ(v′, w′)).

Construction 5.3.3. Suppose (E,Φ, ω) is a Sp2n-triple. Then V = E ⊕ C defines a
complex vector space of dimension 2n+1 and the φ : V → V defined by φ(v, w) = (Φ(v), 0)
is an endomorphism of V . Moreover, the symmetric bilinear form Q : V ⊗V → C defined
by

Q((v, w), (v, w)) = ω(v,Φ(v)) + w2 det(Φ)

and the polarisation identity is non-degenerate and φ-compatible, i.e., Q(φ(v, w), (v′, w′)) =
−Q((v, w), φ(v′, w)′). Hence, (V, φ,Q) defines a SO2n+1-triple.

Now, we will verify Construction 5.3.1 and Construction 5.3.3 are mutual inverses
providing the desired correspondence.

Lemma 5.3.4. Suppose (V, φ,Q) is a SO2n+1-triple, and let (E,Φ, ω) be the Sp2n-triple
obtained by Construction 5. 3. 1. Then, applying Construction 5. 3. 3 to (E,Φ, ω) recovers
(V, φ,Q).

Proof. Let (V ′, φ′, Q′) be the SO2n+1-triple obtained by applying Consturction 5.3.3 to

(E,Φ, ω). Consider the homomorphism φ̂ : E → V defined by φ̂(v) = φ(ṽ), which is

well-defined. Then, we may define a homomorphism φ : V ′ → V by ψ(v, w) = φ̂(v)+wv0.
Notice that (v, w) ∈ ker(ψ) if and only if φ(ṽ) = −wv0, i.e., φ(ṽ) ∈ V0, hence v = 0 and
w = 0. Thus, ψ is injective and since dim(V ) = dim(V ′) we see that ψ is an isomorphism.

From φ ◦ φ̂ = φ̂ ◦ Φ it is straightforward to see φ ◦ ψ = ψ ◦ φ′. Finally,

Q(ψ(v, w), ψ(v, w)) = Q(φ̂(v) + wv0, φ̂(v) + wv0)

= Q(φ̂(v), φ̂(v)) + w2 det(Φ)

= ω(v,Φ(v)) + w2 det(Φ)

= Q′((v, w), (v, w)).

Therefore, the isomorphism ψ induces an isomorphism (V, φ,Q) ∼= (V ′, φ′, Q′).
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Lemma 5.3.5. Suppose (E,Φ, ω) is a Sp2n-triple, and let (V, φ,Q) be the SO2n+1-triple
obtained by applying Construction 5. 3. 3. Then, applying Construction 5. 3. 1 recovers
(E, φ, ω).

Proof. Let (E ′,Φ′, ω′) be the Sp2n-triple obtained by applying Construction 5.3.1 to
(V,Φ, Q). Since Φ : E → E is an automorphism, the composition

prE ◦φ : E ⊕ C 3 (v, w) 7→ Φ(v) ∈ E

has kernel {(0, w) |w ∈ C} ∼= C. Under this identification it immediately follows that
Φ = Φ′ and ω = ω′ and thus, (E,Φ, ω) ∼= (E ′,Φ′, ω′).

In summary, we have established the desired one-to-one correspondence.

Theorem 5.3.6. There is a natural one-to-one correspondence between SO2n+1-triples
and Sp2n-triples. Explicitly, if (V, φ, ω) is a SO2n+1-triple, then V0 = kerφ is a one-
dimensional subspace of V , hence E = V/V0 defines a complex vector space of dimension
2n. Moreover, the endomorphism φ : V → V induces an automorphism Φ : E → E and
the map ω : E ⊗ E → C given by ω(v, w) = Q(φ(ṽ), w̃) defines a symplectic form on E,
which is Φ-compatible, hence (E,Φ, ω) defines a Sp2n-triple.

Conversely, if (E,Φ, ω) is a Sp2n-triple, then V = E ⊕ C is a complex vector space
of dimension 2n + 1, and the map φ : V → V given by φ(v, w) = (Φ(v), 0) defines an
endomorphism of V . Moreover, the symmetric bilinear form Q : V ⊗ V → C defined by
Q((v, w), (v, w)) = ω(v,Φ(v)) +w2 det(Φ) and the polarisation identity is non-degenerate
and φ-compatible, hence (V, φ,Q) defines a SO2n+1-triple. Further, these constructions
are mutual inverses.

5.3.2 Correspondence Away From Singularities

Recall that a SO2n+1-Higgs bundle (V, φ,Q) has characteristic polynomial of the form

λ(λ2n + a2λ
2n−2 + · · ·+ a2n). (5.16)

Moreover, we choose a2i ∈ H0(C,L2i) such that

p(λ) = λ2n + a2λ
2n−2 + · · ·+ a2n (5.17)

defines a smooth symplectic spectral curve π : S → C. Also, the complex analytic sub-
variety of L defined by λ = 0 is smooth. Thus, the singularities of the spectral curve
defined by (5.16) occur precisely when λ = 0 and a2n = 0. Let D = (a2n), then away from
D the spectral curve defined by (5.16) is smooth. Now, we will generalise the one-to-one
correspondence in Theorem 5.3.6 to SO2n+1-Higgs bundles and Sp2n-Higgs bundles over
the open Riemann surface C0 := C \D with spectral curves defined by (5.16) and (5.17)
respectively.
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The kernel of the sheaf map φ : V → OC(L ⊗ V ) induces a subbundle V0 ⊂ V and
since generically the eigenvalue λ = 0 has multiplicity one, V0 defines a holomorphic line
bundle. Thus, the quotient bundle E := V/V0 defines a rank 2n holomorphic vector
bundle over C. Now, we define ω : E ⊗ E → L by

ω(v, w) = Q(φ(ṽ), w̃)

where ṽ and w̃ are lifts of the sections v and w to V . Note, that E and ω are defined
over all of C. Since φ is a homomorphism and Q is OC-bilinear it follows that ω is OC-
bilinear, and the same calculation as the matrix case shows that ω is skew-symmetric.
Next, we claim that ω is non-degenerate over C0. Suppose y ∈ C0 and ωy(v, w) = 0 for
every w ∈ Ey, i.e., Qy(φy(ṽ), w̃) = 0 for every w̃ ∈ Vy. Since Qy is non-degenerate and
ker(φy) = (V0)y it follows that v = 0, which shows ω is non-degenerate over C0. Finally,
φ : V → L ⊗ V induces a homomorphism Φ : E → L ⊗ E, which is defined over C, and
the same calculation as the matrix case shows ω is Φ-compatible. Therefore, (E,Φ, ω)
defines a Sp2n-Higgs bundle over C0 and by construction the characteristic polynomial of
Φ is given by p(λ).

Construction 5.3.7. Suppose (V, φ,Q) is a generic SO2n+1-Higgs bundle over C whose
characteristic polynomial is given by

λ(λ2n + a2λ
2n−2 + · · ·+ a2n)

where p(λ) = λ2n+a2λ
2n−2 + · · ·+a2n defines a smooth symplectic spectral curve π : S →

C. Then, the kernel of the Higgs field induces a holomorphic subbundle V0 ⊂ V that has
rank one and E = V/V0 defines a holomorphic vector bundle over C of rank 2n. Moreover,
the map ω : E⊗E → L given by ω(v, w) = Q(φ(ṽ), w̃) defines a symplectic form on E|C0 .
Moreover, the Higgs field φ induces a homomorphism Φ : E → L⊗E whose characteristic
polynomial is given by p(λ) and the symplectic form ω is Φ-compatible. Thus, (E,Φ, ω)
defines a Sp2n-Higgs bundle over C0 with smooth spectral curve S|π−1(C0).

Remark 5.3.8. The holomorphic vector bundle E, the Higgs field Φ : E → L⊗ E, and
the symplectic form ω are defined over C. Moreover, ω is OC-bilinear, skew-symmetric,
and Φ-compatible over C. Thus, if ω is non-degenerate over D, then (E,Φ, ω) define a
Sp2n-Higgs bundle over C with smooth spectral curve π : S → C. We will see in Section
5.3.3 that ω is indeed non-degenerate over D.

Similar to the matrix case to provide the reverse construction we will first construct
a canonical section v0 ∈ H0(C0, V0). Let y ∈ C0 be given. Notice that (Vy, φy, Qy) defines
a SO2n+1-triple in the matrix sense. Let e0, . . . , e2n be an orthonormal frame for V ∗ over
C0 with respect to Q. Moreover, in this orthonormal frame we may assume without loss
of generality that the linear transformation φy is of the form

φy = 0⊕
[

0 λ1(y)
−λ1(y) 0

]
⊕ · · · ⊕

[
0 λn(y)

−λn(y) 0

]
.
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Let α ∈ H0(C0, L⊗∧2V ∗) be defined by α(v, w) = Q(φ(v), w). In the orthonormal frame

α = iλ1e
1 ∧ e2 + · · ·+ iλne

2n−1 ∧ e2n

and hence,
αn = n!inλ1 · · ·λn e1 ∧ · · · ∧ e2n.

Let v0 be the section of Ln ⊗ V defined by

v0 = inλ1 · · ·λne0.

Over C0 the section v0 is nowhere vanishing. The volume form ν = e0 ∧ · · · ∧ e2n is
SO2n+1-invariant and an identical argument to the matrix case shows

αn = n!iv0(ν)

and
φ(v0) = 0.

The section v0 is the desired zero eigensection of φ over C0. Now,

Q(v0, v0) = Q(inλ1 · · ·λne0, i
nλ1 · · ·λne0) = (−1)nλ2

1 · · ·λ2
n = a2n. (5.18)

To motivate the reverse construction further, consider the following short exact sequence
of holomorphic vector bundles over C

0→ V0 → V → E → 0.

Dualising the sequence and using Q to identify V ∼= V ∗ we obtain a short exact sequence

0→ E∗ → V → V ∗0 → 0.

Therefore, there is a canonical isomorphism det(V ) ∼= det(E)∗ ⊗ V ∗0 . However, det(V ) ∼=
OC , and hence, det(E) ∼= V ∗0 . Finally, since ω ∈ H0(C0, L⊗∧2E∗) is non-degenerate the
section ωn ∈ H0(C0, L

n ⊗ det(E)∗) is nowhere vanishing, hence det(E) ∼= Ln over C0.
Thus, V0

∼= L−n over C0. Further, we may use ω to identify E ∼= L ⊗ E∗ over C0, or,
equivalently, E∗ ∼= L−1E over C0. Now, we may give the reverse construction.

Suppose (E,Φ, ω) is a Sp2n-Higgs bundle over C where ω is L-valued and Φ has
characteristic polynomial p(λ). Over C0 we define the rank 2n + 1 holomorphic vector
bundle

V := L−1E ⊕ L−n.

Moreover, we define a symmetric OC0-bilinear form Q : V ⊗ V → OC0 by

Q((v, w), (v, w)) = ω(v,Φ(v)) + w2a2n
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that extends to all sections by the polarisation identity. Moreover, we define a Higgs field
φ : V → L⊗ V by

φ(v, w) = (Φ(v), 0).

By adapting the arguments from the vector space case it is straightforward to see that
(V, φ,Q) defines a SO2n+1-Higgs bundle over C0 whose spectral curve is defined by

λ(λ2n + a2λ
2n−2 + · · ·+ a2n).

Note, since C0 is open the condition det(V ) ∼= OC0 is vacuous.

Construction 5.3.9. Suppose (E,Φ, ω) is a Sp2n-Higgs bundle over C with characteristic
polynomial p(λ) = λ2n+a2λ

2n−2+· · ·+a2n that defines a smooth spectral curve π : S → C.
Let D := (a2n) and set C0 := C \D. Over C0 we define a rank 2n+ 1 holomorphic vector
bundle V := L−1E ⊕ L−n and a symmetric, OC0-bilinear form Q : V ⊗ V → OC0 by
Q((v, w), (v, w)) = ω(v,Φ(v)) + w2a2n and the polarisation identity. Moreover, we define
a Higgs field φ : V → L ⊗ V by φ(v, w) = (Φ(v), 0) and the triple (V, φ,Q) defines a
SO2n+1-Higgs bundle over C0 whose characteristic polynomial is given by λp(λ).

The same arguments are the matrix case shows Construction 5.3.7 and Construction
5.3.9 are mutual inverses establishing the desired correspondence.

Theorem 5.3.10. Consider the polynomial

λ(λ2n + a2λ
2n−2 + · · ·+ a2n)

where a2i ∈ H0(C,L2i) is chosen so that p(λ) = λ2n +a2λ
2n−2 + · · ·+a2n defines a smooth

symplectic spectral curve. Let D := (a2n) and set C0 := C \ D. Then there is a natu-
ral one-to-one correspondence between SO2n+1-Higgs bundles over C0 whose characteris-
tic polynomial is defined by λp(λ), and Sp2n-Higgs bundles over C0 whose characteristic
polynomial is defined by p(λ). Explicitly, if (V, φ,Q) is a SO2n+1-Higgs bundle with char-
acteristic polynomial λp(λ), then the kernel of the Higgs field induces a holomorphic line
subbundle V0 ⊂ V and E = V/V0 defines a holomorphic vector bundle of rank 2n and
the Higgs field φ induces a homomorphism Φ : V → L ⊗ V . Moreover, ω : E ⊗ E → L
given by ω(v, w) = Q(φ(ṽ), w̃) defines a Φ-compatible symplectic form over C0 and thus,
(E,Φ, ω) defines a Sp2n-Higgs bundle over C0 with characteristic polynomial p(λ).

Conversely, suppose (E,Φ, ω) is a Sp2n-Higgs bundle whose characteristic polynomial
is p(λ). Over C0 we define a rank 2n+ 1 holomorphic vector bundle by V := L−1E ⊕L−n
and a Higgs field φ : V → L ⊗ V by φ(v, w) = (Φ(v), 0). Next, we define a symmetric,
OC0-bilinear form Q : V ⊗ V → OC0 by Q((v, w), (v, w)) = ω(v,Φ(v)) + w2a2n and
the polarisation identity. The bilinear form is non-degenerate and φ-compatible, hence
(V, φ,Q) defines a SO2n+1-Higgs bundle over C0 with characteristic polynomial λp(λ).
Further, these constructions are mutual inverses.
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5.3.3 Extending Correspondence Over Singularities

Suppose (V, φ, ω) is a generic SO2n+1-Higgs bundle, i.e., the characteristic polynomial is
given by λp(λ) where p(λ) = λ2n+a2λ

2n−2 + · · ·+a2n defines a smooth symplectic spectral
curve π : S → C. Let D = (a2n) and set C0 = C \D. Before extending the correspondence
over the singularities we will make one assumption.

Assumption 5.3.11. We will assume that a2n−2 ∈ H0(C,L2n−2) and a2n ∈ H0(C,L2n)
have no zeros in common.

Remark 5.3.12. The assumption is valid since L is basepoint-free. Recall that basepoint-
free holomorphic line bundles admit sections that share no zeros in common. Thus, take
s1, s2 ∈ H0(C,L) that share no zeros, then s2n−2

1 ∈ H0(C,L2n−2) and s2n
2 ∈ H0(C,L2n)

share no zeros.

Lemma 5.3.13. The zeros of a2n ∈ H0(C,L2n) are simple.

Proof. Let x be a zero of a2n. Choose a local coordinate z centred at x, and by shrinking
the chart if necessary we may assume that L is trivialised in this neighbourhood. In
this neighbourhood the tautological section is a holomorphic function and locally about
0 ∈ Lx the spectral curve S is defined as the zero locus of

p(λ, z) = λ2n + a2(z)λ2n−2 + · · ·+ a2n(z).

Differentiating with respect to λ we see

∂λp(λ, z) = 2nλ2n−1 + (2n− 2)a2(z)λ2n−3 + · · ·+ 2a2n−2(z)λ

hence ∂λp(λ, z)|(0,0) = 0. Since S is smooth, ∂zp(λ, z)|(0,0) 6= 0 and since

∂zp(λ, z) = a′2(z)λ2n−2 + · · ·+ a′2n(z)

it follows that a′2n(0) 6= 0.

Let (E,Φ, ω) be the Sp2n-Higgs bundle over C0 obtained by applying Construction
5.3.7. The triple (E, φ, ω) is defined over C and to show (E, φ, ω) defines a Sp2n-Higgs
bundle over C it suffices to show ω is non-degenerate over D. To show this we require
the following lemma.

Lemma 5.3.14. Let x be a zero of det(Φ). If dim(ker(Φx)) > 1, then ordx(det(Φ)) > 1.

Proof. Suppose dim(ker(Φx)) > 1. Choose two linearly independent vectors e1, e2 in
ker(Φx) and extend to a basis e1, e2, . . . , e2n for Ex. Let z be a local coordinate cen-
tred at x trivialising E and extend the basis to a local frame e1(z), . . . , e2n(z) for E. Of
course, Φ(z)e1(z) and Φ(z)e2(z) vanish at z = 0. Now,

Φ(z)e1(z) ∧ Φ(z)e2(z) ∧ · · · ∧ Φ(z)e2n(z) = det(Φ)(z)e1(z) ∧ · · · ∧ e2n(z).

The left-hand-side vanishes to at least second order, hence ordx(det(Φ)) > 1.
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Corollary 5.3.15. Suppose x ∈ C is a simple zero of det(Φ), then dim(ker(Φx)) = 1.

Using Corollary 5.3.15 we can show ω : E ⊗ E → OC is non-degenerate over D. Let
x ∈ D, i.e., a2n(x) = 0. Since a2n−2(x) 6= 0 it follows that the zero generalised eigenspace
of φx, which we denote by A is 3-dimensional. Let B be the direct sum of the remaining
generalised eigenspaces. By the primary decomposition theorem

Vx = A⊕B.

Since the generalised eigenspaces are φx-invariant, and Q pairs opposite eigenvalues, the
decomposition is φx and Qx-invariant. Hence, let α : A → Lx ⊗ A be the restriction of
φx. Notice that α is nilpotent. By fixing a basis of A we may identify so(A) ∼= so3(C)
then since α is nilpotent α belongs to one of three conjugacy classes. The three conjugacy
classes may be represented by Jordan canonical form, i.e.,

J1 := 03, J2 :=

0 1 0
0 0 1
0 0 0

 , J3 :=

0 1 0
0 0 0
0 0 0

 .
We claim that α belongs to the J2 conjugacy class.

Suppose on the contrary that α belongs to the J1 conjugacy class, i.e., α = 0. Then
φx = 03⊕M where M : B → Lx⊗B is the restriction of φx. We may assume without loss
of generality that the first basis element spans (V0)x and hence, Φx = 02 ⊕M . However,
this implies dim(ker(Φx)) > 1, contradicting Corollary 5.3.15.

Suppose instead that α belongs to the J3 conjugacy class. By a suitable choice of basis
e1, e2, e3 we may assume α = J3. Then, α(e2) = e1 and α(e1) = α(e3) = 0. Now,

Qx(e1, e2) = Qx(α(e2), e2) = −Qx(e2, α(e2)) = −Qx(e2, e1)

hence, Qx(e1, e2) = 0. Moreover,

Qx(e1, e1) = Qx(α(e2), e1) = −Qx(e2, 0) = 0

and
Qx(e1, e3) = Qx(α(e2), e3) = −Qx(e2, 0) = 0.

Therefore, Qx(e1, v) = 0 for every v ∈ A, which contradicts non-degeneracy. Therefore, α
belongs to the conjugacy class J2 and thus, dim(ker(φx)) = 1, so (V0)x = ker(φx).

Lemma 5.3.16. The L-valued 2-form ω : E ⊗E → L defined by ω(v, w) = Q(φ(ṽ), w̃) is
non-degenerate over C.

Proof. We have already seen that ω is non-degenerate over C \ D. Let x ∈ D be given
and suppose ωx(v, w) = 0 for every w ∈ Ex. Then, Qx(φx(ṽ), w̃) = 0 for every w̃ ∈ Vx.
Since Q is non-degenerate, φx(ṽ) = 0, i.e., ṽ ∈ ker(φx). However, (V0)x = ker(φx) and
thus, v = 0 in Ex.



118 Chapter 5. Type Bn and Cn Higgs bundles and Hitchin Fibration

Therefore, the triple (E,Φ, ω) defines a Sp2n-Higgs bundle over C and thus, Construc-
tion 5.3.7 defines a global construction.

Now, we will extend the reverse construction over D. Construction 5.3.9 does not
canonically extend over D since Q(v0, v0) = a2n and hence, Qx is degenerate for each x ∈
D. To overcome this obstruction, we will characterise V as a subsheaf ofMC(L−1E⊕L−n),
i.e., we will allow certain poles so that the Higgs field φ and Q extends over D such that Q
is φ-compatible and non-degenerate. In what proceeds let U1 = C0 and V1 = E. Consider
the short exact sequence of holomorphic vector bundles over C

0→ V0
ι→ V

j→ V1 → 0

where ι : V0 → V denotes the canonical inclusion and j : V → V1 denotes the natural
projection map. Dualising the sequence and using Q to identify V ∼= V ∗ gives the short
exact sequence

0→ V ∗1
j∗−→ V

ι∗−→ V ∗0 → 0.

Let U2 be the disjoint union of sufficiently small open discs around each x ∈ D. By local
triviality we can choose a splitting τ : V ∗0 |U2 → V |U2 , i.e., V |U2

∼= (V ∗1 ⊕ V ∗0 )|U2 with
isomorphism

ψ2 : (V ∗1 ⊕ V ∗0 )|U2 3 (a, b) 7→ j∗(a) + τ(b) ∈ V |U2 .

Over U1 notice that Q0 := Q|V0 is non-degenerate and defines an isomorphism V0
∼= V ∗0 .

Moreover, by non-degeneracy, V0 ∩ V ⊥0 = {0} and by identifying V ⊥0
∼= Ann(V0) ∼= V ∗1

over U1 there is an isomorphism V |U1
∼= (V ∗1 ⊕ V0)|U1 given by

ψ1 : (V ∗1 ⊕ V0)|U1 3 (a, b) 7→ j∗(a) + ι(b) ∈ V |U1 .

We wish to determine the difference in the decomposition over U12 := U1 ∩ U2, i.e., we
will compute the transition map

ψ21 := ψ−1
2 ◦ ψ1 : (V ∗1 ⊕ V0)|U12 → (V ∗1 ⊕ V ∗0 )|U12 .

Suppose (a, 0) ∈ H0(U12, V
∗

1 ⊕ V0), then since ψ1(a, 0) = ψ2(a, 0) it is straightforward
to see ψ21(a, 0) = (a, 0). Now, let (0, b) ∈ H0(U12, V

∗
1 ⊕ V0), then ψ21(0, b) = ψ−1

2 (ι(b)).
To understand ψ−1

2 (ι(b)) we let u : V0 → V ∗1 be the homomorphism defined by u(b) =
pr1(ψ−1

2 (ι(b))) where pr1 : V ∗1 ⊕ V ∗0 → V ∗1 denotes the projection map. Since ι∗ ◦ ι = Q0

it follows that ψ21(0, b) = (u(b), Q0(b)) and thus,

ψ21(a, b) = (a+ u(b), Q0(b)).

A straightforward calculation shows that the inverse map

ψ12 : (V ∗1 ⊕ V ∗0 )|U12 → (V ∗1 ⊕ V0)|U12
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is given by
ψ12(a, b) = (a− u(Q−1

0 (b)), Q−1
0 (b)).

Now, we extend the map ψ12 and ψ21 over D by allowing poles. Recall that (Q0)x = 0 for
each x ∈ D and hence, (V0)x ⊂ (V ⊥0 )x ∼= (V ∗1 )x. Moreover, for every b ∈ (V0)x

(ψ21)x(0, b) = (ux(b), 0),

which shows ιx = j∗x ◦ ux and thus, ux : (V0)x → (V ∗1 )x is injective for each x ∈ D. This
provides enough machinery to characterise the sheaf of sections of V over C as a subsheaf
of MC(V ∗1 ⊕ V0).

Proposition 5.3.17. The sheaf V can be realised as the subsheaf of MC(V ∗1 ⊕ V0) that
has simple poles along D with residues valued in

Γx = {(−ix(w), w) |w ∈ (V0)x}

where ix : (V0)x → (V ∗1 )x is injective.

Proof. Recall that V ∼= V ∗1 ⊕ V0 away from D, however since V0 ⊂ V is a degenerate
subbundle with respect to Q the isomorphism does not extend over D. Using ψ−1

1 we may
realise V as a subsheaf ofMC(V ∗1 ⊕V0) and since ψ1 is an isomorphism away from D it is
clear that any poles will necessarily lie along D. Since ψ−1

1 = ψ12 ◦ ψ−1
2 , and over U2 the

map ψ−1
2 : V |U2 → (V ∗1 ⊕ V ∗0 )|U2 is an isomorphism it suffices to characterise the subsheaf

ψ12OC(V ∗1 ⊕ V ∗0 ) ⊂MC(V ∗1 ⊕ V0).

Fix x ∈ D and choose local holomorphic coordinate z centred at x that trivialises L.
Since a2n has a simple zero at x we may assume without loss of generality that a2n = z.
Moreover, recall that there is a canonical section v0 of Ln ⊗ V0 such that Q(v0, v0) = z.
The section v0 defines an isomorphism V0

∼= L−n away from D and it follows that in this
trivialisation Q0 = 1

z
. Therefore, given a local holomorphic section (a(z), b(z)) of V ∗1 ⊕ V0

we see

ψ12(a(z), b(z)) =

(
a(z)− u(z)b(z)

z
,
b(z)

z

)
.

Since u(0) = ux is injective the result follows.

Therefore, if (V, φ,Q) is a SO2n+1-Higgs bundle with characteristic polynomial λp(λ),
and (E,Φ, ω) is the associated Sp2n-Higgs bundle with characteristic polynomial p(λ),
then V is the subsheaf of MC(L−1E ⊕ L−n) comprised of sections holomorphic away
from D = (det(Φ)) with simple poles along D whose residues are valued in Γx =
{(−ix(w), w) |w ∈ L−nx } for each x ∈ D where ix : L−nx → L−1

x Ex is injective. Note,
the symplectic form ω : E ⊗ E → L defines an isomorphism E∗ ∼= L−1E.
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We can now extend the construction over the singularities. Let (E,Φ, ω) be a Sp2n-
Higgs bundle whose characteristic polynomial is given by p(λ). Set D = (a2n) and define
a rank 2n+1 holomorphic vector bundle V → C whose sheaf of sections V is the subsheaf
of MC(L−1E ⊕ L−n) comprised of section holomorphic away from D that have simple
poles along D with residues valued in

Γx = {(−ix(w), w) |w ∈ L−nx }

for each x ∈ D where ix : L−nx → L−1
x Ex is injective. Away from D we define a Higgs field

φ : V → L⊗ V by
φ(v, w) = (Φ(v), 0)

and a symmetric OC-bilinear form Q : V ⊗ V → OC by

Q((v, w), (v, w)) = ω(v,Φ(v)) + w2a2n

that extends to every section by the polarisation identity. Recall that the triple (V, φ,Q)
defines a SO2n+1-Higgs bundle over C0 = C \ D. To extend the construction over D we
require φ and Q to extend holomorphically over D such that Q is φ-compatible and non-
degenerate. The only flexibility in defining V is choosing ix : L−nx → L−1

x Ex for each
x ∈ D. Thus, we will choose ix that give our desired extensions. Of course, we need V
to have trivial determinant. Note, since the rank of V is odd there is no ambiguity in
choosing an orientation.

Lemma 5.3.18. The holomorphic vector bundle V → C characterised by the subsheaf V ⊂
MC(L−1E ⊕ L−n) of sections that are holomorphic away from D with simple poles along
D whose residues are valued in Γx = {(−ix(w), w) |w ∈ L−nx } has trivial determinant.

Proof. By construction the vector bundle V fits into a short exact sequence

0→ L−n → V → E → 0.

There is a canonical isomorphism det(V ) ∼= L−n ⊗ det(E). Since the symplectic form
ω : E⊗E → L is non-degenerate, ωn defines a nowhere vanishing section of Ln⊗det(E)∗

and thus, det(E) ∼= Ln, which implies det(V ) ∼= OC .

Lemma 5.3.19. The Higgs field φ : V → L ⊗ V extends holomorphically over D if and
only if ix(L

−n
x ) = ker(Φx).

Proof. Fix x ∈ D and choose a local holomorphic coordinate z centred at x. In the
coordinate neighbourhood we may extend the homomorphism ix : L−nx → L−1

x Ex to a
local section i(z) of Hom(L−n, L−1E). Suppose w(z) is a local section of L−n, then

φ(z)

(
−i(z)w(z)

z
,
w(z)

z

)
=

(
−1

z
Φ(z)i(z)w(z), 0

)
.

Thus, φ extends holomorphically over x if and only if Φx(ix(w)) = 0 where w = w(0), or,
equivalently, ix(L

−n
x ) = ker(Φx).
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Remark 5.3.20. The condition ix(L
−n
x ) = ker(Φx) determines ix up to scale.

Thus, we choose ix : L−nx → L−1
x Ex such that ix(L

−n
x ) = ker(Φx). Now, we will

appropriately scale ix for each x ∈ D so that Q extends holomorphically over D. By
construction if both entries in Q are holomorphic, then the output is holomorphic. Hence,
we only need to consider the cases where one entry is holomorphic and one is meromorphic,
and when both entries are meromorphic. Fix x ∈ D choose local coordinate z centred
at x. In the coordinate neighbourhood we may extend ix to a local section i(z) for
Hom(L−n, L−1E). Suppose w(z) is a local section of L−n. Consider

Q

((
−i(z)w(z)

z
,
w(z)

z

)
, (−i(z)w(z), w(z))

)
=

1

z
ω(i(z)w(z),Φ(z)i(z)w(z))+

w(z)2

z
a2n(z).

(5.19)
By Lemma 5.3.19 note that Φx(ix(w)) = 0, hence 1

z
ω(i(z)w(z),Φ(z)i(z)w(z)) extends

holomorphically over z = 0. Moreover, since a2n(0) = 0 it follows that w(z)2

z
a2n(z) extends

holomorphically over z = 0. Therefore, the expression in (5.19) is holomorphic at z = 0.
Thus, we have reduced to only considering when both entries are meromorphic. Hence,
consider

Q

((
−i(z)w(z)

z
,
w(z)

z

)
,

(
−i(z)w(z)

z
,
w(z)

z

))
=

1

z2
ω(i(z)w(z),Φ(z)i(z)w(z))+

w(z)2

z2
a2n(z).

(5.20)
Writing a2n(z) = za′2n(0) + z2A(z) where A(z) is some holomorphic function, and Φ(z) =
Φx+zΦ′x(0)+z2B(z) where B(z) is some holomorphic function, then since Φx(ix(w)) = 0
it follows that (5.20) simplifies to

1

z

(
ω(ix(w),Φ′x(ix(w))) + w2a′2n(0)

)
mod Ox.

Therefore, Q extends holomorphically overD if and only if ω(ix(w),Φ′x(ix(w))) = −w2a′2n(0)
for each x ∈ D.

Proposition 5.3.21. We may choose ix such that ω(ix(w),Φ′x(ix(w))) = −w2a′2n(0) for
each x ∈ D.

Proof. Fix x ∈ D and choose a local coordinate (U, z) centred at x such that U is biholo-
morphic to a disc. Choose a trivialising section ` := `(z) of L over U . Locally, Φ(z) has
eigenvalues ±λ1(z)`, . . . ,±λn(z)`. Since a2n−2(0) 6= 0 the zero generalised eigenspace of
Φx is two-dimensional so we may assume without loss of generality that λi(0) = 0 if and
only if i = 1. Then, the characteristic polynomial factors as

p(λ, z) = (λ2 + α) p̂(λ, z)
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where α = −λ1(z)2 and p̂(λ, z) = (λ2 − λ2(z)2) · · · (λ2 − λn−1(z)2). Note that if β =
(−1)n−1λ2(z)2 · · ·λn−1(z)2, then β(0) = a2n−2(0) and αβ = a2n, and it follows that

α′(0) =
a′2n(0)

a2n−2(0)
.

Let E0 ⊂ E|U be the subbundle induced by the kernel of Φ(z)2 + α(z)`2. Then (E0)x is
the zero generalised eigenspace of Φx, hence (E0)x is two-dimensional, which implies E0

has rank 2. Now, choose a basis e1, e2 for (E0)x such that Φx(e1) = 0 and Φx(e2) = e1`x.
Extend e2 to a local section e2(z) of E over U such that Φ(z)e2(z) 6= 0, and set e1(z) :=
`−1Φ(z)e2(z). The sections e1(z), e2(z) form a frame for E0 and Φ(z)e2(z) = e1(z)`. Hence,
Φ2(z)e2(z)`−1 = Φ(z)e1(z) and by definition of E0, Φ2(z) = −α(z)`2, thus Φ(z)e1(z) =
−α(z)e2(z)`. Therefore, in the local frame e1(z), e2(z) for E0

Φ(z) =

[
0 `

−α(z)` 0

]
.

Now, since Φx(ix(`
−n
x )) = 0 it follows that ix(`

−n
x ) = ue1`

−1
x for some u ∈ C∗. Thus, we

may extend the homomorphism ix to a section of Ln−1E by defining i(z) = ue1(z)`n−1,
i.e., i(z)`−n = ue1(z)`−1. Then,

Φ(z)i(z)`−n =

[
0 `

−α(z)` 0

] [
u`−1

0

]
=

[
0

−uα(z)

]
.

Differentiating and evaluating at z = 0 it follows that Φ′x(ix`
−n
x ) = −u a′2n(0)

a2n−2(0)
e2. Therefore,

ω(ix(w),Φ′x(ix(w))) = −w2a′2n(0) if and only if

u2ωx(e1, e2) = a2n−2(0)`x. (5.21)

Since ωx is non-degenerate, ωx(e1, e2) 6= 0, and since a2n−2(0)`x 6= 0 we may choose u up
to sign so that (5.21) holds.

Remark 5.3.22. The condition u2ωx(e1, e2) = a2n−2(0)`x may be extended to a local
section by decreeing u2ω(e1(z), e2(z)) = a2n−2(z)`. Note, this also shows that the choice
of ix is unique up to sign.

We are left to show that Q is non-degenerate over D, i.e., Qx : Vx ⊗ Vx → C is
non-degenerate for each x ∈ D. Note, it is clear that the extension of Q over D is φ-
compatible. Recall that in the coordinate patch (U, z) from the proof of Proposition 5.3.21
the characteristic polynomial factors by p(λ, z) = (λ2+α) p̂(λ, z), and the kernel of Φ(z)2+
α defines a rank 2 subbundle E0 ⊂ E|U . Now, let E1 ⊂ E|U be the subbundle induced by
the kernel of p̂(Φ(z), z). Note that (E1)x is the sum of the non-zero generalised eigenspaces
and by the primary decomposition theorem Ex = (E0)x⊕(E1)x. Thus, dim((E1)x) = 2n−2
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so the holomorphic vector bundle E1 → U has rank 2n − 2. By the Cayley-Hamilton
theorem E|U = E0⊕E1. Moreover, since ω pairs opposite eigenvalues, the decomposition
is orthogonal with respect to ω, and since each generalised eigenspace is Φ-invariant it
follows that each Ei is Φ-invariant. Now, consider the decomposition

(L−1E ⊕ L−n)|U ∼= (L−1|U E0 ⊕ L−n|U)⊕ L−1|U E1

then since ix(L
−n
x ) = ker(Φx) ⊂ (E0)x we see Γx ⊂ L−1

x (E0)x⊕L−nx . Hence, V |U = V0⊕V1

where V0 ⊂MU(L−1E0 ⊕ L−n) is the subsheaf of sections holomorphic away from z = 0
with a simple pole at z = 0 whose residue is valued in Γx, and V1 = L−1|U E1. We claim
that the decomposition V |U = V0 ⊕ V1 is orthogonal with respect to Q. To see this, let
y ∈ U be distinct to x, then it suffices to prove that the decomposition Vy = (V0)y⊕ (V1)y
is orthogonal with respect to Qy since the result follows by continuity. Away from x there
is an isomorphism V0

∼= L−1E0 ⊕ L−n and so Qy : (V0)y ⊗ (V1)y → C is given by the
restriction of Qy to (V0)y ⊗ (V1)y. Suppose (u, v) ∈ (V0)y and w ∈ (V1)y, then it follows
by the polarisation identity that

Qy((u, v), (w, 0)) =
1

2
(ωy(u,Φy(w)) + ωy(w,Φy(u))) .

However, (V0)y and (V1)y are orthogonal with respect to ωy and each vector space is
Φy-invariant so it follows that Qy((u, v), (w, 0)) = 0, which proves the claim. Therefore,
Q|U = Q0⊕Q1 where Qi : Vi⊗Vi → OU denotes the restriction of Q|U to Vi. To show Qx

is non-degenerate it suffices to show both (Q0)x and (Q1)x are non-degenerate.

To see that (Q1)x is non-degenerate suppose (Q1)x((u, 0), (v, 0)) = 0 for every u ∈
(V1)x, i.e., ωx(u,Φx(v)) = 0 for every u ∈ L−1

x (E1)x. Since ωx is non-degenerate, Φx(v) = 0.
However, Φx is invertible over E1 and thus, v = 0.

Finally, to show that (Q0)x is non-degenerate we will use a local frame. Let e1(z), e2(z)
be the frame constructed for E0 from the proof of Proposition 5.3.21. We replace e1(z), e2(z)
by ue1(z), ue2(z) so that the condition for Q to extend holomorphically over x becomes

ω(e1(z), e2(z)) = a2n−2(z)`

where ` = `(z) is a section locally trivialising L. Let e3(z) := `−n and we decree
Φ(z)e3(z) = 0. Then, Γx = 〈(−e1`

−1
x , e3)〉 and thus,

f1 =

(
−e1(z)`−1

z
,
e3(z)

z

)
, f2 = (e1(z)`−1, e3(z)), f3 = (e2(z)`−1, 0)
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defines a frame for V0. Now,

Q(f1, f1) = Q

((
−e1(z)`−1

z
,
e3(z)

z

)
,

(
−e1(z)`−1

z
,
e3(z)

z

))
=
`−2

z2
ω(e1(z),Φ(z)e1(z)) +

a2n(z)

z2

= −`
−1α(z)

z2
ω(e1(z), e2(z)) +

a2n(z)

z2

=
−α(z)a2n−2(z) + a2n(z)

z2
.

Notice that α(z)a2n−2(z) = a2n(z) + α(z)Γ(z) where Γ(z) is a holomorphic function such
that Γ(0) = 0. Hence, α(z)a2n−2(z) − a2n(z) = α(z)Γ(z), and the right-hand-side has a
zero of at least order three at z = 0. Thus, evaluating at z = 0

Qx(f1, f1) = 0.

Next, by the polarisation identity

Q(f2, f3) = Q((−e1(z)`−1, e3(z)), (e2(z)`−1, 0))

= `−2ω(e1(z),Φ(z)e2(z))

= `−1ω(e1(z), e1(z))

= 0.

Similar calculations show Q(f2, f2) = 0 and Q(f1, f3) = 0 too. Also,

Q(f3, f3) = `−2ω(e2(z),Φ(z)e2(z)) = −`−1ω(e1(z), e2(z)) = −a2n−2(z).

Finally,

Q(f1, f2) = −`
−2

z
ω(e1(z),Φ(z)e1(z)) +

a2n(z)

z
=

2a2n(z) + α(z)Γ(z)

z
.

Since α(z) vanishes to second order at z = 0 but a2n(z) has a simple zero, evaluating at
z = 0 gives

Qx(f1, f2) = 2a′2n(0).

Therefore, with respect to the frame f1, f2, f3 for V0 the bilinear form (Q0)x is given by

(Q0)x =

 0 2a′2n(0) 0
2a′2n(0) 0 0

0 0 −a2n−2(0)

 .
Thus, det((Q0)x) = 4a′2n(0)2a2n−2(0) 6= 0, and hence, Q : V ⊗V → OC is non-degenerate,
which establishes the desired construction.
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Construction 5.3.23. Suppose (E,Φ, ω) is a Sp2n-Higgs bundle over C with character-
istic polynomial p(λ) and set D = (a2n). Let (V, φ,Q) be the SO2n+1-Higgs bundle defined
over C\D given by applying Construction 5.3.9. Then we can extend (V, φ,Q) holomorphi-
cally over D by identifying the sheaf V with the subsheaf ofMC(L−1E⊕L−n) comprised
of sections that are holomorphic away from D with simple poles along D whose residues
are valued in Γx = {(−ix(w), w) |w ∈ L−nx } for each x ∈ D where ix : L−nx → L−1

x Ex is
injective. Moreover, by choosing ix such that ix(L

−n
x ) = ker(Φx) the Higgs field extends

holomorphically over D. In fact, by choosing ix such that

ωx(ix(w),Φ′x(ix(w))) = −w2a′2n(0)

for every w ∈ L−nx , the bilinear form Q extends holomorphically over D, and the resulting
bilinear form is non-degenerate. Further, Q is φ-compatible and thus, (V, φ,Q) defines a
SO2n+1-Higgs bundle over C. Also, φ has characteristic polynomial λp(λ).

Finally, we will determine when different choices of ix define isomorphic SO2n+1-Higgs
bundles. First we recall from Proposition 4.3.16 that an automorphism of a Higgs bundle
with smooth spectral curve is a constant multiple of the identity.

Proposition 5.3.24. Let (E,Φ, ω) be a generic Sp2n-Higgs bundle where ω is L-valued.
Suppose (V, φ,Q) and (V ′, φ′, Q′) are SO2n+1-Higgs bundles defined by {ix}x∈D and {i′x}x∈D
respectively. Then (V, φ,Q) ∼= (V ′, φ′, Q′) if and only if i′x = −ix for each x ∈ D.

Proof. Suppose ψ : (V, φ,Q) → (V ′, φ′, Q′) is an isomorphism. Since ψ commutes with
the Higgs fields, ψ induces an automorphism ψ2 : L−n → L−n. Hence, ψ2 = c2 is
a constant multiple of the identity since ψ2 is an automorphism of a holomorphic line
bundle over a compact Riemann surface. Moreover, ψ induces an isomorphism on the
quotient bundle, i.e., ψ1 : L−1E → L−1E. In fact ψ1 defines an automorphism of the
Higgs bundle (L−1E,Φ) whose spectral curve is smooth, so ψ1 = c1 is a constant multiple
of the identity. Viewing ψ : V → V ′ as a sheaf map

ψ =

[
c1 ∗
0 c2

]
.

However, away from D there is an isomorphism V ∼= V ′ and thus, ∗ = 0. By identifying V
and V ′ as appropriate subsheaves ofMC(L−1E⊕L−n) it follows by continuity that ∗ = 0
everywhere, and hence,

ψ =

[
c1 0
0 c2

]
.

Since ψ is an isomorphism, ψ preserves the residues, i.e., ψ(Γx) = Γ′x for each x ∈ D. Let
(−ix(w), w) ∈ Γx and consider

ψ(−ix(w), w) =

[
c1 0
0 c2

] [
−ix(w)
w

]
=

[
−c1ix(w)
c2w

]
=

[
− c1
c2
ix (c2w)

c2w

]
=

[
−i′x(c2w)
c2w

]
.
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Recall that the choice of homomorphisms ix are unique up to sign, hence i′x = txix where
tx = ±1. However, we have shown tx = c1

c2
, which is constant, so tx is independent of

x ∈ D. Therefore, either c1 = c2, which holds if and only if ix = i′x for each x ∈ D, or
c1 = −c2, which is true if and only if ix = −i′x for each x ∈ D.

We conclude this section by giving a coordinate-free description for Q to extend holo-
morphically over D. The map ix : L−nx → L−1

x Ex is equivalent to a vector ix ∈ Ln−1
x Ex.

From ix(`
−n
x ) = `−1

x e1 we see ix = `n−1
x e1 and Φx(ix) = 0. We claim that there exists

jx ∈ Ln−2
x Ex such that Φx(jx) = ix. Consider jx = `n−2

x e2, then

Φx(jx) = `n−2
x Φx(e2) = `n−1

x e1 = ix.

Moreover,
ωx(ix, jx) = ωx(`

n−1
x e1, `

n−2
x e2) = `2n−3

x ωx(e1, e2) = a2n−2(x).

Since Φx(jx) 6= 0 and Φ2
x(jx) = 0 we see jx ∈ Ln−2

x ⊗ (ker(Φ2
x)/ ker(Φx)). Hence, if instead

we chose j′x = jx + cix, then

ωx(ix, j
′
x) = ωx(ix, jx) + cωx(ix, ix) = ωx(ix, jx).

Therefore, the condition ωx(ix, jx) = a2n−2(x) is independent of choice of jx ∈ Ln−2
x ⊗

(ker(Φ2
x)/ ker(Φx)).

5.4 SO2n+1-Spectral Data

Let (V, φ,Q) be a generic SO2n+1-Higgs bundle with corresponding Sp2n-Higgs bundle
(E,Φ, ω) where ω : E ⊗ E → L is valued in L and the Higgs field φ has characteristic
polynomial

p(λ) := λ2n + a2λ
2n−2 + · · ·+ a2n,

which defines a smooth symplectic spectral curve π : S → C. The spectral curve S
possesses a canonical involution defined by σ(λ) = −λ. Recall that (V, φ,Q) is charac-
terised by a choice of homomorphism ix : L−nx → L−1

x Ex, unique up to sign, for each
x ∈ D := (a2n). Hence, to compute the spectral data for (V, φ,Q) we will compute the
spectral data for (E, φ, ω) and then deduce further structure endowed by the family of
homomorphisms {ix}x∈D. Note, since the symplectic form is L-valued we must modify the
computation in the Sp2n-case.

Suppose that under the spectral curve correspondence the Higgs bundle (E,Φ) corre-
sponds to N ∈ Pic(S), i.e., E ∼= π∗(N) and Φ : E → L⊗E is induced by the tautological
section λ : N → π∗(L) ⊗ N. Recall that (E,−Φ) corresponds to σ∗(N) ∈ Pic(S) and
(E∗,Φ∗) corresponds to N∗(R) ∈ Pic(S) where R := Rπ denotes the ramification divisor
associated to π : S → C. Then, by the projection formula, the Higgs bundle (LE∗,Φ∗)
corresponds to π∗(L)⊗N∗(R). The symplectic form ω induces an isomorphism E ∼= LE∗,
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and since ω is Φ compatible it follows that ω induces an isomorphism of Higgs bundles
(E,−Φ) ∼= (LE∗,Φ∗). Therefore, under the spectral curve correspondence there is an in-
duced isomorphism θ : σ∗(N) → π∗(L)N∗(R). Therefore, the spectral data for (E,Φ, ω)
is given by N ∈ Pic(S) and a nowhere-vanishing section θ ∈ H0(S, σ∗(N∗)π∗(L)N∗(R)).
Now, we will encode the data of {ix}x∈D into the section θ ∈ H0(S, σ∗(N∗)π∗(L)N∗(R)).

Identifying x ∈ D with λ = 0 in S canonically defines a divisor DS in S comprised of
the fixed points of σ, i.e., y ∈ DS if and only if σ(y) = y. Note also that π(y) = x ∈ D,
and hence, θy ∈ N−2

y LxRy. By choosing a local holomorphic coordinate (U, z) centred at
x ∈ C trivialising L recall that the characteristic polynomial locally factors

p(λ, z) = (λ2 + α)p̂(λ, z).

such that the kernel of the sheaf map λ2 + α induces a rank 2 subbundle F ⊂ E|U .
Moreover, the element y ∈ DS such that π(y) = x belongs to the restriction of N ∈ Pic(S)
to the spectral curve defined by λ2 + α, which we will again denote by π : S → C and
denote the restriction of N by N . Thus, F ∼= π∗(N) and we have distilled the problem
to studying the isomorphism in a rank 2 bundle. Let ` := `(z) be a trivialising section
of L over U . Now, we will construct a coordinate w centred y such that z = w2. Indeed,
by changing z if necessary we may assume that α = −z`2, and hence, S is defined by
λ2 = z`2. By setting λ = w` it follows that z = w2. Of course, we need to determine the
fibre of F at x, i.e., Fx, which can be obtained by the sheaf F , namely

Fx ∼= F ⊗Ox/mx

where mx ⊂ Ox is the unique maximal ideal. Since F ∼= π∗(N) and the map π is given by
z = w2 it follows that

Fx ∼= N ⊗Oy/m2
y.

Hence, if n ∈ Ny defines a basis for Ny, then n, nw mod w2 defines a basis for Fx. For

brevity we set e1 = nw and e2 = n. Since θy ∈ N−2
y LxRy we may write θy = an−2`x

w
for

some a ∈ C∗. Now, the vector bundle V is determined by a family of homomorphisms
{ix}x∈D satisfying the quadratic condition

ωx(ix, jx) = a2n−2(x)

which is independent of jx ∈ Ln−2
x ⊗ker(Φ2

x)/ ker(Φx) such that Φx(jx) = ix. Since Φx(ix) =
0 we write ix = ue1`

n−1
x , then we set jx = ue2`

n−2
x . Note that the family {ix}x∈D is

completely determined by the family {jx}x∈D. Now,

ω(ix, jx) = u2`2n−3
x ω(e1, e2). (5.22)

Recall from Proposition 5.1.10 that the symplectic form ω : F ⊗ F → L|U is defined by

ω(a, b) = TrS/U(a⊗ θσ∗(b)).
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Hence, since σ(y) = y

ω(e1, e2) = TrS/U

(
nw

an−2`x
w

n

)
= a`x TrS/U(1) = 2a`x (5.23)

where TrS/U(1) = 2 since S has degree 2. Therefore, combining (5.22) and (5.23) gives

2au2 = a2n−2(0). (5.24)

Now, recall by the adjunction formula that OS(R) ∈ π∗(L2n−1), which is locally deter-
mined by

1

w
7→ ∂λp(λ, z)

w
mod w2.

Since ∂λp(λ,z)
w

= 2a2n−2(z)` mod w2 it follows that

θy = 2aa2n−2(0)n−2`2n
x .

Finally, notice that θyj
2
x ∈ L4n−4

x , and

θyj
2
x = 2au2a2n−2(0)`4n−4

x .

By (5.24) we see θyj
2
x = a2n−2(x)2, or, equivalently,

θy =

(
a2n−2(x)

jx

)2

.

Therefore, we have shown that the family of homomorphisms {jx}x∈D, which determines
the family of homomorphisms {ix}x∈D defines a square root of the homomorphisms θy.

Proposition 5.4.1. Let (V, φ,Q) be a generic SO2n+1-Higgs bundle with corresponding
Sp2n-Higgs bundle (E,Φ, ω) that has characteristic polynomial p(λ) ∈ H0(C, π∗(L2n))
defining a smooth symplectic spectral curve π : S → C. Suppose that, under the spec-
tral curve correspondence, the Sp2n-Higgs bundle (E,Φ, ω) has spectral data (N, θ) where
N ∈ Pic(S) such that π∗(N) ∼= E and θ ∈ H0(S, σ∗(N∗)π∗(L2n)N∗(R)) is a nowhere
vanishing section. Let DS be denote the set of fixed points of the canonical involution
σ : S → S. Then, the family of homomorphisms {ix}x∈D defining the SO2n+1-Higgs bun-
dle (V, φ,Q) is equivalent to a choice of square root of θy for each y ∈ DS.

Finally, we will reformulate the spectral data in the language of torsors of abelian
varieties. First, we let T = S/σ, then we may factor π : S → C by

S T

C

p

π
q
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where p : S → T denoted the canonical projection map, which is a branched double
cover. Since p is ramified recall that the pullback map p∗ is injective and the Prym variety
Prym(S, T ) is connected, which implies U ∈ Prym(S, T ) if and only if p∗(NmS/T (U)) ∼=
OS. By Lemma 5.1.14 it follows that U ∈ Prym(S, T ) if and only if σ∗(U) ∼= U∗.

For each m ∈ Z we define the Prym(S, T )-torsor

Tm = {U ∈ Pic(S) | NmS/T (U) ∼= q∗(Lm)}.

The condition NmS/T (U) ∼= q∗(Lm) is equivalent to Uσ∗(U) ∼= π∗(Lm), which is equivalent
to a nowhere vanishing section χ ∈ H0(S, σ∗(U∗)U∗π∗(Lm)) that is unique up to scale.
Hence,

Tm = {(U, [χ]) |U ∈ Pic(S), χ ∈ H0(S, σ∗(U∗)U∗π∗(Lm)) nowhere vanishing}.

Thus, the spectral data for Sp2n-Higgs bundles with L-valued symplectic form is given by
the Prym(S, T )-torsor T2n. Moreover, the spectral data for generic SO2n+1-Higgs bundles
is given by

T̃2n := T2n × {{jx}/±1 |Φx(jx) = ix, ω(ix, jx) = a2n−2(x)}.
Generic SO2n+1-Higgs bundles defining Sp2n-Higgs bundles is described by the projection
map

pr : T̃2n → T2n.

To compute the degree of the projection map recall that a2n ∈ H0(C,L2n), so the zero
divisor D has cardinality |D| = deg(L2n) = 2n deg(L) since a2n only has simple zeros.
Moreover, there is a choice of two homomorphisms ix for each x ∈ D, i.e., there are
22ndeg(L) different family of {ix}x∈D that define (possibly isomorphic) SO2n+1-Higgs bun-
dles whose associated Sp2n-Higgs bundle is the same. However, by Proposition 5.3.24 the
families {ix}x∈D and {−ix}x∈D define isomorphic Higgs bundles so by passing to isomor-

phism classes it follows that pr : T̃2n → T2n has degree 22ndeg(L)−1.
We now endeavour to compute the number of connected components of T̃2n and de-

scribe them exactly. In particular, we will show that the components are torsors of the
dual Prym variety, Prym(S, T )∨. First consider the following lemma.

Lemma 5.4.2. There is a canonical isomorphism

Prym(S, T )∨ ∼= Prym(S, T )/p∗ Jac(T )[2].

Proof. Since Prym(S, T ) = ker(NmS/T ) consider the short exact sequence

0→ Prym(S, T )→ Jac(S)
NmS/T−−−−→ Jac(T )→ 0.

By dualising the sequence and identifying Nm∨S/T = p∗ it follows that Prym(S, T )∨ ∼=
Jac(S)/p∗ Jac(T ). Restricting to Prym(S, T ) defines an isomorphism

Prym(S, T )∨ ∼= Prym(S, T )/(p∗ Jac(T ) ∩ Prym(S, T )).
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Thus, it suffices to show p∗ Jac(T ) ∩ Prym(S, T ) ∼= p∗ Jac(T )[2]. Indeed, let ` := u− v ∈
Jac(T ). Then, NmS/T (p∗(`)) = p(p−1(`)) = 2` and thus, p∗(`) ∈ Prym(S, T ) if and only
if 2` = 0, i.e., ` ∈ Jac(T )[2], and the result follows.

Since Prym(S, T ) defines a complex torus the squaring map s : Tn → T2n is surjective.
Note, s(U1) = s(U2), i.e., U2

1
∼= U2

2 if and only if U1
∼= U2⊗A for some A ∈ Prym(S, T )[2].

Notice that σ∗(A) ∼= A, and hence, the involution σ : S → S lifts to an isomorphism
σ̃ : A → A, i.e., σ̃ = c idA for some c ∈ C∗. However, we may assume without loss of
generality that c = 1, so σ has two involutive lifts ±σ̃. We may to extend this assignment
to T̃2n by

Tn 3 (U, [χ]) 7→ (U2, [χ2], [χ|DS ]/±1) ∈ T̃2n

where we recall that by Proposition 5.4.1 the family {jx}x∈D is entirely equivalent to a
choice of square root of χ2

y for each y ∈ DS.
Suppose (U2

1 , [χ
2
1], [χ1|DS ]) ∼= (U2

2 , [χ
2
2], [χ2|DS ]). Then U1

∼= U2 ⊗ A for some some
A ∈ Prym(S, T )[2] and since [χ2

1] = [χ2
2], we see χ1 = χ2⊗ σ̃. Moreover, from [χ1|DS ]/±1 =

[χ2|DS ]/±1 it follows that σ̃|DS = +1, and hence, A/σ̃ defines a holomorphic line bundle
over T. Therefore, A ∼= p∗(B) for some B ∈ Jac(T )[2], and we have shown that the
induced assignment

Tn/p∗ Jac(T )[2]→ T̃2n

defines an injective map.

Proposition 5.4.3. The map

Tn/p∗ Jac(T )[2]→ T2n

that is induced from the squaring map has degree 22ndeg(L)−2.

Proof. The dimension of Jac(S) and Jac(T ) are given by g(S) and g(T ) respectively.
Moreover, the dimension of Prym(S, T ) is given by g(S)− g(T ), and since p : S → T is a
branched double cover it follows that the degree of the map is given by 22(g(S)−2g(T )). The
ramification points of the map p : S → T are precisely the fixed points of the involution
σ of which there are 2n deg(L) points. Hence, by the Riemann-Hurwitz formula

2g(S)− 2 = 2(2g(T )− 2) + 2n(deg(L)).

Solving for g(S)− 2g(T ) gives

g(S)− 2g(T ) = n deg(L)− 1.

Thus, the map of interest has degree

22(g(S)−2g(T )) = 22ndeg(L)−2.
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Since the assignment pr : T̃2n → T2n has degree 22ndeg(L)−1 and the diagram

Tn/p∗ Jac(T )[2] T̃2n

T2n

s pr

commutes, it follows that T̃2n has two connected components that are isomorphic to
Tn/p∗ Jac(T )[2]. However, Tn/p∗ Jac(T )[2] defines a torsor of Prym(S, T )/p∗ Jac(T )[2],
which is isomorphic Prym(S, T )∨ by Lemma 5.4.2. Therefore, we have shown that iso-
morphism classes of SO2n+1-Higgs bundles with generic spectral curve S is in one-to-one
correspondence with two distinct torsors of Prym(S, T )∨.

5.5 SO2n+1-Hitchin Fibration

Consider a characteristic polynomial associated to a SO2n+1-Higgs bundle, i.e.,

p(λ) = λ(λ2n + a2λ
2n−2 + · · ·+ a2n).

It is well known that the coefficients a2, . . . , a2n form a homogenous basis for the invariant
polynomials on so2n+1. Thus, the SO2n+1-Hitchin fibration is the map

h :MSO2n+1 →
n⊕
i=1

H0(C,L2i)

that sends
h(V, φ,Q) = (a2, . . . , a2n).

Notice that the SO2n+1 and Sp2n Hitchin bases are the same so a computation of its dimen-
sion can be found in (5.12). Now, a generic point (a2, . . . , a2n) ∈

⊕n
i=1 H0(C,L2i) defines

a generic SO2n+1-spectral curve. Recall that a generic SO2n+1-spectral curve canonically
defines a smooth Sp2n-spectral curve π : S → C. In (5.4) we established that the set
of isomorphism classes of SO2n+1-Higgs bundles that correspond to S is in one-to-one
correspondence with two torsors of Prym(S, T )∨. Hence, we have computed the generic
fibres of the SO2n+1-Hitchin fibration.

Theorem 5.5.1. Suppose (a2, . . . , a2n) is a generic point in the SO2n+1-Hitchin base that
defines a smooth Sp2n-spectral curve π : S → C. Then the fibre h−1(a2, . . . , a2n) consists
of two connected components each of which are torsors of Prym(S, T )∨.

Therefore, each connected component of a generic fibre of the SO2n+1-Hitchin fibration
is isomorphic as algebraic varieties to the dual Prym variety defining the corresponding
generic fibre of the Sp2n-Hitchin fibration. This establishes Langlands duality between
Sp2n and SO2n+1 Hitchin fibrations since LSp2n

∼= SO2n+1.
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Chapter 6

Type Dn-Higgs Bundles

In this final chapter, we compute the generic fibres of the SO2n-Hitchin fibration, where
we extend Hitchin’s work in [Hit87b] to the case we replace the canonical bundle with
a basepoint-free positive degree holomorphic line bundle. Similar to the SO2n+1 case,
generic spectral curves are not smooth due to the Pfaffian. For n > 1, the singularities
are generically ordinary double points, which are mild singularities, and the spectral curves
are irreducible. Although there is no canonical reduction to a smooth spectral curve as
in the SO2n+1 case, we resort to normalising the spectral curve. Normalising involves
removing the singularities to obtain an open Riemann surface, then completing the curve
in the sense of compactifying. Instead of resorting to the complex algebraic method,
we give an explicit complex analytic normalisation, which develops more machinery we
then use to establish the SO2n spectral curve correspondence, which is in terms of the
normalisation. The generic fibres are torsors of a Prym variety corresponding to a double
étale covering, which we showed to be self-dual in Chapter 3. Since LSO2n

∼= SO2n this
realises Langlands duality in the SO2n Hitchin fibration. For proof LSO2n

∼= SO2n consult
Appendix A.

6.1 SO2n-Higgs Bundles and generic SO2n-Spectral Curves

Principal SO2n-bundles over C correspond to rank 2n-holomorphic vector bundles over C
equipped with a non-degenerate, bilinear, symmetric 2-form Q : E ⊗ E → OC . Hence,
SO2n-Higgs bundles are triples (E, φ,Q) where E → C is a rank 2n-holomorphic vector
bundle, φ : E → L⊗E is a holomorphic vector bundle homomorphism, and Q : E⊗E →
OC is a symplectic form such that

Q(φv, w) +Q(v, φw) = 0. (6.1)

Fix a SO2n-Higgs bundle (E, φ,Q). The eigenvalues of the Higgs field are generically
distinct. Hence, to understand the characteristic polynomial of (E, φ,Q), let A ∈ so2n(C)

133
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have distinct eigenvalues λi with corresponding eigenvectors vi ∈ C2n. Notice that,

λiQ(vi, vj) = Q(Avi, vj) = −Q(vi, Avj) = −λjQ(vi, vj).

Hence,
(λi + λj)Q(vi, vj) = 0. (6.2)

Thus, by (6.2) we see Q(vi, vi) = 0 whenever λi 6= 0. Since Q is non-degenerate it follows
that eigenvalues occur in opposite pairs. Therefore, the characteristic polynomial of A is
even, i.e.

det(x− A) = x2n + a2x
2n−2 + · · ·+ a2n. (6.3)

However, the polynomial a2n = det(A) is the square of a polynomial pn called the Pfaffian.
Moreover, the polynomials a2, . . . , a2n−2, pn in (6.3) form a homogeneous basis for the
invariant polynomials of so2n(C). Thus, the characteristic polynomial for (E, φ,Q) is of
the form

det(λ− φ) = λ2n + a2λ
2n−2 + · · ·+ p2

n (6.4)

where a2i ∈ H0(C,L2i) for i = 1, . . . , n− 1 and pn ∈ H0(C,Ln). Hence, the spectral curve
S of (E, φ,Q) possesses a canonical involution σ(λ) = −λ. Moreover, the fixed points of
σ are precisely where λ = 0 and pn = 0.

Now, since L is basepoint-free, Ln is basepoint-free 1. Therefore, by Corollary 2.2.12 we
may fix pn ∈ H0(C,Ln) whose zeros are simple. Now, we compute generic SO2n-spectral
curves with respect to the fixed section pn.

Lemma 6.1.1. The singular set of a generic SO2n-spectral curve is contained in the set
of fixed points of the involution σ(λ) = −λ.

Proof. Consider sections of L2n of the form

s = λ2n + a2λ
2n−2 + · · ·+ p2

n

where a2i ∈ H0(C,L2i) for i = 1, . . . , n−1. Allowing the ai to vary, the zero set of s defines
a linear system of divisors over Y . To compute the base locus consider the sections

s1 = λ2n + p2
n and s2 = λ2n + a2λ

2n−2 + p2
n

where a2 ∈ H0(C,L2) is not identically zero. Then, when s1 and s2 mutually vanish we
see a2λ

2n−2 = 0. Since L is basepoint-free we may choose a2 6= 0, hence λ = 0, and thus,
pn = 0. Clearly, the points where λ = 0 and pn = 0 belong to the base locus of the
linear system. Therefore, the base locus of the system are precisely the fixed points of the
involution σ, and by Bertini’s theorem the result follows.

1 Let p ∈ C. Since L is basepoint free we may choose a section s : C → L such that s(p) 6= 0p. Then
sn : C → Ln is a holomorphic section of Ln and sn(p) 6= 0p.
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Of course, Bertini’s theorem only ensures smoothness away from the base locus and
does not determine smoothness at the base locus. Suppose now (E, φ,Q) has a generic
spectral curve π : S → C that is defined by

p(λ) = λ2n + a2λ
2n−2 + · · ·+ p2

n (6.5)

where pn has simple zeros. We make one assumption namely, that a2n−2 and pn share
no common zeros. To see that this assumption is valid, by Lemma 2.2.10 we may choose
sections s, t ∈ H0(C,L) such that s and t have no zeros in common. Thus, sn ∈ H0(C,Ln)
and t2n−2 ∈ H0(C,L2n−2) have no zeros in common. Throughout the rest of this chapter,
generic spectral curves satisfy this further assumption. Under these assumptions the fixed
points of the involution σ are ordinary double points of S.

Lemma 6.1.2. Suppose π : S → C is a spectral curve defined by (6.5). Then the fixed
points of the involution σ(λ) = −λ are ordinary double points of S.

Proof. Let x ∈ C be a zero of pn and choose a local coordinate z centred at x. By
shrinking the coordinate neighbourhood if necessary, we may trivialise L and locally view
the tautological section λ as a holomorphic function. Then, (λ, z) defined local coordinates
on Y centred at 0 ∈ Lx. In this coordinate system, (0, 0) ∈ S and the spectral curve is
locally defined about (0, 0) by p(λ, z) = 0. Since the zeros of pn are simple we may write

pn(z) = az + higher order terms.

where a 6= 0. Since a2n−2 and pn share no zeros we may write

a2n−2(z) = −b2 + higher order terms

where b 6= 0. It follows that the equation defining S has a local Taylor series expansion

p(λ, z) = (az + bλ)(az − bλ) + higher order terms.

Therefore, (0, 0) is an ordinary double point of S.

Combining Lemma 6.1.1 and Lemma 6.1.2 we obtain the following immediate corollary.

Corollary 6.1.3. The singular points of S are precisely the fixed points of σ(λ) = −λ,
i.e., the set of points where λ = 0 and pn = 0. Hence, the spectral curve is not smooth
since deg(L) > 0.

Although generic SO2n-spectral curves are not smooth, generic SO2n-spectral curves
as defined in (6.5) are irreducible when n > 1.

Proposition 6.1.4. If n > 1, then a generic SO2n-spectral curve π : S → C as defined
in (6.5) is irreducible as a scheme.
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Proof. Suppose S = S1 ∪ S2 where S1 and S2 are spectral curves of degree d1 and d2

respectively such that d1 + d2 = 2n. By Corollary 6.1.3 the singularities of S are fixed
points of the involution σ, of which there are deg(Ln) = n deg(L) such points. The points
of intersection of S1 and S2 are singularities of S, hence S1 and S2 can intersect in at most
n deg(L) points. Moreover, since each singularity is an ordinary double point, each point
of intersection has multiplicity 1, i.e., a transverse intersection of smooth points. However,
taking the resultant, S1 and S2 intersect with multiplicity deg(Ld1d2) = d1d2 deg(L), and
each zero of the resultant must be simple since the intersection multiplicities all equal 1.
Thus,

d1d2 deg(L) ≤ d1 + d2

2
deg(L).

Since deg(L) 6= 0 this is only the case when d1 = d2 = 1. Therefore, if n > 1, then S is
irreducible.

6.2 Normalisation of Generic Spectral Curve

The process of normalisation canonically associates a compact Riemann surface to a
singular complex analytic variety such that away from the singularities, the curves are
isomorphic. Consider the formal definition and a uniqueness result, namely that when a
normalisation exists, it is unique up to isomorphism.

Definition 6.2.1. Let P be a singular complex analytic variety with singular set Psing.

A normalisation of P is a pair (P̃ , ν) where ν : P̃ → P is a holomorphic map such that

(i) ν is surjective;

(ii) ν−1(Psing) is finite;

(iii) ν : P̃ \ ν−1(Psing)→ P \ Psing is injective.

Lemma 6.2.2. Suppose (P̃ , ν) and (Q̃, θ) are two normalisations of a singular complex

analytic variety P with singular set Psing. Then there exists a biholomorphism f : P̃ → Q̃
such that ν = θ ◦ f.

Proof. Consider the biholomorphic mapping

P̃ \ ν−1(Psing) P \ Π Q̃ \ θ−1(Psing).ν θ−1

This mapping extends continuously to all of P̃ . The extended map is a surjective holo-
morphic map, which is injective on a dense open subset of P̃ . Hence, the map is a
biholomorphism. Denote this map by f : P̃ → Q̃ then, immediately, ν = θ ◦ f.
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Thus, we dedicate the rest of this section to constructing the normalisation of a generic
spectral curve π : S → C since by Lemma 6.2.2 the normalisation is unique. The normal-
isation of a complex analytic variety is isomorphic away from the singular points. Hence,
we only need to describe the normalisation about singularities.

Let y ∈ S be a singular point and suppose that locally in a deleted neighbourhood of
y, the spectral curve is the disjoint union of m irreducible analytic curves

S = S1 ∪ · · · ∪ Sm.

By Corollary 4.2.7 the polynomial p(λ) defining S factors into irreducible polynomials each
defining Si, i.e. p = p1 · · · pm. By Proposition 4.2.6 the irreducible factors correspond to
the orbits of monodromy. Thus, we have reduced to normalising each irreducible compo-
nent. Choose local coordinate (U, z) centred at x = π(y) such that U is biholomorphic
to the unit disc ∆. Fix a local irreducible component V defined by q(λ, z), and suppose
the corresponding zeros are λ1(z), . . . , λk(z). Denote the induced monodromy by ρ, which

has order t. Let ∆̃ be another copy of the unit disc, and consider the t-fold map

∆̃∗ 3 w 7→ wt ∈ ∆∗. (6.6)

The map in (6.6) is surjective and holomorphic. Moreover, under this map, one loop

around the origin in ∆̃∗ induces t-loops around the origin in ∆∗. Since the monodromy
ρ has order t, the induced monodromy from pulling back q(λ, z) under (6.6) is trivial.

Therefore, there exists holomorphic functions λ1(w), . . . , λk(w) on ∆̃∗ such that

q(λi(w
t), wt) = 0

for i = 1, . . . , k. An identical argument to the proof of Proposition 4.2.6 show that each
λi(w) extends to a holomorphic function over ∆̃, which we denote by λi(w).

Proposition 6.2.3. The irreducible analytic curve component V is biholomorphic to the
punctured unit disc away from the singularity.

Proof. Adopting the notation of the foregoing fix a λi(w) and consider the holomorphic

map g : ∆̃→ V defined by
g(w) = (λi(w

t), wt).

To see that this function is injective suppose g(w) = g(u), i.e.

(λi(w
t), wt) = (λi(u

t), ut).

Then, u = exp(2πil/t)w for some l ∈ Z and thus,

λi(w
t) = λi(exp(2πil)wt)
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where exp(2πil)wt denotes the value of wt looping around the origin l times. Since the
order of monodromy is t for λi(w

t) to remain unchanged it follows that l = tr for some
r ∈ Z. Thus,

u = exp(2πitr/t)w = exp(2πir)w = w.

Therefore, the holomorphic function g is injective. Since the t-fold map in (6.6) is surjec-
tive and since the polynomial q(λ, z) is irreducible, the monodromy acts transitively so

as w varies in ∆̃ one sees that λi(w
t) assumes all values of λ1(z), . . . , λk(z) where z ∈ ∆.

Therefore, g maps ∆̃ onto V . Finally, from the implicit function theorem V \ {(0, 0)}
defines a Riemann surface with holomorphic coordinate z, and the map induced map
g : ∆̃∗ → V \ {(0, 0)} is holomorphic since its local representation is z = wt. It follows
easily that g is a biholomorphism.

Set Sreg := S \ Ssing, i.e. Sreg denotes the set of regular points of the spectral curve S.
An immediately consequence of irreducibility of S is that Sreg is connected. For simplicity
we first consider the case S has one singular point y ∈ Ssing. Suppose locally about y the
spectral curve S has m irreducible curve components. From Proposition 6.2.3 we obtain
m unit discs ∆j and m holomorphic functions gj : ∆∗j → Sreg, that are biholomorphic
onto their image sets. Define the set

S̃ := Sreg

⋃
g1

∆1 · · ·
⋃
gm

∆m,

where Sreg

⋃
g1

∆1 is defined by

Sreg

⋃
g1

∆1 := (Sreg t∆1)
/
∼

where ∼ is the equivalence relation generated by p ∼ g1(p). Since g1 : ∆∗1 → Sreg is biholo-
morphic onto its image set, Sreg

⋃
g1

∆1 can be endowed with holomorphic coordinates,
thus inheriting the structure of a Riemann surface. Repeating this successively births the
desired Riemann surface

S̃ := Sreg

⋃
g1

∆1

⋃
g2

∆2 · · ·
⋃
gm

∆m.

The compactness is clear. The desired normalisation ν : S̃ → S is given by

ν(p) =

{
p for p ∈ Sreg

gi(p) for p ∈ ∆i

.

To see that ν is a normalisation, notice that away from the singular point y, the map is
given by ν(p) = p, which is injective. The set of points in S̃ that map to y under ν are
precisely the origin of each disc, so |ν−1(y)| = m, and the surjective condition is clear.
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Suppose instead the spectral curve has several singularities Ssing := {y1, . . . , yl} then
the construction generalises in the obvious manner. Namely, for each yi we obtain mi

discs δij and mi holomorphic functions gij : ∆∗ij → Sreg that are biholomorphic onto their
image sets. Then we define

S̃ := Sreg

⋃
g11

∆11

⋃
g12

∆12 · · ·
⋃
g1m1

∆1m1

⋃
g21

∆21

⋃
g22

∆22 · · ·
⋃
g2m2

∆2m2

...⋃
gl1

∆l1

⋃
gl2

∆l2 · · ·
⋃
glml

∆lml
.

We define ν : S̃ → Sreg by

ν(p) =

{
p for p ∈ Sreg

gij(p) for p ∈ ∆ij

.

Throughout the rest of the chapter, we let ν : S̃ → S denote the normalisation of the
generic spectral curve π : S → C.

6.3 SO2n-Spectral Curve Correspondence

In general, the normalisation of a spectral curve is not a spectral curve. Hence, we
modify arguments from the spectral curve correspondence to obtain the SO2n-spectral
curve correspondence. Consider the branched cover π̃ : S̃ → C defined by the diagram

S̃ S

C

ν

π̃
π .

By the universal property of the normalisation, the involution σ : S → S has a unique
lift σ̃ : S̃ → S̃, which is an involution. In fact, the lift σ̃ acts freely on S̃.

Lemma 6.3.1. The involution σ̃ : S̃ → S̃ has no fixed points.
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Proof. Away from the fixed points of the involution σ, the map ν : S̃ → S is a biholo-
morphism. Hence, it suffices to show that the points in S̃ that map to fixed points of
σ under ν are not fixed points of σ̃. Let y ∈ S such that σ(y) = y. Recall that there
are two eigenvalues passing through y, say λ1 and −λ1. Hence, in a sufficiently small
open neighbourhood V of y, the pre-image ν−1(V ) has two connected components U+

and U−. Thus, ν−1(y) = {y+, y−} where y± ∈ U±. Hence, it suffices to prove σ̃(y±) = y∓.
However, this is clear since σ(λ1) = −λ1, hence σ̃ interchanges U+ and U−.

The automorphism group generated by σ̃ is isomorphic to Z2, which vacuously acts
properly discontinuously on S̃, so T := S̃/σ̃ defines a compact Riemann surface. Moreover,

the canonical map p : S̃ → T is an unramified double cover since by Lemma 6.3.1
the involution σ̃ has no fixed points. Therefore, by Proposition 3.5.9 the pullback map
p∗ : Jac(T )→ Jac(S) is not injective.

Since the spectral curve S is not a smooth scheme, the Higgs field φ : E → L ⊗ E
is not necessarily regular, so ker(λ− π∗φ) does not necessarily define a holomorphic line

bundle over S. However, using the fact that S̃ is a Riemann surface, we may construct a
holomorphic line bundle over S̃.

By Proposition 2.1.1 the sheaf map

ν∗(λ)− π̃∗(φ) : π̃∗(E)→ OS̃(π̃∗(L⊗ E))

induces a holomorphic vector bundle A → S̃. Since the eigenvalues of φ are generically
distinct it follows that A → S̃ defines a holomorphic line bundle. Let R := Rπ̃ denote
the ramification divisor of π̃ : S̃ → C. Then the holomorphic line bundle N := A(R)
is the analogous line bundle to the one constructed in the general linear spectral curve
correspondence. Thus, we claim that E ∼= π̃∗(N) as vector bundles over C with the
isomorphism given by

π̃∗(N ) π̃∗((π̃
∗(E))(R))

E
ψ

Tr
S̃/C

(6.7)

Away from the zeros of pn ∈ H0(C,Ln), the normalisation ν : S̃ → S restricts to a
biholomorphism. Thus, by the GL2n-spectral curve correspondence, (6.7) induces an
isomorphism E ∼= π̃∗(N) away from the zeros of pn. Therefore, it suffices to show (6.7) is
an isomorphism near the zeros of pn. First, we need a result from linear algebra.

Lemma 6.3.2. Let B : Cm → Cm be an endomorphism with corresponding characteristic
polynomial

det(x−B) = (x− x1)m1 · · · (x− xk)mk
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where x1, . . . , xk are the eigenvalues. Let I ′ ⊂ {1, . . . , k} and let Vi denote the generalised
eigenspaces of xi. Suppose p′(x) =

∏
j∈I′(x− xj)ej where ej ≥ 0, then

ker(p′(B)) ⊂
⊕
j∈I′

Vj.

Proof. By the primary decomposition theorem Cm =
⊕k

i=1 Vi. For brevity set H :=

ker(p′(B)). Let v ∈ H be given. Writing v =
∑k

i=1 vi where vi ∈ Vi, then

p′(B)v =
k∑
i=1

p′(B)vi =
k∑
i=1

{∏
j∈I′

(B − xj)ejvi

}
= 0.

Hence, ∏
j∈I′

(B − xj)ejvi = 0

and if i 6= j then (B − xj)ej is invertible on Vi so
∏

j∈I′(B − xj)ejvi = 0 if and only if
vi = 0 whenever i 6∈ I ′. Therefore, H ⊂

⊕
j∈I′ Vj.

Proposition 6.3.3. Suppose (E, φ) is a Higgs bundle over C that has corresponding
spectral curve π : S → C. Suppose at x ∈ C there is an open neighbourhood U of x
such that S|π−1(U) = S ′ ∪ S ′′ is a disjoint union. Then over U the Higgs bundle (E, φ)
decomposes as the sum of two Higgs bundles over U where one Higgs bundle has spectral
curve S ′ and the other has spectral curve S ′′, i.e., (E, φ)|U ∼= (E ′, φ′) ⊕ (E ′′, φ′′) where
(E ′, φ′) and (E ′′, φ′′) has spectral curves S ′ and S ′′ respectively.

Proof. Let p(λ) denote the polynomial defining S. Then by Corollary 4.2.7 the polynomial
factors p(λ) = p′(λ)p′′(λ) where p′(λ) and p′′(λ) are the polynomials defining S ′ and S ′′

respectively. It follows from Proposition 2.1.1 that E ′ = ker(p′(φ)) and E ′′ = ker(p′′(φ))
define holomorphic vector bundles over U . Moreover, E ′, E ′′ are holomorphic subbundles
of E, and from the definition it is clear that E ′, E ′′ are φ-invariant. Generically the
eigenvalues of φ are distinct so it is clear that rank(E ′) = deg(p′) and rank(E ′′) = deg(p′′).
Over U let z be local coordinates centred at x, then it follows by Lemma 6.3.2 that E ′x
is contained in the generalised eigenspaces of φ(x) corresponding to zeros of p′(λ, 0).
Similarly, E ′′x is contained in the generalised eigenspaces of φ(x) corresponding to zeros of
p′′(λ, 0). However, since S ′ and S ′′ are disjoint, p′(λ, 0) and p′′(λ, 0) have distinct zeros,
hence E ′x ∩ E ′′x = {0}. Also, dim(E ′x) + dim(E ′′x) = dim(Ex) and thus, Ex ∼= E ′x ⊕ E ′′x .
Moreover, for y ∈ U \ {x} it is clear that Ey ∼= E ′y ⊕ E ′′y . Therefore, E|U ∼= E ′ ⊕ E ′′

and since the subbundles E ′ and E ′′ are φ-invariant we see φ|U = φ′ ⊕ φ′′ and thus,
(E, φ)|U ∼= (E ′, φ′) ⊕ (E ′′, φ′′) where (E ′, φ′) and (E ′′, φ′′) has spectral curves S ′ and S ′′

respectively.
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Suppose x ∈ C is a zero of pn ∈ H0(C,Ln). Then we can choose an open neighbourhood
U ⊂ C of x not containing any other zeros of pn such that S|π−1(U) = S ′ ∪S ′′ is a disjoint
union where S ′ has degree 2 and contains the singularity of S, and S ′′ is smooth. By
Proposition 6.3.3 we see

(E, φ)|U ∼= (E ′, φ′)⊕ (E ′′, φ′′) (6.8)

where (E ′, φ′) and (E ′′, φ′′) has spectral curve S ′ and S ′′ respectively. For each y ∈ U \{x}
the Higgs field has distinct eigenvalues at y so clearly E ′y and E ′′y are orthogonal with
respect to Q. Thus, by continuity E ′x and E ′′x are orthogonal with respect to Q. Therefore,
the decomposition in (6.8) is orthogonal with respect to Q.

Now, since S ′′ is smooth, S|π−1(U) has local normalisation S̃ ′ ∪ S ′′ where S̃ ′ is the

normalisation of S ′. Let A′, A′′ and N ′, N ′′ be the restrictions of A and N to S̃ ′ and S ′′

respectively. Also, let π̃′ and π̃′′ denote the restriction of π̃ to S̃ ′ and S̃ ′′ respectively.
Locally,

π̃∗(N) ∼= π̃′∗(N
′)⊕ π̃′′∗(N ′′)

and over U the sheaf map ψ in (6.7) decomposes as ψ = ψ′ ⊕ ψ′′ where

ψ′ : π̃′∗(N ′)→ E ′|U

and
ψ′′ : π̃′′∗(N ′′)→ E ′′|U .

Recall that by the GL2n-spectral curve correspondence, ψ′′ : π̃′′∗(N ′′) → E ′′|U is an iso-
morphism. Therefore, we have reduced to showing ψ′ : π̃′∗(N ′)→ E ′|U is an isomorphism.
That is, we have reduced to proving the rank 2 case. As remarked earlier, E|U ∼= E ′⊕E ′′
is orthogonal with respect to Q and the induced form Q′ : E ′ ⊗ E ′ → OU is symmet-
ric, bilinear, and non-degenerate. Therefore, (E ′, φ′, Q′) defines an O2-Higgs bundle. In
fact, shrinking U if necessary we may trivialise ∧2E ′ ∼= OU and choose an orientation so
that (E ′, φ′, Q′) becomes a SO2-Higgs bundle. For brevity, we will now omit the primes
from the notation and consider (E, φ,Q) to be a SO2-Higgs bundle with spectral curve
π : S → U . Now, the spectral curve S is defined by

λ2 + p2 = 0

and setting µ = ip we see S is defined by (λ−µ)(λ+µ) = 0. Hence, λ = µ or λ = −µ and

the two eigenvalues µ,−µ corresponds to the two sheets of the normalisation S̃. Recall that
p has a simple zero at x, so µ has a simple zero at x. It follows that φ(x) has eigenvalue
0 with multiplicity 2, hence φ(x) is nilpotent. However, the only nilpotent element of
so2(C) is 0, thus φ(x) = 0. Therefore, φ = µβ for some matrix β with eigenvalues 1,−1.
Hence, in an appropriate local frame

β =

(
1 0
0 −1

)
.
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Moreover, in this frame

φ =

(
µ 0
0 −µ

)
.

Now, we will use this local matrix representation to verify ψ is an isomorphism. Note, π̃ is
unramified locally, so A = N. Let U+ and U− denote the two sheets of S̃, then λ|U+ = µI
and λ|U− = −µI. Hence,

λ− φ =



(
0 0

0 2µ

)
on U+

(
−2µ 0

0 0

)
on U−

Thus,

N = ker(λ− φ) =



〈(
1

0

)〉
on U+

〈(
0

1

)〉
on U−

Therefore, the map ψ is given by

(
f
g

)
7→



〈(
f

0

)〉
on U+

〈(
0

g

)〉
on U−

7→
(
f
0

)
+

(
0
g

)
=

(
f
g

)
.

which is an isomorphism. Thus, we have established the following proposition.

Proposition 6.3.4. Let (E, φ,Q) is a SO2n-Higgs bundle with generic spectral curve

π : S → C. Suppose ν : S̃ → S is the normalisation of S̃ and set π̃ = πν and R = Rπ̃.
Then A = ker(ν∗(λ)− π̃∗) defines a holomorphic line bundle on S̃ and the sheaf map

π̃∗(N ) π̃∗(π̃
∗(E)(R)))

E

i

ψ

Tr
S̃/C

defines an isomorphism π̃∗(A(R)) ∼= E.
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The same argument as the general linear case shows that given M ∈ Pic(S̃), then
(π̃∗(M), π̃∗(ν

∗λ)) defines a Higgs bundle on C, and this assignment is mutual inverse
to Proposition 6.3.4. Hence, the Higgs bundle (E, φ) corresponds to a holomorphic line

bundle N → S̃, and we will use Q to deduce further properties of N. We will adapt
arguments from the Sp2n-spectral curve correspondence to obtain the desired result.

Lemma 6.3.5. Suppose the Higgs bundle (E, φ) corresponds to N ∈ Pic(S̃). Then the

Higgs bundle (E,−φ) corresponds to σ̃∗(N) ∈ Pic(S̃).

Proof. The Higgs bundle (E ′, φ′) over C where E ′ = π̃∗(σ̃
∗(N)) and φ′ is induced by

ν∗(λ) : σ̃∗(N) → π̃∗(L) ⊗ σ̃∗(N) corresponds to σ∗(N) ∈ Pic(S̃), thus it suffices to
prove (E ′, φ′) ∼= (E,−φ) as Higgs bundles. Let U ⊂ C be a given open subset. Then
π̃∗(N )(U) = N (π̃−1(U)) and since σ̃ preserves π̃−1(U) there is an isomorphism of sections

N (π̃−1(U)) 3 s 7→ σ̃∗s ∈ σ̃∗(N )(π̃−1(U)) (6.9)

and since σ(λ) = −λ it easily follows that

σ̃∗(ν∗λ)s = −(ν∗λ)σ̃∗s (6.10)

for every s ∈ N (π̃−1(U)). Equation (6.9) gives an isomorphism E ∼= E ′ and (6.10) shows
that this isomorphism preserves the Higgs fields. Therefore, (E,−φ) ∼= (E ′, φ′).

Lemma 6.3.6. Suppose the Higgs bundle (E, φ) corresponds to N ∈ Pic(S̃). Then the

dual Higgs bundle (E∗, φ∗) corresponds to N∗(R) ∈ Pic(S̃).

Proof. The Higgs bundle (E ′, φ′) over C where E ′ = π̃∗(N
∗(R)) and φ′ is induced by

ν∗(λ) : N∗(R) → π̃∗(L) ⊗ N∗(R) corresponds to N∗(R) ∈ Pic(S). It suffices to show
(E ′, φ′) ∼= (E∗, φ∗). Recall from relative duality we have the non-degenerate pairing

E ⊗ E ′ 3 (a, b) 7→ TrS̃/C(a⊗ b) ∈ OC .

This induces an isomorphism E ′ ∼= E∗, so it suffices to show (φa, b) = (a, φ′b) for every
a ∈ E(U) and b ∈ E ′(U) where U ⊂ C is a given open subset of C. Recall that E ∼= π̃∗(N)
so let ã ∈ N (π̃−1(U)) be the section corresponding to a under the isomorphism. Notice
that φa = ν∗(λ)ã and φ′b = ν∗(λ)b and thus,

(φa, b) = TrS̃/C(ν∗(λ)a⊗ b) = TrS̃/C(a⊗ ν∗(λ)b) = (a, φ′b),

hence (E ′, φ′) ∼= (E∗, φ∗).

Now, the non-degenerate symmetric bilinear form Q : E⊗E → OC induces a canonical
isomorphism E ∼= E ′. Moreover, since Q(φx, y) = −Q(x, φy) the induced isomorphism
preserves −φ and φ∗. Thus, (E,−φ) ∼= (E∗, φ∗) as Higgs bundles. Then, by Lemma 6.3.5
and Lemma 6.3.6 there is an induced isomorphism θ : σ̃∗(N) → N∗(R) of line bundles,
which establishes one direction in the desired correspondence.
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Proposition 6.3.7. Suppose (E, φ,Q) is a SO2n-Higgs bundles with generic spectral curve

π : S → C. Let ν : S̃ → S be the normalisation of S. Suppose (E, φ,Q) corresponds to

N ∈ Pic(S̃). Then Q gives rise to an isomorphism θ : σ̃∗(N) → N∗(R). Equivalently, Q
gives rise to a non-vanishing section θ of σ̃∗(N∗)⊗N∗(R).

Remark 6.3.8. Since S̃ is a compact Riemann surface, the isomorphism θ : σ̃∗(N) →
N∗(R) is unique up to scale, and rescaling the symmetric form amounts to rescaling the
isomorphism.

Proposition 6.3.7 provides one assignment in the desired correspondence. We will
establish the other assignment to establish the correspondence. Fix M ∈ Pic(S̃) such
that σ̃∗(M) ∼= M∗(R) and fix an isomorphism τ : σ̃∗(M) → M∗(R). The Higgs bundle
(V, ξ) over C where V = π̃∗(M) and ξ : E → L ⊗ E is induced by ν∗(λ) : N →
π̃∗(L) ⊗ N corresponds to M ∈ Pic(S̃). Using the isomorphism τ : σ̃∗(M) → M∗(R)
we will construct a symmetric, OC-bilinear non-degenerate form µ : V ⊗ V → OC . Let
U ⊆ C be a given open subset and let a, b ∈ V(U) = OS̃(M)(π̃−1(U)). Notice that
τ σ̃∗b ∈ OS̃(M∗(R))(π̃−1(U)), hence using the pairing from relative duality define

µ(a, b) = TrS̃/C(a⊗ τ σ̃∗b). (6.11)

This pairing is OC-bilinear. Moreover, since the pairing from relative duality is non-
degenerate, and τ is non-vanishing, it follows that µ is non-degenerate.

Lemma 6.3.9. The OC-bilinear pairing µ : V ⊗ V → OC from (6.11) is compatible with
the Higgs field ξ : V → L⊗ V.
Proof. Since the Higgs field ξ is induced by ν∗(λ) : M → π̃∗(L) ⊗ M it follows that
ξb = ν∗(λ)b. Then,

µ(a, ξb) = TrS̃/C(a⊗ τ σ̃∗(ν∗λ)b) = −TrS̃/C((ν∗λ)a⊗ τ σ̃∗b) = −µ(ξa, b)

where we used the fact ν∗λ and σ̃∗ anti-commute.

Similar to the symplectic case there is a canonical lift of σ̃ to σ̃∗(M∗)⊗M∗(R). Now,
it is clear that TrS̃/C(σ̃∗s) = TrS̃/C(s) so to determine a necessary and sufficient condition
for µ : V ⊗ V → OC to be symmetric notice that

ξ(b, a) = TrS̃/C(b⊗ τ σ̃∗a) = TrS̃/C σ̃
∗(b⊗ τ σ̃∗a) = TrS̃/C(a⊗ (σ̃∗τ)σ̃∗b)

and thus, ξ : V ⊗V → OC is symmetric if and only if σ̃∗τ = τ. Compared to the symplectic
case the condition σ̃∗τ = τ is not automatic.

Recall we have the canonical unramified map p : S̃ → T , so we may factor π̃ : S̃ → C
via.

S̃ T

C

p

π̃
q
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Lemma 6.3.10. Let A ∈ Pic(S̃) be given. Then p∗(NmS̃/T (A)) ∼= Aσ̃∗(A).

Proof. Since S̃ is a compact Riemann surface it suffices to use divisors, and since point
divisors generate the class divisor group modulo linear equivalence it suffices to prove the
equality with point divisors. Let x ∈ S̃ be a given point divisor. The map σ̃ : S̃ → S̃ is a
biholomorphism, thus the degree is preserved under pulling back by σ̃ and since σ̃ is an
involution it is clear that σ̃∗(x) = σ̃(x). Hence, x+ σ̃∗(x) = x+ σ̃(x). Now, by definition
NmS̃/T (x) = p(x) so we wish to compute p∗(p(x)). Recall that σ̃ has no fixed points, then

since p(x) = p(σ̃(x)) and p is a double cover it follows that p∗(p(x)) = x+ σ̃(x). Therefore,
x+ σ̃∗(x) = p∗(NmS̃/T (x)).

By Lemma 6.3.10 the isomorphism τ : σ̃∗(M)→M∗(R), which is equivalent to an iso-
morphism τ : Mσ̃∗(M)→ OS̃(R), and can be viewed an isomorphism τ : p∗(NmS̃/T (M))→
OS̃(R). Since p is unramified there is an isomorphism OS̃(R) ∼= p∗(OTRq). Therefore, τ
may be viewed as an isomorphism

τ : p∗(NmS̃/T (M))→ p∗(OTRq). (6.12)

Now, it is clear that σ̃∗τ = τ if and only if τ descends to an isomorphism NmS̃/T (M) ∼=
OT (Rq). Therefore, µ : V ⊗ V → OC is symmetric if and only if τ descends to an
isomorphism NmS̃/T (M) ∼= OT (Rq). In other words, (V, ξ, µ) defines a O2n-Higgs bundle

if and only if τ descends to an isomorphism NmS̃/T (M) ∼= OT (Rq). Of course, we want

(V, ξ, µ) to be a SO2n-Higgs bundle for which we have to show det(V ) ∼= OC . Assume now
that τ descends to an isomorphism NmS̃/T (M) ∼= OTRq. To show det(V ) is trivial we
require a few results.

Lemma 6.3.11. There is a short exact sequence of sheaves

0→ OS → ν∗(OS̃)→
⊕
σ(p)=p

Cp → 0

where Cp denotes the skyscraper sheaf at p ∈ S.

Proof. It suffices to verify exactness at each stalk, so fix p ∈ S such that σ(p) = p. Choose
local coordinates z centred at p ∈ S. Now, OS, p ∼= Ox[λ]/(λ2 − z2) and since Ox[λ] is a
free Ox[λ2]-module of rank 2 with basis 1, λ it follows that

Ox[λ]
/

(λ2 − z2) ∼= Ox ⊕ λOx.

Also,
(ν∗OS̃)p ∼= Ox[λ]

/
(λ− z)⊕Ox[λ]

/
(λ+ z) ∼= Ox ⊕Ox.

Thus, we define

OS, p 3 f(z) + λg(z) 7→ (f(z) + zg(z), f(z)− zg(z)) ∈ (ν∗OS̃)p (6.13)
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and
(ν∗OS̃)p 3 (a(z), b(z)) 7→ a(0)− b(0) ∈ C. (6.14)

Each map is clearly injective and surjective respectively and moreover, the image of (6.13)
clearly lies in the kernel of map (6.14). To see the opposite inclusion note that since
a(0)− b(0) = 0 we may write a(z)− b(z) = zh(z) where h(z) ∈ Ox. Then one can easily
verify that

a(z) + b(z)

2
+ λ

h(z)

2
7→ (a(z), b(z)).

Therefore, the sequence
0→ OS, p → (ν∗OS̃)p → C→ 0

is exact, and we obtain an exact sequence of sheaves

0→ OS → ν∗(OS̃)→
⊕
σ(p)=p

Cp → 0. (6.15)

Lemma 6.3.12. There is an isomorphism of holomorphic line bundles

det(π̃∗(OS̃)) ∼= L2n−2n2

.

Proof. Applying the direct image functor π∗ to the short exact sequence in (6.15) yields

0→ π∗(OS)→ π̃∗(OS̃)→
⊕

pn(y)=0

Cy → R1π∗(OS)→ · · ·

Let x ∈ C. Then π−1(x) is finite and thus, H1(π−1(x),OS) = 0. Hence, by Grauert’s base
change theorem R1π∗(OS) = 0. Thus, we have a short exact sequence of sheaves

0→ π∗(OS)→ π̃∗(OS̃)→
⊕

pn(y)=0

Cy → 0. (6.16)

Let j : π∗(OS)→ π̃∗(OS̃) be the sheaf map in (6.16). Fix a zero y ∈ C of pn, and choose
local coordinate z centred at y. Then π∗(OS)y are π̃∗(OS̃)y and free Oy-modules of rank
2n so we may choose a basis for each Oy-module such that jy : π∗(OS)y → π̃∗(OS̃)y is in
smith normal form, i.e. jy = diag(ze1 , . . . , ze2n) where 0 ≤ e1 ≤ . . . ≤ e2n. Since coker(jy)
has dimension 1 it follows that jy = diag(1, . . . , 1, z), hence det(jy) = z. Therefore, det(j)
has a simple zero at each zero of pn and hence,

det(π̃∗OS̃)⊗ det(π∗OS)∗ ∼= OC((pn)) ∼= Ln.

Recall from Proposition 4.2.3 that π∗OS ∼= OC⊕L−1⊕· · ·⊕L−(2n−1). Thus, det(π∗OS) ∼=
L−n(2n−1) and it follows that

det(π̃∗OS̃) ∼= L2n−2n2

.
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Lemma 6.3.13. The determinant of V is trivial, i.e., det(V ) ∼= OC .

Proof. Recall that V = π̃∗(M) and NmS̃/T (M) ∼= OT (Rq). By Proposition 4.6.7 there is
an isomorphism

det(V ) ∼= NmS̃/C(M)⊗ det(π̃∗OS̃).

Notice that NmS̃/C = NmT/C ◦NmS̃/T , hence NmS̃/C(M) ∼= NmT/C(OTRq) and by Lemma
6.3.12 we see

det(V ) ∼= NmT/C(OTRq)⊗ L2n−2n2

.

Thus, it suffices to show NmT/C(OTRq) ∼= L2n2−2n. By Proposition 4.6.7 there is an
isomorphism

NmT/C(OTRq) ∼= det(q∗OTRq)⊗ det(q∗OT )∗.

From Relative Duality it follows that det(q∗OTRq) ∼= det(q∗OT )∗ and thus,

NmT/C(OTRq) ∼= det(q∗OT )−2.

Since det(q∗OT ) ∼= OC ⊕L−2⊕ · · ·L−2(n−1) it follows that det(q∗OT ) ∼= Ln−n
2
. Therefore,

NmT/C(OTRq) ∼= L2n2−2n.

Therefore, (V, ξ, µ) defines an O2n-Higgs bundle with det(V ) ∼= OC . To define a
SO2n-Higgs bundle, we need to choose an orientation for V . There are two choices of
orientation. One preserves the Pfaffian, and the other changes the sign of the Pfaffian.
Therefore, choosing the orientation for V that preserves the Pfaffian establishes (V, ξ, µ)
as a SO2n-Higgs bundle. Thus, we have established the following proposition.

Proposition 6.3.14. Let M → S̃ be a holomorphic line bundle equipped with an isomor-
phism τ : σ̃∗(M)→M∗(R) that descends to an isomorphism NmS̃/T (M) ∼= OT (Rq). Then

the Higgs bundle (V, ξ) where ξ : V → L⊗V is induced by ν∗(λ) : M → π̃∗(L)⊗M corre-
sponds to M . Moreover, the isomorphism τ : σ̃∗(M) → M∗(R) defines a non-degenerate
symmetric OC-bilinear form µ : V ⊗ V → OC compatible with ξ. Also, det(V ) ∼= OC and
can be endowed with an orientation preserving the Pfaffian so (V, ξ, µ) defines a SO2n-
Higgs bundle.

Rescaling the isomorphism defines the same Higgs bundle up to isomorphism, and an
identical argument to the general linear case shows that the two constructed assignments
are mutual inverses. Therefore, we have established the following correspondence.

Theorem 6.3.15. There is a one-to-one correspondence between isomorphism classes of
SO2n-Higgs bundles (E, φ,Q) with generic spectral curve S, and holomorphic line bundles

N over the normalisation S̃ such that NmS̃/T (N) ∼= OT (Rq) where T = S̃/σ̃ and σ̃ denotes

the lift of the involution σ(λ) = −λ.
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Since the norm map NmS̃/T : Pic(S̃)→ Pic(T ) is surjective we may choose a holomor-

phic line bundle N0 → S̃ such that NmS̃/T (N0) = OT (Rq). Then, writing N ∼= N0 ⊗ U
it follows that NmS̃/T (U) ∼= OT . Therefore, the set of holomorphic line bundles N → S̃

such that NmS̃/T (N) ∼= OT (Rq) defines a torsor of ker(NmS̃/T ) and we have arrived at
the SO2n-spectral curve correspondence.

Theorem 6.3.16 (SO2n-Spectral Curve Correspondence). The isomorphism classes of
SO2n-Higgs bundle (E, φ,Q) with generic spectral curve π : S → C is in one-to-one

correspondence with a torsor of ker(NmS̃/T ) ⊂ Pic(S̃) where S̃ is the normalisation of S

and T := S̃/σ̃ where σ̃ is the lift of the involution σ(λ) = −λ.

Now, we will compute the number of connected components of NmS̃/T . Recall that the
number of connected components of NmS̃/T is equal to the cardinality of the cokernel of

p∗ : π1(Jac(S̃))→ π1(Jac(T )), which is precisely the index (π1(Jac(T )) : p∗(π1(Jac(S̃)))).
The fundamental group of a complex tori is canonically isomorphic to its lattice, hence
π1(Jac(S̃)) ∼= H1(S̃,Z), and π1(Jac(T )) ∼= H1(T,Z). Under this identification it is clear

that the induced map of the first cohomology is the wrong way map, i.e., p! : H1(S̃,Z)→
H1(T,Z). Moreover the index (H1(T,Z) : p!(H

1(S̃,Z))) is equal to (H1(T,Z) : p∗H1(S̃,Z))

Suppose p : S̃ → T is determined by the kernel of homomorphism r : π1(T ) → Z2,

i.e., p∗(π1(S̃)) = ker(r). Consider now the following commutative diagram

π1(S̃) π1(T ) Z2

H1(S̃,Z) H1(T,Z) Z2

p∗

pr

r

pr

p∗ r

The top row is exact, which in fact implies that the bottom row is exact. Indeed, from the
commutativity it is clear that p∗H1(S̃,Z) ⊂ ker(r). On the other hand, if r(γ) = 0 where
γ ∈ H1(T,Z2), then we may choose a lift γ̂ ∈ π1(T ). Then, r(γ̂) = 0 and since the top row

is exact we may choose τ̂ ∈ π1(S̃) such that p∗(τ̂) = γ̂. It follows that p∗(τ) = γ where

τ := pr(τ̂), and thus, p∗H1(S̃,Z) = ker(r). Therefore, (H1(T,Z) : p∗H1(S̃,Z)) = 2, shows
the number of connected components of NmS̃/T is equal to 2. Moreover, one connected

component is Prym(S̃, T ) and it is clear that the other connected component is a torsor

of Prym(S̃, T ), which establishes the following proposition.

Proposition 6.3.17. The kernel of the norm map ker(NmS̃/T ) associated to the étale

double cover p : S̃ → T consists of two connected components where the connected con-
nected component of the identity is the Prym variety Prym(S̃, T ) and the other connected

component is a torsor of Prym(S̃, T ).
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6.4 SO2n-Hitchin Fibration

Recall that the characteristic polynomial of a generic SO2n-Higgs bundle is of the form

p(λ) = λ2n + a2λ
2n−2 + · · ·+ p2

n (6.17)

where a2i ∈ H0(C,L2i) for i = 1, 2, . . . , n − 1 and pn ∈ H0(C,Ln). The coefficients
a2, a4, . . . , a2n−2, pn form a homogeneous basis for the ring of invariant polynomials of
so2n(C). Hence the SO2n-Hitchin fibration is given by

h :MSO2n →
n−1⊕
i=1

H0(C,L2i)⊕ H0(C,Ln)

that sends

h(E, φ,Q) = (a2, . . . , a2n−2, pn)

where the characteristic polynomial for (E, φ,Q) is of the form (6.17).

6.4.1 Dimension of SO2n-Hitchin Base

Again we will assume deg(L) ≥ 2g so that L is basepoint-free and H1(C,Li) = 0 for every
i ≥ 1. Then, by the Riemann-Roch theorem

h0(C,L2i) = 2i deg(L) + 1− g

for i = 1, . . . , n− 1. Moreover,

h0(C,Ln) = n deg(L) + 1− g

Thus,
n−1∑
i=1

h0(C,L2i) = n(n− 1) deg(L) + (n− 1)(1− g).

Therefore,

dim

(
n−1⊕
i=1

H0(C,L2i)⊕ H0(C,Ln)

)
= n2 deg(L) + n(1− g). (6.18)

To compute the Hitchin base for L = KC notice that since deg(Ki
C) > 2g − 2 for i > 1 it

suffices to substitute deg(L) = 2g − 2 into (6.18), which gives

dim

(
n−1⊕
i=1

H0(C,K2i
C )⊕ H0(C,Kn

C)

)
= n(2n− 1)(g − 1).
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6.4.2 Generic Fibres of SO2n-Hitchin Fibration

A generic point in the hitchin base (a2, . . . , pn) canonically defines a generic SO2n spectral
curve π : S → C, and thus, we may use the SO2n-spectral curve correspondence to classify
the generic fibres of the SO2n-Hitchin fibration.

Theorem 6.4.1. Let (a2, . . . , pn) be a generic point in the SO2n-Hitchin base that de-
fines a generic SO2n-spectral curve π : S → C with canonical involution σ. Denote the
normalisation of S by S̃ and denote the unique lift of σ by σ̃. Then, the generic fibre
h−1(a2, . . . , pn) is comprised of two connected components each of which are torsors of the

Prym variety Prym(S̃, T ) where T := S̃/σ̃.

Proof. The preimage h−1(a2, . . . , pn) corresponds to isomorphism classes of SO2n-Higgs
bundles whose associated spectral curve is π : S → C. By the SO2n-spectral curve
correspondence h−1(a2, . . . , pn) corresponds to a torsor of ker(NmS̃/T ). Moreover, by

Proposition 6.3.17, ker(NmS̃/T ) consists of two connected components that are torsors of

Prym(S̃, T ). Therefore, h−1(a2, . . . , pn) is comprised of two connected components each

of which are torsors of the Prym variety Prym(S̃, T ).

6.4.3 Dimension of Generic Fibres

Suppose π : S → C is a generic SO2n-spectral curve defined by the polynomial

p(λ) = λ2n + a2λ
2n−2 + · · ·+ p2

n.

Let ν : S̃ → S denote the corresponding normalisation and π̃ : S̃ → C the induced map.
We will to compute deg(Rπ̃), however contrary to the other cases S̃ is not a spectral curve

in general. Away from the ordinary double points the curves S and S̃ are isomorphic.
Moreover, away from the singularities the holomorphic line bundle associated to the ram-
ification divisor of π : S → C is L2n(2n−1) by the adjunction formula. Hence, we will study
the discriminant of S at the ordinary doubles points to determine the correction in the
degree of the ramification divisor of π̃ : S̃ → C. Recall that the ordinary double points of
S correspond to zeros of the Pfaffian. Let x ∈ C be a zero of the Pfaffian. We claim that
(0, x) corresponds to a double zero of the discriminant. Locally the spectral curve may
be written as the disjoint union S = S1 ∪S2 of spectral curves where S1 has degree 2 and
contains the singularity, and S2 is smooth with degree 2n− 2. The polynomial factors by
p(λ) = p1(λ)p2(λ) where pi defines Si. Now, the discriminant of S is given by

Res(p(λ), ∂λp(λ)) = Res(p1(λ), ∂λp(λ)) Res(p2(λ), ∂λp(λ)).

Notice that p1(0, x) = 0 and p2(0, x) 6= 0.Hence, we only need to consider Res(p1(λ), ∂λp(λ)).
Since ∂λp(λ) = p2(λ)∂λp1(λ) + p1(λ)∂λp2(λ) it follows that we only need to study the dis-
criminant of S1. We may choose a local coordinate z centred at x such that

p1(λ, z) = λ2 + z2.
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Therefore, the discriminant of S1 is locally given by −4z2, which proves the claim. Since
the Pfaffian has n deg(L) simple zeros, which correspond to double zeros of the discrimi-

nant divisor the ramification divisor of the induced map π̃ : S̃ → C has degree

deg(Rπ̃) = 2n(2n− 1) deg(L)− 2n deg(L) = 2n(2n− 2) deg(L).

Thus, by Riemann-Hurwitz

2g(S̃)− 2 = 2n(2g − 2) + 2n(2n− 2) deg(L).

Solving for g(S̃) gives

g(S̃) = 2n(g − 1) + 2n(n− 1) deg(L) + 1.

Let T = S̃/σ̃, then since the natural projection map S̃ → T is a double étale cover it
follows from Riemann-Hurwitz that

g(T ) =
1

2
g(S̃) +

1

2
.

Hence, the dimension of the generic fibre Prym(S̃, T ) is given by

dim(Prym(S̃, T )) = n(g − 1) + n(n− 1) deg(L). (6.19)

Now, if L = KC , then it follows that

dim(Prym(S̃, T )) = n(2n− 1)(g − 1). (6.20)

6.4.4 Self-Duality in Generic Fibres

In (3.5.4) we showed that the Prym variety associated to an étale double cover is prin-
cipally polarised, i.e., admits a principal polarisation Ξ satisfying i∗0c1(Θ) = 2Ξ where

i0 : Prym(S̃, T ) → Jac(S̃) denotes inclusion and Θ is a theta divisor on Jac(S̃), which

implies the Prym variety is self-dual. Since the double cover p : S̃ → T is étale we see
Prym(S, T )∨ ∼= Prym(S, T ). In fact, this implies that the other connected component of
ker(NmS̃/T ) is self-dual as a torsor of an abelian variety. To see this, let P1 denote the

other connected component of ker(NmS̃/T ) and let i1 : P1 → Jac(S̃) denote inclusion.

Suppose a ∈ P1, then the translation map ta : Prym(S̃, T ) → P1 defines an isomorphism
of algebraic varieties, and moreover, the following square commutes

Prym(S̃, T ) Jac(S̃)

P1 Jac(S̃)

i0

ta ta

i1
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Passing to the second integral cohomology gives the commutative square

H2(Prym(S̃, T ),Z) H2(Jac(S̃),Z)

H2(P1,Z) H2(Jac(S̃),Z)

i∗0

t∗a

i∗1

t∗a

that is, i∗0t
∗
a = t∗ai

∗
1. Now, the first Chern class satisfies naturality, so c1(t∗aΘ) = t∗ac1(Θ).

It follows that
t∗ai
∗
1c1(Θ) = i∗0c1(t∗aΘ) = i∗0c1(Θ) = 2Ξ.

This proves the duality in P1. Therefore, the generic fibres of the SO2n-Hitchin fibration
are self-dual, which demonstrates Langlands duality in the Hitchin fibration since LSO2n

∼=
SO2n.
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Appendix A

Langlands Duality for Classical
Simple Lie Groups

A.1 Defining the Langlands Dual Group

Fix a complex connected semisimple Lie group G, and let g denote the Lie algebra of G.
An algebraic subalgebra t ⊂ g is abelian with each element semisimple if and only if t is
the tangent algebra of a torus T ⊂ G. Moreover, the subalgebra is maximal, hence Cartan
if and only if T ⊂ G is maximal. Thus, fix a maximal torus T ⊂ G with corresponding
Cartan subalgebra t ⊂ g.

A.1.1 Dual Root Systems

Let (E, ( , )) be a Euclidean space equipped with an inner product. There is another inner

product 〈 , 〉 on E defined by 〈α, β〉 := 2(α,β)
(β,β)

. We wish to endow a Euclidean structure
on the dual space E∗. To endow the desired structure note that we may regard E as the
dual space of E∗ under the canonical isomorphism E ∼= (E∗)∗. Consider the isomorphism
E 3 λ 7→ uλ ∈ E∗ where uλ is defined by

(λ, µ) = µ(uλ) (A.1)

for every µ ∈ E. Under this isomorphism, there is a canonical Euclidean structure given
by (uλ, uµ) := (λ, µ). Hence, the Euclidean structure on E naturally induces a Euclidean
structure (E∗, ( , )), and under this correspondence, to every root system ∆ ⊂ (E, ( , ))
there is a naturally associated root system ∆∨ ⊂ (E∗, ( , )) called the dual root system,
which we will now construct.

Let α ∈ ∆ be a root. The coroot α∨ ∈ ∆∨ associated to α is defined by α∨ := 2uα
(α,α)

.
Notice that

µ(α∨) =
2(µ, α)

(α, α)
= 〈µ, α〉 (A.2)

155
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for every µ ∈ E.

Lemma A.1.1. The set of coroots ∆∨ := {α∨ ∈ E∗ |α ∈ ∆} defines a root system in
(E∗, ( , )) called the dual root system.

Proof. Since ∆ is finite and does not contain 0 it easily follows that ∆∨ is finite and does
not contain 0. Moreover, since ∆ spans E it follows from the isomorphism E 3 λ 7→
uλ ∈ E∗ that ∆∗ spans E∗. A straightforward calculation shows that cα∨ = (1

c
α)∨. Thus,

cα∨ ∈ ∆∨ if and only if 1
c
α ∈ ∆. However, 1

c
α ∈ ∆ if and only if c = ±1. It is easy to

show 〈α∨, β∨〉 = 〈β, α〉 and the integrality condition immediately follows. Finally, to see
that the reflection rα∨ permutes ∆∨ notice that α∨ is a rescaling of uα, hence rα∨ = ruα .
Let β ∈ ∆ be a root and suppose rα(β) = γ, i.e., β − 〈β, α〉α = γ. Then, it follows that

ruα(uβ) = uβ − 〈β, α〉uα.

Let λ ∈ E, then by (A.1) we see

λ(uβ − 〈β, α〉uα) = (β − 〈β, α〉α, λ) = (γ, λ) = λ(uγ).

Since λ ∈ E was arbitrary it follows that ruα(uβ) = uγ. Moreover, since reflections are
isometries we see (γ, γ) = (β, β) and it follows that rα∨(β∨) = γ∨. Therefore, rα∨ permutes
∆∨ and thus, ∆∨ defines a root system.

A.1.2 Root Lattice and Weight Lattice

Fix a root system ∆ ⊂ (E, ( , )) with corresponding coroot system ∆∨ ⊂ (E∗, ( , )). The
integral span of the root system ∆ ⊂ E defines a lattice in E called the root lattice denoted
Λrt. To see that Λrt defines a lattice recall that ∆ has a base Π, which is a vector space
basis of E such that each α ∈ ∆ may be written as α =

∑
β∈Π kββ where kβ ∈ Z and each

non-zero kβ have the same sign. Thus, the integral span of ∆ equals the integral span of Π,
which is certainly a lattice. Similarly, the integral span of the ∆∨ ⊂ E∗ defines a lattice
in E∗ called the coroot lattice denoted by Λcort. Now, we will introduce two additional
lattices.

Definition A.1.2. The weight lattice of ∆ is defined by

Λwt := {µ ∈ E | 〈µ, α〉 ∈ Z for every α ∈ ∆}.

Also, the coweight lattice of ∆ denoted by Λcowt is defined to be the weight lattice of ∆∨,
i.e.,

Λcowt := {w ∈ E∗ | 〈w, β〉 ∈ Z for every β ∈ ∆∨}.

Remark A.1.3. The integrality axiom of ∆ implies Λrt ⊆ Λwt, likewise Λcort ⊆ Λcowt.
Moreover, since the weight root lattices have the same rank the inclusion Λrt ⊆ Λwt has
finite index, and similarly Λcort ⊆ Λcowt has finite index.
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It is not immediately clear that Λwt and Λcowt define lattices. However, this follows
since Λwt is the dual lattice for Λcort, and Λcowt is the dual lattice of Λrt.

Lemma A.1.4. The weight lattice is dual to the coroot lattice, i.e., Λwt = Λ∗cort, and the
coweight lattice is dual to the root lattice, i.e., Λcowt = Λ∗rt.

Proof. Let µ ∈ Λwt, i.e., 〈µ, α〉 ∈ Z for every α ∈ ∆. By (A.2) we see 〈λ, α〉 = µ(α∨) and
hence

Λwt = {µ ∈ E |µ(α∨) ∈ Z for every α∨ ∈ ∆∨}.

Therefore, Λwt = Λ∗cort, and the proof Λcowt = Λ∗rt is similar.

A.1.3 Character and Cocharacter Lattices

For the rest of the section ∆ ⊂ (t∗, ( , )) denotes the unique root system determined by
the connected complex semisimple Lie group G and the maximal torus T . In fact, ∆
defines a natural real form of the complex vector space t∗, which we will now construct.
To construct the desired real form we will follow [EW06, Section 10.6].

Lemma A.1.5. The following statements are true

(i) If t ∈ t and t 6= 0, then there exists a root α ∈ ∆ such that α(t) 6= 0.

(ii) The root system ∆ spans t∗.

Proof. To prove (i) let t ∈ t and suppose α(t) = 0 for every α ∈ ∆. Let g = t⊕
⊕

α∈∆ gα
be the root space decomposition. Notice that for every x ∈ gα we have [t, x] = α(t)x = 0
and thus, t ∈ Z(g). However, since g is semisimple, Z(g) = 0, hence t = 0. Now (ii) is a
reformulation of (i). Indeed, let W ⊂ t∗ denote the span of ∆ and suppose W is a proper
subspace. Then the annihilator W ◦ = {t ∈ t∗ |α(t) = 0 for every α ∈ ∆} has positive
dimension, which is a contradiction.

By Lemma A.1.5 (ii) let α1, . . . , αn be a vector space basis for t∗ such that αi ∈ ∆ for
i = 1, . . . , n.

Lemma A.1.6. Every β ∈ ∆ is a linear combination of the αi with coefficients in Q.

Proof. Since α1, . . . , αn is a vector space basis for t∗ we may write β =
∑n

i=1 ciαi where
ci ∈ C. Notice that for each j = 1, . . . , n

(β, αj) =
n∑
i=1

ci(αi, αj).
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In terms of matrices (β, α1)
...

(β, αn)

 =

(α1, α1) · · · (αn, α1)
...

. . .
...

(α1, αn) · · · (αn, αn)


c1

...
cn


The n × n matrix is the matrix representing the non-degenerate bilinear form ( , ) with
respect to the chosen basis. Each entry is rational and hence the inverse matrix has
rational entries. Moreover, (β, αj) ∈ Q for j = 1, . . . , n and it follows that c1, . . . , cn are
rational.

By Lemma A.1.6 the root system ∆ ⊂ t∗ belongs to the real subspace spanned by the
roots α1, . . . , αn, which we will denote by t∗R. Since the roots span t∗ it is easy to see that
t∗R defines a real form of t∗. The inner product ( , ) on t∗ restricts to a real-valued inner
product on t∗R. Therefore, we may regard ∆ ⊂ (t∗R, ( , )).

The last notion required is that of character and cocharacter lattices. Recall that
a character of a Lie group is a 1-dimensional representation, so a character of T is a
representation χ : T → Gm. We define the character group of T byX∗(T ) := Hom(T,Gm).
To compute the character group of T recall that T ∼= (Gm)n where n is the rank of the
Lie group G.

Proposition A.1.7. A character χ : Gn
m → Gm is necessarily of the form

χ(x1, . . . , xn) = xt11 · · · xtnn

where t1, . . . , tn ∈ Z.

Proof. Let χ : Gn
m → Gm be a given character. Notice that χ◦ιj : Gm → Gm is a character

of Gm for j = 1, . . . , n where ιj : Gm → Gn
m is defined by x 7→ (1, . . . , 1, x, 1, . . . , 1).

Moreover, χ is determined by χ ◦ ιj for j = 1, . . . , n. Thus, it suffices to compute the
characters of Gm. Suppose ξ : Gm → Gm is a character of Gm. The character ξ canonically
defines a character ξ : U(1) → Gm of U(1). Since U(1) ⊂ Gm is compact it follows that
any character of U(1) is an endomorphism of U(1). The endomorphisms of U(1) are of
the form U(1) 3 z 7→ za ∈ U(1) where a ∈ Z and it follows that ξ(x) = xa for every
x ∈ Gm.

By Proposition A.1.7 the character group X∗(T ) of the torus T defines a free abelian
group of rank n, i.e., X∗(T ) ∼= Zn. Moreover, given a character χ : T → Gm the differential
at the unit has purely imaginary image dχ : t → C, and hence, dχ

2πi
: t → R. In fact, this

defines an injective group homomorphism X∗(T )→ t∗R. Therefore, the injection sends an
integral basis of X∗(T ) to a real basis of t∗R. Thus, X∗(T ) embeds as a lattice in t∗R. See
[OV90, pp 113] for more details. This allows us to define the character and cocharacter
lattice.
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Definition A.1.8. The character lattice of (G, T ) is the character group X∗(T ), and the
cocharacter lattice of (G, T ), denoted X∗(T ) is the dual lattice to X∗(T ).

In [OV90, pp 174] it is shown that the character lattice is an intermediate lattice for
the root and weight lattices, i.e., Λrt ⊆ X∗(T ) ⊆ Λwt. Hence, passing to the dual lattices
it follows that Λcort ⊆ X∗(T ) ⊆ Λcowt, i.e., the cocharacter lattice is an intermediate lattice
for the coroot and coweight lattices. Now, consider the definition of root datum.

Definition A.1.9. The root datum of G with maximal torus T is defined to be the
quadruple (X∗(T ),∆, X∗(T ),∆∨).

Before defining the Langlands dual group we will reference two theorems that together
give the classification of (complex) connected semisimple Lie groups.

Theorem A.1.10 ([OV90, Theorem 9, pp 192]). A connected semisimple Lie group G is
determined uniquely up to isomorphism by its Dynkin diagram and the character lattice
X∗(T ) of a maximal torus T ⊂ G. More precisely, if G1, G2 are two connected semisimple
Lie groups, Ti ⊂ Gi their maximal torus, Πi the corresponding system of simple roots
then for any isomorphism ψ : Π1 → Π2 which maps X∗(T1) onto X∗(T2) there exists an
isomorphism Φ : G1 → G2 mapping T1 onto T2 and inducing ψ.

Theorem A.1.11 ([OV90, Theorem 10, pp 192]). Let ∆ ⊂ E be a reduced root system
with root and weight lattices Λrt and Λwt respectively. For any intermediate lattice Λrt ⊆
Λ ⊆ Λwt there exists a connected semisimple Lie group G with maximal torus T such that
there is a root system isomorphism ∆G → ∆ mapping X∗(T ) into Λ.

By Theorem A.1.10, the complex connected semisimple Lie group G with maximal
torus T is completely determined by X∗(T ) and ∆. By Theorem A.1.11 any intermediate
lattice Λrt ⊆ Λ ⊆ Λwt is the character lattice of a maximal torus of some complex
connected semisimple Lie group. Therefore, every complex connected semisimple Lie
group is completely determined by its root datum and moreover, a quadruple of the
form (Λ,∆,Λ∗,∆∨) where Λrt ⊆ Λ ⊆ Λwt is an intermediate lattice determines a complex
connected semisimple Lie group. In particular, the study of complex connected semisimple
Lie groups is equivalent to the study of root datum, which naturally leads to the Langlands
dual group.

Definition A.1.12. SupposeG with maximal torus T has root datum (X∗(T ),∆, X∗(T ),∆∨).
Then the Langlands dual group of G denoted LG is defined to be the connected complex
semisimple Lie group whose root datum is given by (X∗(T ),∆∨, X∗(T ),∆).

A.1.4 Properties of the Langlands Dual Group

Computing the Langlands dual group can be tedious so to aid its computation we will
show how to compute the centre and fundamental group from the root datum. First, we
need the following proposition.
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Proposition A.1.13 ([Bou05, Proposition 11, pp 314]). The group G is simply connected
if and only if X∗(T ) = Λwt, or, equivalently, X∗(T ) = Λcort

Before computing the centre and fundamental group from the root datum we require
one more lemma.

Lemma A.1.14. There is a canonical isomorphism

T ∼= t/X∗(T ).

Proof. Let χ : T → Gm be a given character. Let exp : t → T denote the standard
exponential map, which is surjective. Then for every t ∈ t one has χ(exp(t)) = e2πi〈χ,t〉

where the latter χ is viewed as a linear form on t. Thus, ker(exp) is precisely the set of
t ∈ t such that 〈χ, t〉 ∈ Z, which is precisely the cocharacter lattice. Therefore, by the
first isomorphism theorem T ∼= t/X∗(T ).

Proposition A.1.15. There is a canonical isomorphism

Z(G) ∼= Λcowt/X∗(T ).

Proof. The conjugate action of G on itself induces the adjoint action G→ GL(g), which
is a linear representation of G on its Lie algebra g. Since G is connected, an element g ∈ G
is central whenever the adjoint action is trivial. Considering the root space decomposition
g = t ⊕

⊕
α∈∆ gα, and let ∆′ ⊂ X∗(T ) denote the set of characters that correspond to

the roots, i.e., elements in ∆. Then, it follows that Z(G) = ∩α′∈∆′ ker(α′). Under the
identification T ∼= t/X∗(T ) from Lemma A.1.14 the subset ker(α′) ⊂ T corresponds to the
set of t ∈ T such that 〈α′, t〉 ∈ Z and it immediately follows that Z(G) ∼= Λcowt/X∗(T ).

Proposition A.1.16. There is a canonical isomorphism

π1(G) ∼= X∗(T )/Λcort.

Proof. Let ρ : G̃ → G denote the universal cover of G and let T̃ denote its maximal
torus. Recall that there is a canonical isomorphism π1(G) ∼= ker ρ. Moreover, since

ρ−1Z(G) = Z(G̃) it follows that ker(ρ) ⊆ Z(G̃). Hence, π1(G) can naturally be viewed

as a subgroup of Z(G̃). Since G̃ is simply connected it follows from Lemma A.1.13 and

Proposition A.1.15 that Z(G̃) ∼= Λcowt/Λcort. Therefore, π1(G) is identified as the kernel
of the canonical map Λcowt/Λcort → Λcowt/X∗(T ), which is precisely X∗(T )/Λcort, i.e.,
π1(G) ∼= X∗(T )/Λcort.

Remark A.1.17. Since both containments Λcort ⊆ X∗(T ) ⊆ Λcowt have finite index we
see Z(G) and π1(G) are finite abelian groups.



A.2. Computing Weight Lattice Modulo Root Lattice 161

It immediately follows from Proposition A.1.15 and Proposition A.1.16 that Ẑ(G) ∼=
X∗(T )/Λrt and π̂1(G) ∼= Λwt/X

∗(T ) where Â denotes the Pontryagin dual of the group A.
Moreover, the root datum defining LG is given by (X∗(T ),∆∨, X∗(T ),∆), which is now
used to compute the centre and fundamental group of LG.

Lemma A.1.18. There are canonical isomorphisms

Z(LG) ∼= π̂1(G)

and
π1(LG) ∼= Ẑ(G).

Proof. Langlands duality interchanges the root and coroot lattices, weight and coweight
lattices, and character and cocharacter lattices. Therefore, by Proposition A.1.15 we see

Z(LG) ∼= X∗(T )/Λrt, which is canonically isomorphic to π̂1(G). By Proposition A.1.16
there is a canonical isomorphism π1(LG) ∼= Λwt/X

∗(T ), which is canonically isomorphic

to Ẑ(G).

By the fundamental theorem of finitely generated abelian groups every finite abelian
group is the product of finitely many cyclic groups. Although not canonical there is an
isomorphism of groups Ẑn ∼= Zn 1 which establishes the following corollary.

Corollary A.1.19. Langlands duality interchanges the centre and fundamental group,
i.e., Z(LG) ∼= π1(G) and π1(LG) ∼= Z(G).

A.2 Computing Weight Lattice Modulo Root Lattice

To compute the Langlands dual groups notice that the number of intermediate lattices
Λrt ⊆ Λ ⊆ Λwt is in bijection with subgroups of the quotient group Λwt/Λrt. We will
compute the Langlands dual group for the classical simple Lie groups, hence in type
An, Bn, Cn, and Dn we will compute the weight lattice modulo the root lattice. In each
case t will denote the standard Cartan subalgebra.

A.2.1 Type An

The root system An corresponds to sln+1(C). Let e1, . . . , en+1 denote the standard basis
for E. The Cartan subalgebra in this case is given by trace-free diagonal matrices, hence
consider the canonical identification

t ∼= {(t1, . . . , tn+1) ∈ Cn+1 | t1 + · · ·+ tn+1 = 0}.
1 The element 1 generates Zn and under Pontryagin duality is identified to a n-th root of unity, which

generates a cyclic group of order n.
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Now, ∆ = {ei − ej | 1 ≤ i, j ≤ n+ 1; i 6= j} and ∆ has simple roots αi = ei − ei+1 where
1 ≤ i ≤ n. Moreover, An is simply-laced and (αi, αi) = 2 so notice that ( , ) = 〈 , 〉. Also,

〈αi, αj〉 =


2 if i = j

−1 if |i− j| = 1

0 otherwise.

Lemma A.2.1. The root lattice is given by

Λrt =

{
n+1∑
i=1

aiei | ai ∈ Z;
n+1∑
i=1

ai = 0

}
=: S.

Proof. Suppose w ∈ Λrt, i.e. w = a1α1 + · · ·+ anαn where ai ∈ Z. Then,

w = a1e1 + (a2 − a1)e2 + · · ·+ (an − an−1)en − anen+1

and
a1 + (a2 − a1) + · · ·+ (an − an−1)− an = 0,

hence w ∈ S.
Conversely suppose v ∈ S, i.e., v =

∑n+1
i=1 aiei where ai ∈ Z and

∑n+1
i=1 ai = 0. Then,

v = a1(e1 − e2) + a2(e2 − e3) + · · ·+ an+1(en − en+1),

that is,
v = a1α1 + (a1 + a2)α2 + · · ·+ (a1 + · · ·+ an)αn,

thus v ∈ Λrt.

Recall that Λwt = {w ∈ t∗R | (w, αi) ∈ Z for 1 ≤ i ≤ n+ 1}. Let w ∈ Λwt, then
(w, αi) = wi − wi+1 ∈ Z and it follows that wi ≡ wj mod Z. Thus, wi = mi + r where
mi ∈ Z and 0 ≤ r < 1 for 1 ≤ i ≤ n+ 1. However, w ∈ t∗R ⊂ t, hence w1 + · · ·+wn+1 = 0
and so

(m1 + · · ·+mn+1) + (n+ 1)r = 0

thus, r ∈ 1
n+1

Z.
Consider the homomorphism

Λwt 3 (w1, . . . , wn+1) 7→ (n+ 1)w1 mod (n+ 1) ∈ Zn+1,

which is surjective since
(

1
n+1

, . . . , 1
n+1

,− n
n+1

)
7→ 1. The kernel is precisely the set of

w ∈ Λwt with wi ∈ Z for each i = 1, . . . , n+ 1, i.e., the kernel is Λrt. Therefore,

Λwt/Λrt
∼= Zn+1.
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A.2.2 Type Bn

The root system Bn corresponds to so2n+1(C), and the cartan subalgebra t consists of
diagonal matrices of the form

diag(0, t1, . . . , tn,−t1, . . . ,−tn).

Hence, there is a canonical identification t ∼= {(t1, . . . , tn) ∈ Cn}. Let e1, . . . , en denote
the standard basis of E. Now, ∆ = {±ei ± ej,±ei | 1 ≤ i < j ≤ n} and the simple roots
are given by αi = ei − ei+1 where 1 ≤ i ≤ n− 1 and αn = en. Similar to the An case

〈αi, αj〉 =


2 if i = j

−1 if |i− j| = 1

0 otherwise.

for 1 ≤ i, j ≤ n − 1. Also, 〈αn, αn〉 = 2 and 〈αn, αi〉 = −1 if i = n − 1 and 0 otherwise.
Finally, 〈αi, αn〉 = −2 for i = n− 1 and 0 otherwise.

Lemma A.2.2. The root lattice is given by

Λrt =

{
n∑
i=1

aiei | ai ∈ Z

}
= Zn.

Proof. It is clear that Λrt ⊆ Zn. Suppose v ∈ Zn, i.e., v = a1e1 + . . .+ anen where ai ∈ Z.
Notice that

v = a1(e1 − e2) + (a1 + a2)(e2 − e3) + · · ·+ (a1 + · · · an−1)(en−1 − en) + (a1 + · · ·+ an)en

that is,
v = a1α1 + (a1 + a2)α2 + · · ·+ (a1 + · · ·+ an)αn.

Hence, v ∈ Λrt and thus, Λrt = Zn.

The weight lattice is given by Λwt = {w ∈ t∗R | 〈w, αi〉 ∈ Z for 1 ≤ i ≤ n}. Suppose
1 ≤ i ≤ n−1, then it follows that wi−wi+1 ∈ Z and thus, wi ≡ wj mod Z, for wj = mj+r
where mj ∈ Z and 0 ≤ r < 1. From 〈w, αn〉 = 2wn ∈ Z we see r ∈ 1

2
Z, hence either r = 0,

or r = 1
2
.

Consider the homomorphism

Λwt 3 (m1 + r, . . . ,mn + r) 7→ 2r ∈ Z2,

which is clearly surjective. Moreover, an element belongs to the kernel exactly when
r = 0, i.e., the kernel is Λrt. Therefore,

Λwt/Λrt
∼= Z2.
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A.2.3 Type Cn

The root system Cn corresponds to sp2n(C), and the Cartan subalgebra t consists of
diagonal matrices

diag(t1, . . . , tn,−t1, . . . , tn).

Hence, there is a canonical identification t ∼= {(t1, . . . , tn) ∈ Cn}. Let e1, . . . , en denote
the standard basis of E. Now, ∆ = {±ei ± ej,±2ei | 1 ≤ i < j ≤ n} and the simple roots
are given by αi = ei − ei+1 where 1 ≤ i ≤ n− 1 and αn = 2en. Similar to the Bn case

〈αi, αj〉 =


2 if i = j

−1 if |i− j| = 1

0 otherwise.

for 1 ≤ i, j ≤ n − 1. Also, 〈αn, αn〉 = 2 and 〈αn, αi〉 = −2 if i = n − 1 and 0 otherwise.
Finally, 〈αi, αn〉 = −1 if i = n− 1 and 0 otherwise.

Lemma A.2.3. The root lattice is given by

Λrt =

{
n∑
i=1

aiei | ai ∈ Z;
n∑
i=1

ai ∈ 2Z

}
=: S.

Proof. Suppose v = a1α1 + · · ·+ anαn where ai ∈ Z. Then,

v = a1e1 + (a2 − a1)e2 + · · ·+ (an−1 − an−2)en−1 + (2an − an−1)en.

Notice that

a1 + (a2 − a1) + · · ·+ (an−1 − an−2) + (2an − an−1) = 2an,

which is even, hence Λrt ⊆ S.
Conversely, suppose w =

∑n
i=1 aiei where ai ∈ Z and

∑n
i=1 ai ∈ 2Z. Then,

w = a1(e1 − e2) + (a1 + a2)(e2 − e3) + · · ·+ 1

2
(a1 + · · ·+ an)2en,

i.e.,

w = a1α1 + (a1 + a2)α2 + · · ·+ 1

2
(a1 + · · ·+ an)αn

and since a1 + · · ·+ an ∈ 2Z it follows that w ∈ Λrt, so Λrt = S.

The weight lattice is given by Λwt = {w ∈ t∗R | 〈w, αi〉 ∈ Z for 1 ≤ i ≤ n}, hence
wi ≡ wj mod Z. Notice that 〈w, αn〉 = wn ∈ Z and thus, wi ∈ Z for 1 ≤ i ≤ n.

Consider the homomorphism

Λwt 3 (w1, . . . , wn) 7→
n∑
i=1

wi mod 2 ∈ Z2,

which is clearly surjective. Moreover, the kernel is precisely Λrt, and thus

Λwt/Λrt
∼= Z2.
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A.2.4 Type Dn

The root system Dn corresponds so2n(C) so the Cartan subalgebra t consists of matrices
of the form

diag(t1, . . . , tn,−t1, . . . ,−tn).

Hence, there is a canonical identification t ∼= {(t1, . . . , tn) ∈ Cn}. Let e1, . . . , en denote
the standard basis for E. The root system is given by ∆ = {±ei ± ej | 1 ≤ i < j ≤ n},
and the simple roots are given by αi = ei − ei+1 for 1 ≤ i ≤ n − 1 and αn = en−1 + en.
Similar to the Cn case

〈αi, αj〉 =


2 if i = j

−1 if |i− j| = 1

0 otherwise.

for 1 ≤ i, j ≤ n − 1. Also, 〈αn, αn〉 = 2 and for 1 ≤ i ≤ n − 1 we see 〈αn, αi〉 = −1 =
〈αi, αn〉 if i = n− 1 and 0 otherwise.

Lemma A.2.4. The root lattice is given by

Λrt =

{
n∑
i=1

aiei | ai ∈ Z;
n∑
i=1

ai ∈ 2Z

}
=: S.

Proof. Suppose v ∈ Λrt, i.e., v = a1α1 + · · ·+ anαn where ai ∈ Z. Then,

v = a1e1 + (a2 − a1)e2 + · · ·+ (an−1 − an−2 + an)en−1 + (an − an−1)en

and hence,

a1 + (a2 − a1) + · · · (an−1 − an−2 + an) + (an − an−1) = 2an,

which is even. Thus, v ∈ S and so Λrt ⊆ S.
Conversely, suppose w = a1e1 + · · ·+ anen where ai ∈ Z and a1 + · · ·+ an ∈ 2Z. Then,

v = a1α1 + (a1 + a2)α2 + · · ·+ 1

2
(a1 + · · ·+ an−1 − an)αn−1 +

1

2
(a1 + · · ·+ an)αn.

Notice that 1
2
(a1 + · · ·+ an) ∈ Z and moreover,

1

2
(a1 + · · ·+ an−1 − an) = (a1 + · · ·+ an−1)− 1

2
(a1 + · · ·+ an) ∈ Z.

Therefore, w ∈ Λrt and thus, Λrt = S.
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Since Dn is simply-laced the weight lattice is given by

Λwt = {w ∈ t∗R | (w, αi) ∈ Z for 1 ≤ i ≤ n}

and it follows that wi ≡ wj mod Z and wn+1 + wn ∈ Z. From this description it is clear
that wi = mi + r where mi ∈ Z and r = 0 or r = 1

2
.

We will compute Λwt/Λrt by computing the cosets explicitly. Notice that if w ∈ Λwt,
then 4w ∈ Λrt and thus [Λwt : Λrt] ≤ 4. Consequently, given four distinct cosets the
quotient group can be computed by studying the cosets’ order.

Let v =
(

1
2
, . . . , 1

2

)
and w = (1, . . . , 0). Suppose first that n is odd. Notice that v 6∈ Λrt

and 3v 6∈ Λrt. Moreover, 2v 6∈ Λrt since
∑n

i=1 1 is odd. Therefore,

Λwt/Λrt = {[0], [v], [2v], [3v]} ∼= Z4.

Suppose now that n is even. Again v 6∈ Λrt, and w 6∈ Λrt. Moreover, 2w ∈ Λrt and
2v ∈ Λrt since n is even. Now, v + w 6∈ Λrt and it is clear that [v + w] is distinct to [v]
and [w] and it follows that

Λwt/Λrt = {[0], [v], [w], [v + w]} ∼= Z2 × Z2.

Therefore, the weight lattice modulo the root lattice depends on the parity of n, in
particular

Λwt/Λrt
∼=

{
Z4 if n is odd

Z2 × Z2 if n is even.

A.3 Computing Langlands Dual Groups

Using the computation of the weight lattice modulo the root lattice in the root systems
An, Bn, Cn and Dn we will compute the Langlands dual groups of the classical simple
matrix Lie groups by studying the centre and fundamental groups. In each case, T
denotes the maximal torus that corresponds to the Cartan subalgebra t.

A.3.1 Langlands Duality for SLn(C) and PGLn(C)

The root system An−1 where n ≥ 2 is simply laced, hence self dual. Moreover, An−1

corresponds to sln(C). In (A.2.1) it was shown that Λwt/Λrt
∼= Zn. The subgroups of Zn

are precisely Zm where m divides n. Hence, every distinct subgroup of Zn has unique order
and thus, every distinct intermediate lattice Λrt ⊆ Λ ⊆ Λwt has unique index. Therefore,
there is no ambiguity computing the Langlands dual group by interchanging the centre
and fundamental group.

The centre of SLn(C) naturally corresponds to n-th root of unity, hence Z(SLn(C)) ∼=
Zn. Recall that the centre is isomorphic to X∗(T )/Λrt hence, X∗(T )/Λrt

∼= Zn. However,
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X∗(T )/Λrt ⊂ Λwt/Λrt
∼= Zn and it follows that X∗(T ) ∼= Λwt. Therefore, by Proposition

A.1.13 we see π1(SLn(C)) = 1, i.e., SLn(C) is simply connected.
Thus, the Langlands dual group of SLn(C) is the complex connected semisimple Lie

group with root system An−1 that has trivial centre and fundamental group isomorphic
to Zn. We claim PGLn(C) is the Langlands dual group of SLn(C). Since every complex
number admits a n-th root it follows that PGLn(C) = PSLn(C), hence SLn(C) is the
universal cover of PGLn(C). Since universal covers are local diffeomorphisms it follows
that the Lie algebra pgln(C) is isomorphic to sln(C) and thus, PGLn(C) has root system
An−1.

Lemma A.3.1. The fundamental group of PGLn(C) is a cyclic group of order n, i.e.,
π1(PGLn(C)) ∼= Zn.

Proof. Consider the fibration

Zn → SLn(C)→ PGLn(C)

then passing to the long exact sequence in homotopy gives an exact sequence

1→ π1(PGLn(C))→ Zn → 1.

Therefore, π1(PGLn(C)) ∼= Zn.

Since the fundamental group of PGLn(C) is isomorphic to Λwt/X
∗(T ) ⊆ Λwt/Λrt

∼=
Zn it follows that X∗(T ) ∼= Λrt, hence Z(PGLn(C)) = 1. Therefore, π1(SLn(C)) ∼=
Z(PGLn(C)) and Z(SLn(C)) ∼= π1(PGLn(C)) and sln(C) ∼= pgln(C) and thus,

LSLn(C) ∼= PGLn(C).

A.3.2 Langlands Duality for Sp2n and SO2n+1(C)

The root system Bn corresponds to so2n+1(C) and Cn corresponds to sp2n(C). Also, the
root systems Bn and Cn are dual. 2 Moreover, in (A.2.2) and (A.2.3) it was shown that
the weight lattice modulo the root lattice in both cases is isomorphic to Z2. The only
subgroups of Z2 are itself and the trivial group, hence the character lattice is either the
weight lattice or root lattice in both cases. We will prove that Sp2n and SO2n+1(C) are
Langlands dual, and by the discussion it suffices to compute their centre and fundamental
groups.

Lemma A.3.2. The centre of SOm(C) depends on the parity of m. If m is even, then
Z(SOm(C)) ∼= Z2, and if m is odd, then Z(SOm(C)) ∼= 1.

2 Dualsing the root system amounts to reversing the arrows in the Dynkin diagram, so it is clear that
B∨n
∼= Cn since Bn has Dynkin diagram and Cn has Dynkin diagram
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Proof. Recall that the centre of GLm(C) is given by {c1m | c ∈ C∗}, and c1m ∈ SOm(C)
if and only if cm = 1 and c2 = 1. If m is even, c = ±1 and Z(SOm(C)) ∼= Z2. However, if
m is odd, c = 1 and Z(SOm(C)) ∼= 1.

Lemma A.3.3. The fundamental group of SOm(C) where m ≥ 3 is a cyclic group of
order 2, i.e., π1(SOm(C)) ∼= Z2.

Proof. The complex Lie group SOm(C) is the complexification of SOm(R), and SOm(R) ⊂
SOm(C) is a maximal compact Lie subgroup. By considering polar decomposition there
is a deformation retraction from SOm(C)→ SOm(R), hence π1(SOm(C)) ∼= π1(SOm(R)).
Thus, it suffices to compute π1(SOm(R)). Now, SOm(R) acts on Rn preserving the stan-
dard inner product, which induces a natural transitive action on the unit sphere with
stabiliser SOm−1(R). Hence, consider the fibration

SOm(R)→ SOm+1(R)→ Sm

then passing to the long exact sequence in homotopy gives

· · · → π2(Sm)→ π1(SOm(R))→ π1(SOm+1(R))→ π1(Sm)→ 1.

However, π2(Sm) and π1(Sm) are trivial since m ≥ 3 and it follows that π1(SOm(R)) ∼=
π1(SOm+1(R)). In particular, π1(SOm(R)) ∼= π1(SO3(R)) for each m ≥ 3. Therefore,
it suffices to compute π1(SO3(R)), and since SO3(R) is homeomorphic to RP3 we see
π1(SO3(R)) ∼= π1(RP3) ∼= Z2.

To compute the centre of Sp2n recall that a 2n× 2n matrix M belongs to Sp2n if and

only if M>ΩM = Ω where Ω =

[
0 1n
−1n 0

]
. Hence, c12n ∈ Sp2n if and only if c2 = 1,

i.e., c = ±1, hence Z(Sp2n) ∼= Z2. Recall that the centre is isomorphic to X∗(T )/Λrt ⊂
Λwt/Λrt

∼= Z2 and it follows that Λwt = X∗(T ). In particular, Sp2n is simply connected,
i.e., π1(Sp2n) ∼= 1.

Therefore, Z(SO2m+1(C)) ∼= π1(Sp2n) and Z(Sp2n) ∼= π1(SO2m+1(C)), and the Lie
algebras sp2n(C) and so2n+1(C) are dual, which shows

LSp2n
∼= SO2n+1(C).

A.3.3 Langlands Duality for SO2n(C)

The root system Dn is simply laced, hence self-dual and corresponds to so2n(C). In (A.2.4)
it was shown Λwt/Λrt depends on the parity of n, namely Λwt/Λrt

∼= Z4 if n is odd, and
Λwt/Λrt

∼= Z2 × Z2 and n is even.
Suppose first that n is odd. Then the distinct subgroups of Λwt/Λrt

∼= Z4 have unique
order, so the distinct intermediate lattices Λrt ⊆ Λ ⊆ Λwt has distinct index so it suffices
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to determine the Langlands dual groups by computing the centre and fundamental group.
By Lemma A.3.2 we see Z(SO2n(C)) ∼= Z2, and Lemma A.3.3 we see π1(SO2n(C)) ∼= Z2.
Hence, Z(SO2n(C)) ∼= π1(SO2n(C)) and since so2n(C) is self-dual we have shown

LSO2n(C) ∼= SO2n(C) where n is odd.

Suppose now that n is even. We will prove LSO2n(C) ∼= SO2n(C). Since Λwt/Λrt
∼= Z2×Z2

there are three distinct subgroups of order 2, hence there are three distinct intermediate
lattices of index 2. Thus, it is no longer sufficient to compute the duality from the centre
and fundamental group alone. Recall from (A.2.4) the root lattice is given by

Λrt = {(a1, . . . , an) ∈ Zn | a1 + · · ·+ an ∈ 2Z},

and the weight lattice is given by

Λwt =

{
(w1, . . . , wn) ∈ Rn |wi = mi + r,where mi ∈ Z and r = 0 or r =

1

2

}
Moreover, Λwt/Λrt = {[0], [v], [w], [v + w]} where v = 1

2
(1, . . . , 1) and w = (1, . . . , 0).

Hence, the subgroup lattice of Λwt/Λrt is given by

Z2 × Z2

〈v〉 〈w〉 〈v + w〉

1

and the corresponding lattice of lattices is given by

Λwt

Λrt + 〈v〉 Λrt + 〈w〉 Λrt + 〈v + w〉

Λrt

.

It is clear that Λrt + 〈w〉 = Zn, and the dual lattice of the standard lattice is isomorphic
to the standard lattice, hence (Λrt + 〈w〉)∗ ∼= Λrt + 〈w〉. Now, Λrt + 〈v〉 ⊆ Λwt has index
2, so Λ∗wt ⊆ (Λrt + 〈v〉)∗ has index 2. However, Λ∗wt = Λcort and since the root system is
self dual it follows that Λrt ⊆ (Λrt + 〈v〉)∗ has index 2. To compute (Λrt + 〈v〉)∗ it suffices
to check which coset belongs to the lattice.
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Now, (v, v) = n
4

so if 4 divides n, then (v, v) ∈ Z and if 4 does not divide n, then
(v, v) 6∈ Z. Similarly, (v + w, v) = n

4
+ 1

2
and it follows that (v + w, v) ∈ Z if 4 does not

divide n, and (v + w, v) 6∈ Z if 4 divides n. Thus,

(Λrt + 〈v〉)∗ ∼=

{
Λrt + 〈v〉 if 4 divides n

Λrt + 〈v + w〉 if 4 does not divide n.

Likewise,

(Λrt + 〈v + w〉)∗ ∼=

{
Λrt + 〈v + w〉 if 4 divides n

Λrt + 〈v〉 if 4 does not divide n.

Therefore, the only intermediate lattice preserved under dualising for each n is Λrt + 〈w〉.
Thus, to prove LSO2n(C) ∼= SO2n(C) we will show the character lattice is Λrt + 〈w〉.

The root system Dn is simple and [FH91, Proposition D.40] shows that the outer
automorphisms of a simple Lie algebra are precisely the group of graph automorphisms

of the associated Dynkin diagram. Considering the Dynkin diagram for Dn :

there is a canonical diagram automorphism, namely φ : t∗R → t∗R defined by φ(ei) = ei for
i 6= n and φ(en) = −en and notice that φ2 = id . Hence, φ is an outer automorphism of
so2n(C). Moreover, since φ acts by conjugating by a determinant −1 orthogonal matrix it
immediately follows that φ(SO2n(C)) = SO2n(C). Therefore, to prove the character lattice
of SO2n(C) is given by Λrt + 〈w〉 it suffices to prove Λrt + 〈w〉 is the only intermediate
lattice invariant under φ.

Observe that φ(v) = 1
2
(1, . . . , 1,−1) = v − en and since w + en ∈ Λrt notice that

w ≡ −en mod Λrt so φ(v) = v + w mod Λrt and thus, φ(Λwt + 〈v〉) = Λrt + 〈v + w〉.
Since φ(w) = w it follows immediately that φ(Λwt+〈w〉) = Λwt+〈w〉. Therefore, Λwt+〈w〉
is the only lattice to be preserved by φ and thus,

LSO2n(C) ∼= SO2n(C).

A.3.4 Exceptional Lie Algebras

Each exceptional Lie algebra is self-dual so computing Langlands duality distills down to
knowing the index of the root lattice in the weight lattice. Of course, if the order is not
prime or not one we cannot immediately conclude duality for every group without more
information, however it turns out that in each case the index is either prime or one. The
reader may consult [Car05, Appendix A] for a statement of the index in each exceptional
case.



Appendix B

Positive Line Bundles on Complex
Tori

This appendix is self-contained and states the necessary machinery to prove that a positive
line bundle on a complex torus is precisely a positive definite line bundle. We will give a
reference for every lemma stated, however, we will only prove the desired result. In what
proceeds we assume that the reader is familiar with the definition of a hermitian line
bundle and has knowledge of some Hodge theory, namely knowledge of harmonic forms,
particularly on complex tori.

Let X be a complex manifold. Every holomorphic line bundle L → X is equipped
with a canonical operator ∂L : Γ(X,L) → Ω0,1(X,L). We may describe the operator in
terms of transition functions and an open cover. Suppose {Ui} is an open cover of X
that trivialises L over each Ui, and let gij denote the corresponding transition functions.
Then, for a smooth section s of L we set si := s|Ui and we define (∂Ls)i := ∂si. To see
that this is well-defined we write si = gijsj, then by the product rule

∂si = ∂(gijsj) = gij∂sj,

which proves that the operator is well-defined.

Theorem B.0.1 ([Wel08, Theorem 3.2.1]). Let X be a complex manifold and suppose
(L, h) is a hermitian line bundle on X. Then, there exists a unique connection ∇ called
the Chern connection that satisfies

(i) ∇0,1 = ∂L;

(ii) ∇ is h-compatible, i.e.,

dh(s, t) = h(∇s, t) + h(s,∇t).

171
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Proposition B.0.2 ([Wel08, Proposition 6.2.2]). Suppose that X is compact. A line
bundle L → X is positive if and only if L admits a hermitian metric h such that the
curvature of the associated Chern connection ∇ is a positive (1, 1)-form.

Now, let A = V/Γ be a complex torus. We identify the Néron-Severi group NS(A)
with the group of hermitian forms H : V × V → C with =H(Γ,Γ) ⊆ Z.

Definition B.0.3. A semicharacter for a hermitian form H : V × V → C is a map
χ : Γ→ U(1) satisfying

χ(λ+ µ) = χ(λ)χ(µ) exp(πiH(λ, µ)).

Let H : V × V → C be a hermitian form on V with corresponding semicharacter χ.
Define α : Γ× V → C∗ by

α(λ, v) = χ(λ) exp
(
πH(v, λ) +

π

2
H(λ, λ)

)
.

The pair defines a holomorphic line bundle L(H,χ) → A where the total space is the
complex manifold defined by

L(H,χ) = (V × C)/Γ

where Γ acts on V × C by (λ, (v, t)) 7→ (v + λ, α(λ, v)t).

Lemma B.0.4 ([BL04, Lemma 2.2.1]). The first Chern class of L(H,χ) corresponds to
the hermitian form H.

Theorem B.0.5 (Appell-Humbert Theorem [BL04, Theorem 2.2.3]). For every holo-
morphic line bundle L → A there exists a unique hermitian form H and corresponding
semicharacter χ such that L ∼= L(H,χ).

Before proving the desired result we will define the average of a closed 2-form on A.
Let α ∈ Ωk(A) be a closed 2-form. There is a canonical representation A 3 a 7→ t∗a ∈
GL(Ωk(A)) for each k. A k-form is a constant if it is invariant under translation, and
constant k-forms on A are precisely harmonic k-forms. We define the average of a k-form
α to be the k-form

avg(α) =
1

vol(A)

∫
A

t∗a(α) da

where da is a Haar measure. It is clear that the average is constant, and hence, harmonic.
Moreover, by the dominated convergence theorem, the mean value theorem, and the fact
that d◦ t∗a = t∗a ◦dit follows that davg(α) = avg(dα). This in fact implies that the average
is the unique harmonic representative of the de Rham cohomology class [α] ∈ Hk

dR(A).
Indeed, if β is the unique harmonic representative, then α = β+ dη for some (k− 1)-form
η. Then, since β is constant, avg(β) = β and it follows that

avg(α) = β + davg(η) = β.

We can now prove our desired result.
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Proposition B.0.6. A line bundle L → A is positive definite if and only if it is positive.

Proof. Suppose that L ∼= L(H,χ) is positive definite. To prove that L is positive we
will construct a hermitian metric on L such that the curvature of the associated Chern
connection naturally corresponds to H. Consider the hermitian form h : (V ×C)× (V ×
C)→ C defined by

h((v, t), (v, s)) = t exp(−πH(v, v))s.

It is straightforward to show that h is invariant under the action of the lattice, and hence,
descends to a hermitian metric on L. Choose a vector space basis e1, . . . , en for V and set
Hij := H(ei, ej). For coordinates v = (v1, . . . , vn) we write v = viei. Then,

i

2π
∂∂ log(exp(−πH(v, v))) =

i

2
Hij dvi ∧ dvj,

which shows iF∇ is a positive (1, 1)-form where ∇ is the associated Chern connection to
(L, h).

Conversely, suppose L is a positive line bundle, i.e., there exists a hermitian metric
h on L such that iF∇ is a positive (1,1)-form where ∇ is the Chern connection. Recall
that under the de Rham isomorphism theorem i

2π
F∇ ∈ Ω2(A) represents c1(L). From the

previous discussion, the unique harmonic representative associated i
2π
F∇ is given by

1

vol(A)

∫
A

t∗a

(
i

2π
F∇

)
da.

Since iF∇ is everywhere positive, the average must be positive and it follows that the
hermitian form associated to c1(L) must be positive definite.
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