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Abstract 
 

For many geochemical systems, reaction kinetics determines the system’s current status 

and evolution. It might also be the key to unraveling their thermal history. In metal 

sulfide systems, kinetic studies have been carried out on four sets of solid-state 

transitions/transformations in Fe-Ni-S and Ni-S systems. In this work, a new kinetic 

model, the Refined Avrami method, has been developed to account for reactions 

involving changes in reaction mechanisms. Nonstoichiometric compounds are commonly 

present in these reactions. 

The exsolution of pentlandite from the monosulfide solid solution (mss) is an important 

reaction in the formation of nickel ores. For near equimolar mss compositions, the 

reaction rate is rapid even in the low temperature ranges. For bulk composition 

Fe0.77Ni0.19S, the experimental results show the reaction rates (mss → pentlandite) vary 

from 1.6×10-5 to 5.0×10-7 s-1 at 200 oC and from 9.4×10-5 to 4.1×10-7 s-1 at 300 oC. The 

activation energy, Ea, varies during the course of reaction from 49.6 kJ.mol-1 at the 

beginning of reaction (nucleation mechanism is dominant) to 20.7 kJ.mol-1 at the end 

(crystal growth mechanism is dominant). 

Monosulfide solid solution (mss) is a common intermediate phase observed during the 

oxidation of nickel ores, such as violarite and pentlandite. The investigation of mss 

oxidation is of benefit in understanding the thermal behavior of economically important 

metal sulfides during smelting. The oxidation products of mss vary in our samples 

depending on their compositions. Apart from the common oxidation products hematite 

and Ni17S18, Fe2(SO4)3 was observed during the oxidation of Fe7.9S8, and pentlandite for 

Fe6.15Ni1.54S8. The activation energy was determined using a model-free method. The 



  

oxidation of Fe6.4Ni1.6S8 exhibited a higher Ea than Fe6.15Ni1.54S8 over the course of the 

reaction. The Ea increases with reaction extent (y) from 67.1 to 103.3 kJ.mol-1 for mss 

composition Fe6.15Ni1.54S8 and from 76.1 to 195.0 kJ.mol-1 for Fe6.4Ni1.6S8. 

The kinetic study of the α-Ni1-xS → β-NiS transition shows that initial compositions of α-

Ni1-xS plays an important role in the kinetics of the transition.  The activation energy (Ea) 

for this α- to β-phase transition is 16.0 ( 5.0± ) kJ.mol-1 for NiS in the temperature range 

70 to 150 oC, and 13.0 ( 5.0± ) kJ.mol-1 in the temperature range 250 to 350 oC.  For 

Ni0.97S, however, Ea deceases from 73.0 ( 5.0± ) to 17.0 ( 5.0± ) kJ.mol-1 over the course 

of the reaction in the temperature range 300 to 320 oC. The relationship between Ea and 

extent of transition (y) for the initial bulk Ni0.97S was derived using the Refined Avrami 

method. For Ni deficient compositions, α-Ni1-xS, the transformation to β-NiS is 

accompanied by the exsolution of either a progressively more Ni deficient α-Ni1-xS and 

Ni3S4, and the reactions become more sluggish for more metal deficient compositions.   

The study of oxidation kinetics of α-NiS is of metallurgical interest, as α-NiS related 

phases may occur when nickel ores are flash smelted to produce nickel matte. In an open-

air environment, the oxidation mechanisms of α-NiS are constant at 670 and 680oC, 

dominated by the direct oxidation of α-NiS → NiO.  The dominant oxidation mechanism 

changes to a chain reaction:  α-NiS ⎯→⎯ 1k Ni3S2 ⎯→⎯ 2k  NiO at 700oC. Therefore, 

different kinetic models need to be applied to these two distinct reaction mechanisms. 

Activation energy for the oxidation, α-NiS → NiO, in the temperature range 670 to 680oC 

was calculated to be 868.2 kJ.mol-1 using Avrami/Arrhenius method. Rate constant k1 and 

k2 are approximated to be 3×10-4 s-1 and 5×10-4 s-1 for the first part and second part of 

the chain reaction respectively at 700oC. 



  

The study of the variation in reaction rate with oxidation time illustrates the optimum 

oxidation time zone for each temperature, where NiO can be produced at the fastest rate.   
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  1

Chapter 1: Introduction 

1.1 Overview 

Kinetics has been the subject of a vast number of studies in geochemistry, metallurgy and 

mineralogy, and it will certainly continue to draw our attention, as in many geochemical 

systems it is the controlling factor in deciding the fate and evolution of a reaction or 

transition. The development of kinetic theories is based on the laws of thermodynamics, 

which identify a point toward which a reaction is proceeding (Burker, 1965; Lasaga, 

1997). A thermodynamically predicted reaction does not always happen depending on 

what extent the reaction is kinetically driven (Broecker and Oversby, 1971). Although 

significant progress has been made in understanding the thermodynamic properties of 

equilibrium systems, the nonequilibrium application of kinetics to geology, metallurgy 

and mineralogy is still at its embryonic stage (Lasaga, 1997). The study of kinetics is 

inherently more difficult than that of thermodynamics because its time-dependent 

processes are also path dependent. A variety of kinetic theories have been developed to 

apply to different reaction systems. For solid-state reactions, the following kinetic models 

and theories are of interest for chemists: rate laws of chemical reactions, transition state 

theory, diffusion, nucleation theory, and the theory of crystal growth. 

1.2 Rate Laws 

Rate laws consist of a series of formula/functions that describe the influence of external 

parameters (e.g. concentration, temperature) on the reaction rate. The first step in 

understanding the rate laws is to decompose a complex reaction into a number of 

elementary reactions. Most solid-state reactions are not a single step process. They 
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contain a series of elementary reactions (reaction steps), the basic components for a solid-

state reaction because they are based on the simplest molecular collisions (Wilkins, 1991; 

Rosén et al., 2005; Hu, 2004). However, the overall reaction represents the net result of 

these elementary reactions. The description of an overall reaction in terms of each 

elementary reaction involved is termed the “reaction mechanism”. A general overall 

reaction can be written as: 

aA + bB → cC + dD                                                       (1.1) 

The reaction rate is defined as: 

Rate ≡
dt

dC
ddt

dC
cdt

dC
bdt

dC
a

DCBA ⋅=⋅=⋅−=⋅−
1111                                (1.2) 

Generally, it is a function of the concentrations of reactants and products. 

Rate ≡ DCBA n
D

n
C

n
B

n
A CCCkC                                                      (1.3) 

where C is concentration. n can be any real number and the sum, na + nb + nc + nd is 

termed the “order” of the overall reaction. k is referred to as the rate constant and has 

units of concentrations to the power – ( na + nb + nc + nd -1) per unit time (Frost and 

Pearson, 1961; Moore and Pearson, 1981; Lasaga, 1997). 

Equation (1.3) indicates that the rate law of a complex reaction can depend on both 

reactants and products. An elementary reaction, on the other hand, only depends on the 

reactants and is always proportional to the concentration of each reactant (Hinshelwood, 

1951; Hu, 2001; Lű, 2003). Since an elementary reaction occurs only via molecular 

collision, a simple rate law is expected.  

The concept of “steady state” is often used to reveal details of reaction mechanism (Meek 

et al., 1994; Zhu, 2000, Wu, 2004). For example, if a simple reaction, 
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2R (reactant) → 3P (product)                                                     (1.4) 

proceeds through intermediate reactions, 

MPR kk +⎯⎯ →← − 11 ,  fast reversible reaction                                  (1.5a) 

PRM k 22⎯→⎯+   slow                                                              (1.5b) 

the concentration of the intermediate reactant, M, will reach a steady value after a 

transient period, where d[M]/dt = 0. 

0]][[]][[][][
211 =−−= − RMkMRkPk

dt
Md                                    (1.6) 

Using this steady-state constraint the reaction rate can be solved as: 

][][
][2

][][
][][][][

11

2
12

11

11
1 RkPk

Rkk
RkPk

RkPkRk
dt
Pd

+
+

+
−=

−−

−                                 (1.7) 

Reaction (1.5a, b) is via typical sequential reaction. The slow second step (equation 

(1.5b)) determines the overall reaction rate; hence, this step is called rate-determining 

step. It is not always true that the slowest steps are rate determining. In parallel reactions, 

for instance, the fastest step is the rate-determining step. 

In kinetic studies, temperature is one of the most important variables. The rate constant (k) 

is found to be exponentially dependent on temperature. k is commonly expressed in 

Arrhenius equation: 

)exp(
RT
E

Ak a−=                                                            (1.8) 

where A is the pre-exponential factor. Ea is the activation energy, and R is the gas 

constant (8.314 J.K-1.mol-1), T is the reaction temperature in Kelvin. The value of 

activation energy has been used to empirically estimate reaction mechanism (Christian, 

1965; Etschmann et al., 2004; Sima-Ella et al., 2005; Leo et al., 2005). For instance, 
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diffusion-controlled reactions in fluid media normally have rather low activation energies 

(e.g. less than 20 kJ.mol-1). For bulk diffusion in solid-state reactions, Ea is typically in 

the range of 80-400 kJ.mol-1. Most of the activation energies for a wide variety of 

mineral-solution alteration processes lie in the range 40-80 kJ.mol-1 (Lasaga, 1997). 

Most solid-state reactions are, at least in part, heterogeneous. Interface areas between 

phases invariably affect these reactions. An important parameter in heterogeneous 

kinetics is the reactive surface area available for reaction. The surface area of a mineral 

(A) can be obtained from the vol% abundance, x, and the mean size of crystals, r0 using 

the following equation: 

]
23
21

[
100

3
2

0
2

2
0

2

0 r
r

r
xA

α+
α+

=                                                   (1.9) 

The parameters α and r0 follow a gaussian distribution of N (number of crystals/unit 

volume). 

])(exp[)( 2
0

2
0 rrNrN −α−=                                          (1.10) 

N0 is a pre-exponential constant. The surface area (A) must be corrected to reactive 

surface area before it can be used in kinetic calculations because the reactive surface area 

may only be a fraction of the total area (Aagaard and Helgeson, 1982; Helgeson et al., 

1984). Lasaga (1986) proposed a parameter, γ, which is an indicator for reactive surface 

area. 

Ak A≡γ                                                            (1.11) 

where kA is the surface reaction rate constant and A is the total surface area. For a solid-

state reaction controlled by surface reactions, the mineral with the lowest value of γ 

determines the overall reaction rate. Typically only the surface area of one mineral 
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significantly affects the overall reaction rate. In the initial stage of a reaction, the very 

low abundance of a product may control the reaction rate because the value of γ is very 

small; the kinetics is therefore controlled by the nucleation rate of this product mineral. 

Another important effect of surfaces in a heterogeneous system is to alter the activation 

energy of a solid-state reaction. This process normally involves adsorption of gas species 

onto a surface. For example, suppose a heterogeneous reaction has the following 

mechanism: 

R + G ↔ GR •    equilibrium constant K                            (1.12a) 

GR • ⎯→⎯ 1k GP •   slow                                             (1.12b) 

GP • ⎯→⎯ 2k P + G                                                       (1.12c) 

R, P, G stand for reactant, product, and gas species respectively. GR •  and GP •  are 

adsorbed species. The overall production of P, therefore, can be solved as: 

]][[][][][
121 GRKkGPkGRk

dt
Pd

=•=•=                                   (1.13) 

The activation energy of the overall reaction is therefore easily derived from the 

temperature dependence of both K and k1. 

1EHE ada +∆=                                                       (1.14) 

where adH∆ is the heat of adsorption of the gas species and E1 is the activation energy of 

the slow surface reaction (1.12b). If adH∆ is negative (strong adsorption), the overall 

activation energy will be reduced (Lasaga, 1997). 

1.3 Transition State Theory 

Transition state theory provides a method to explain the temperature and concentration 

dependence of the rate law (Moore, 1972). A potential surface is employed to portray the 
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variation in energy of the system as a function of the positions of all atoms involved in an 

elementary reaction. The reactant and product lie in a region of the potential surface that 

can be described as deep “valleys” (or minima). Transition state theory (TST) provides 

the means to characterize the reaction through “reaction coordinates”, reaction paths to 

pass the potential energy barrier between reactant and product. The position at the 

“mountain pass” of the potential surface is termed “activated complex” (Moore, 1972; 

Pechukas, 1981; Lasaga, 1997). It is an intermediate state between reactant and product. 

A typical example of a potential surface in transition state theory is shown in Figure 1.1. 

Reactant (R) and product (P) lie in the valleys, whereas the activated complex located at 

the “saddle point” (A) along the reaction path. 

 

Figure 1.1. The topography of potential surface in the neighborhood of an activated complex. ‘R’ 
represents the intermolecular coordinates of reactant; ‘P’ for product; ‘A’ (saddle point) for the 
activated complex. The horizontal plane gives intermolecular coordinates for each species. The 
vertical axis represents chemical potential (e.g. changes in Gibbs energy with compositions). 
 
For the elementary reaction 

a + b → ab                                                         (1.15) 
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an activated complex is formed during the reaction at the transition state between forming 

products from reactants. 

a + b ↔  a…b (activated complex)→ ab                               (1.16) 

The rate of reaction is equal to the product of the frequency, ν , of the activated complex 

crossing the barrier and the concentration of the transition state complex, 

Rate = ν [a…b]. The transition state complex (a…b) and the reactants are in pseudo 

equilibrium at the top of the energy barrier, K# =[a…b]/[a][b] (Geoffrey, 1966; Cohen, 

1991; Lű, 2003). Therefore, 

Rate = ]b][a[K #ν                                                (1.17) 

According to the rate law, Rate = k [A][B] = Aexp(-Ea/RT)[a][b]. The assumption of 

equilibrium between the reactants and the activated complex gives, 

k = 
h
TkB K#                                                        (1.18) 

where kB is the Boltzmann constant (1.3806503×10-23 m2.kg.s-2.K-1) and h is the Planck 

constant (6.626068 × 10-34 m2.kg.s-1). The rate constant can also be expressed as: 

)exp()exp(
#
0

#
0

RT
H

R
S

h
Tkk B ∆

−⋅
∆

=                                      (1.19) 

where #
0S∆ , the entropy of activation, is the standard molar change of entropy when the 

activated complex is formed from reactants. #
0H∆ , the enthalpy of activation, is the 

corresponding standard molar change of enthalpy. The quantities Ea (activation energy) 

and #
0G∆  (known as the Gibbs activation energy,) are not quite the same, the relationship 

between them is given by: 

)exp()exp(
#
0

RT
E

A
RT
G

h
Tkk aB −=

∆
−=                                   (1.20) 
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1.4 Diffusion 

Diffusion is an important mechanism for mass transport in solid-state reactions. It relates 

a given flux of a component to a driving “force”. For example, the flux (JA) of a 

component A is defined as the quantity of A passing through a unit area during unit time. 

According to Fick’s First Law, JA is proportional to the concentration gradient of A. 

x
ADJ AA ∂

∂
−=

][                                                    (1.21) 

where x is the distance measured normal to the surface that flux passes through. DA is 

diffusion coefficient. The negative sign is to make DA positive quantities (Kidson, 1961; 

Frank et al., 1962; Su et al., 2005). 

The driving force for the flux appears to be the concentration gradient in equation (1.21), 

however, the chemical potential gradient is preferable for the expression of diffusion flux. 

For the situation when a flux diffuses across two different phases, there will be a 

discontinuity in concentration across the phase boundary (e.g. a discontinuity in 

xA ∂∂ /][ ). This discontinuity is solved by substitution of xA ∂µ∂ / (chemical potential 

gradient) for xA ∂∂ /][ , as for local equilibrium, II
A

I
A µ=µ  at the boundary between phase 

I and II (Alberty, 1979). Therefore, the gradient in chemical potential is the true driving 

force for diffusion. The chemical potential can be expressed as: 

])[ln(0 ART AAA γ+µ=µ                                            (1.22) 

where 0
Aµ is the chemical potential in a standard state, and Aγ is the activity coefficient.  

Incorporating equation (1.22) into the flux equation and using the mobility of a species, 

mA, defined as the flux velocity attained per unit force ( xAmJ AAA ∂µ∂⋅−= /][ ): 
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x
A

A
RTmJ A

AA ∂
∂

∂
γ∂

+−=
][)

]ln[
ln1(                                    (1.23) 

Thus, the diffusion coefficient DA is: 

)
]ln[

ln
1(

A
RTmD A

AA ∂
γ∂

+=                                       (1.24) 

There are three types of diffusion that occur in solid-state reactions namely, surface 

diffusion, grain boundary diffusion, and bulk diffusion (Lasaga, 1997). An illustration of 

three diffusion mechanisms is shown in Figure 1.2. Surface diffusion occurs over a two-

dimensional interface between the crystal grain and nonsolid (air or solution) media. It is 

very important in the study of crystal growth. Grain boundary diffusion occurs along the 

boundaries between two solid phases. Bulk diffusion occurs within the lattice sites of the 

solids.  

 

Figure 1.2. Three types of diffusion paths in solid-state reaction, surface diffusion (paths shown 
in green), grain boundary diffusion (paths shown in red), and bulk diffusion (paths shown in 
blue). 
 
In general, surface diffusion is the fastest followed by grain boundary diffusion, whereas 

bulk diffusion is the slowest and is normally three to four orders of magnitude slower 

than the other diffusion mechanisms. In solid-state reactions, a key factor controlling the 
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values of diffusion coefficients is the structure of the material. Diffusion in ionic 

materials is typically faster than in strongly covalent materials, and diffusions in metallic 

materials are even faster than in ionic materials (Hu, 2001). 

The diffusion coefficient in solids is strongly dependent on temperature, and follows the 

Arrhenius law: 

)exp(0 RT
E

DD a
A −=                                              (1.25) 

Hence, ln(DA) is a linear function of 1/T if the reaction mechanism remains constant. A 

significant deviation from linearity of the plot of lnDA ~ 1/T indicates a change in the 

diffusion mechanism. Given a known diffusion coefficient (DA), Fick’s Second Law is 

commonly used to solve the concentration function over time and distance. If we treat DA 

as a constant, then for one-dimensional diffusion, Fick’s Second Law becomes: 

2

2 ][][
x

AD
t
A

A ∂
∂

=
∂
∂                                               (1.26) 

Like any partial differential equation, the solution of Fick’s Second Law for the 

concentration depends on both the initial and boundary conditions (Aoki et al., 1984; 

Van-Baal, 1985; Diao and Hess, 2004). Figure 1.3 represents the case where the diffusing 

species is initially concentrated at x = 0 (t = 0) and [A](x,t) diffuses out when t →∞ . 

The solution for equation (1.26) is for the one dimensional, constant diffusivity case. 

[A](x,t) )
4

exp(
2

][ 2
0

tD
x

tD
A

AA

−
π

=                                                        (1.27) 

where 0][A is the initial concentration of A.  
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Figure 1.3. Illustration of the simple Gaussian solution to the diffusion equation (1.26) 
for diffusion from a point source. The concentration of species A, [A](x,t), varies with time 
(t) and the diffusion distance (x). 
 

1.5 Nucleation 

Nucleation is an atomic process by which atoms of a reactant rearrange their positions to 

form a cluster of a product phase. The cluster has to be sufficiently large to be 

thermodynamically stable. The atomic fluctuations occurring during a nucleation process 

are very small, typically on the scale of 10-1000 atoms. This size scale renders 

difficulties for the observation of a nucleation process (Lasaga, 1997). Although 

nucleation is a crucial step in many geochemical and mineralogical processes, the 

development of nucleation theories is still at its infancy. The chemical and physical 

properties of nuclei surfaces significantly affect the energetics of nucleation process. The 

surface effect is more important for smaller nuclei. The surface effect can be assessed in 

terms of ‘excess surface free energy’, which is defined as: 

TPVA
G

,,
⎟
⎠
⎞

⎜
⎝
⎛
∂
∆∂

=σ                                                           (1.28) 
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where σ is excess surface free energy; A is surface area (Adamson, 1990). The value of 

σ depends on the nature of the two phases (reactant and product). The magnitude of 

σ reflects the structural mismatch between the nucleus and the host phase.  In fact, σ is a 

function of the cluster size, but it varies very little once the nucleus attains a critical 

volume, therefore σ is always assumed constant over the range of sizes of interest in 

nucleation.  

The energy needed to form a cluster consists of two parts; one is the free energy change 

(product minus reactant), the other one is surface free energy term (Castellan, 1983). 

σ⋅+∆=∆ AGnG r                                                 (1.29) 

where G∆ is the total energy required for nucleation. rG∆ is the free energy change from 

one reactant atom to one  product atom. n is the number of atoms in the cluster. A is the 

surface area of cluster. Clearly, G∆ varies with cluster size, or equivalently, with the 

value of n. A typical G∆ ~ n curve for a supersaturated system is illustrated in Figure 1.4. 

 

Figure 1.4. Schematic graph showing the free-energy change in the formation of a cluster with n 
atoms in a nucleation process (after Lasaga, 1997). 
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In equation (1.29), rG∆  must have negative values because a nucleation process would 

not be possible if the product were not thermodynamically favorable. However, the total 

free energy change G∆ is not always negative. Figure 1.4 suggests that there is a 

maximum ( *G∆ ) at n = nc (the critical number of n). The position of this maximum 

allows the definition of two types of clusters. Those with n < nc are termed ‘embryos’, 

whereas those with n > nc are termed ‘nuclei’. Nuclei will continue to grow into a crystal, 

however embryos are unstable and will decompose to reactant atoms. The critical size of 

the cluster (nc) fixes the free energy change in this region, *G∆  (Moore, 1972). This is 

analogous to the ‘transition state theory’. In a sense, the critical cluster has become the 

equivalent of an activated complex in the ‘transition state theory’, and *G∆ is the energy 

barrier (activation energy) (Hu, 2001). 

The nucleation rate is the net rate of the forward and reverse rates of the following 

reaction: 

1+↔+ nn EEE                                                           (1.30) 

It is a reversible reaction, attaching and detaching a single atom (E) to an ‘n’ cluster (En) 

to form an ‘n+1’ cluster (En+1). The energy change for a cluster from En to En+1 is termed 

‘∆g*’. The nucleation rate is a function of time. However, following a transient period, a 

steady-state nucleation rate will be attained. An approximation for the nucleation rate is 

formularized as: 

)exp()
3

(
**

2/1
*

0 Tk
Gg

Tk
G

n
A

h
TkNI

BBc

cB ∆+∆
−

π
∆

⋅=                            (1.31) 

where I is the nucleation rate. Ac is the surface area for critical cluster size n = nc. kB is the 

Boltzmann constant and h is the Planck constant. N0 is the total number of atoms of 
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reactant in the medium. *g∆ can be approximated by the activation energy for diffusion 

or viscosity in a melt (Lasaga, 1997). 

The nucleation rate normally increases dramatically at the beginning, given a suitable 

extent of ‘overcooling’ (current temperature minus equilibrium temperature). However, 

as the temperature drops further, the high activation energies associated with diffusion or 

viscosity in melts ( *g∆ ) will make the nucleation rate eventually decrease back to zero. 

It is known that the surface energy is crucial to the nucleation rate; therefore any process 

that affects σ value will affect the nucleation rate. The most obvious impact factor is the 

presence of solid surfaces (more often originating from impurities) during the nucleation. 

The accumulation of product atoms onto an existing foreign solid surface is termed 

‘heterogeneous nucleation’ (Smith, 1980; Hu, 2001). To simplify the calculation of 

change in free energy ( hetG∆ ) for a heterogeneous nucleation process, a spherical embryo 

is generally assumed (see Figure 1.5). 

 

Figure 1.5. Schematic graph showing the formation of an embryo (β-phase) on a flat impurity 
plate (S-phase). The media is α-phase. σij is the surface free energy between phases i and j (i or j 
= α, β, and S). 
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For the nucleation of the β-phase in the α-phase media with the presence of impurity solid 

surface (S-phase), the contact area between α and β-phase (or β and S phase) is given by 

the following equations.  

)cos1(2 2 θ−π=αβ rA                                                 (1.32a) 

θπ=β 22 sinrA s                                                       (1.32b) 

where αβA and sAβ are the α-β and  β-S contact areas. r is the ‘radius’ of the nucleus. θ is 

the contact angle, as shown in Figure 1.5. The change in free energy upon formation of 

the β nucleus in a heterogeneous process is given by (Lasaga, 1997): 

23
3

)()]([ βαββαβαβ
β

β

σ−σ+σ+∆=∆ vAAG
v

rVG sss
rhet                    (1.33) 

where βV r3 is the total volume of the nucleus and βV = 3/)coscos32( 3 θ+θ−π . σij is the 

surface free energy between phases i and j (i or j = α, β, and S). βv is the molecular 

volume of β-phase. θ, the contact angle, is determined from the balance of tensional 

forces at the α-β-S triple contact (Figure 1.5) 

θσ+σ=σ αββα cosss                                                 (1.34) 

The free-energy change for formation of the critical nucleus can be obtained by setting 

0/ =∂∆∂ rGhet , and then solving hetG∆ = *G∆ , r = rc.  Obviously, whether the nucleus 

grows on the impurity plate depends on the variation of hetG∆  with r. If the derivative 

( rGhet ∂∆∂ / ) is negative, then the nucleus will grow (Moore, 1972; Zhu, 2000; Wu, 

2004). 

1.6 Crystal Growth 
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The possible atomic processes during crystal growth are normally divided into two 

groups, surface processes and transport processes. Attachment, detachment, and 

movement of atoms on a crystal surface are surface processes. Transport and diffusion of 

atoms from the media to the crystal surface (or diffusion away from surfaces) are 

transport processes. If the rate of growth (or dissolution) were surface controlled, there 

would be very small concentration gradient in the reactants within the medium 

surrounding the growing phase because the transport mechanism acts fast enough to 

ensure homogeneity. Sometimes, the controlling growth mechanism can be reflected in 

the crystal’s morphology (Frost, 1961; Xie, 2004). Surface-controlled reactions are more 

sensitive to the surface topography. Consequently, the growth or dissolution process is 

related to crystallographic directions. Transport-controlled reactions, on the other hand, 

normally form spherical product crystals (Lasaga, 1997).  

As a rule of thumb, the activation energy for a transport-controlled process is much lower 

than that of a surface-controlled process.  The general rate equation (1.8) indicates that 

temperature has greater impact on reactions possessing a higher value of Ea. Therefore, 

with an increase in temperature, the rates of surface chemical reactions (higher Ea) 

increase more rapidly than those for diffusion or transport. As a result, an initial surface 

controlled crystallization process may eventually switch to a transport controlled process 

as the temperature increases. As an example Berner (1978) has proposed that in aqueous 

solutions, minerals with low solubility dissolve by surface control, whereas high-

solubility minerals dissolve by transport control. 

For solid-state reactions, the Avrami equation is widely employed as a kinetic model of 

crystal growth. A general form of Avrami equation is: 
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])(exp[1 ntky ⋅−−=                                                   (1.35) 

where y is the reaction extent. k is rate constant. t is reaction time. n is an exponent. 

If this model is appropriate then the parameters k and n may be determined from a plot of  

lnln[1/(1-y)] against ln(t). The value of n depends on the reaction/growth mechanism. 

Large changes in n indicate changes in the reaction mechanism (Christian, 1965; Yund 

and McCallister, 1970; Putnis, 1992; Etschmann et al., 2005; Wang et al., 2005a, b, c, d). 

Early attempts by Christian (1965) to assign particular reaction or growth mechanism to 

particular values of n were later shown to be invalid (Yund and Hall, 1970;Etschmann et 

al., 2005; Wang et al., 2005a). The reaction rate indicated by the Avrami equation follows 

the general form: 

Rate = )1(1 ytk
dt
dy nn −= −                                           (1.36) 

Although Avrami equation was designed to study the kinetics of crystal growth, it is more 

often used describe the overall reaction process. Because for solid-state reactions, it is 

very difficult to distinguish different stages of a reaction (e.g. nucleation, diffusion, and 

crystallization). The Avrami equation has been successful in predicting the kinetics of 

many solid-state reactions. However, its inherent defect, the assumption of constant 

activation energy (Ea), means the classic Avrami equation failed to explain many other 

kinetic behaviors of solid-state reactions, especially in nonstoichiometric systems. In this 

work, we developed a new kinetic model by integrating a time function of Ea into the rate 

equations. We named this model Refined Avrami method. Its applications are compared 

with that of the classic Avrami method in the following reactions: pentlandite exsolution 

from monosulfide solid solution (mss), oxidation of mss, α- to β- phase transition of 

nickel monosulfide, oxidation of NiS. 
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Chapter 2: Mineralogy of the Fe-Ni-S and Ni-S systems 

2.1 Introduction 

Reactions involving nonstoichiometric compounds are often mysterious and complex. 

The varying composition of these compounds imposes further difficulties in 

understanding reaction mechanisms and phase relations. In this work, the reaction 

kinetics of two nonstoichiometric systems was investigated. They are the pyrrhotite group 

(including monosulfide solid solution) and nickel sulfide minerals. 

2.2 Pyrrhotite Group Minerals 

2.2.1 Overview 

The pyrrhotite group is defined as all the iron monosulfides of the general formula Fe1-xS 

(0 < x < 0.125) that possesses a NiAs type substructure. They exhibit a hexagonal close 

packed structure with [FeS6] and [SFe6] units (Carpenter and Desborough, 1964; Arnold, 

1966). This includes troilite (FeS) and the monoclinic and hexagonal pyrrhotites. The 

pyrrhotites are extremely complex from both a physical and chemical standpoint. They 

crystallize in the hexagonal or monoclinic systems; troilite (FeS) is hexagonal, whereas 

pyrrhotite (Fe1-xS) may be monoclinic or hexagonal. These minerals usually appear in 

massive form, and are commonly found in basic igneous or ultrabasic rocks, in 

hydrothermal mineral deposits, and in contact-metasomatic sediments. Interest in the 

pyrrhotite group arises from their occurrence in metallurgical processes, their properties, 

and their common occurrence in many types of ore deposits. They are also of importance 

in terms of geomagnetism monoclinic pyrrhotite being one of the main magnetic minerals 

in the earth’s crust. Structurally, they are all derivatives of the NiAs structure (Vaughan, 
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1978; Nesbitt et al., 2002). Pyrrhotite minerals are abundant in nature, and possesses a 

dark, brownish rusty colour on their surface. They often occur with pyrite (FeS2), 

chalcopyrite (CuFeS2), pentlandite ((Fe,Ni)9S8), and magnetite (Fe3O4).  

A better understanding of the chemical and physical behaviour of pyrrhotite is of 

commercial interest for mineral processing industry, as pyrrhotite is one of the major iron 

ores used as feedstock in flash smelting processes for metal extraction (Wang et al., 

2005b). 

2.2.2 Polytypes 

The most widely used classification for pyrrhotite polytypes is to categorize these NiAs-

type derivatives into three groups: troilite, hexagonal pyrrhotite, and monoclinic 

pyrrhotite. 

 

Figure 2.1.  (a) Partial configuration of S and Fe atoms along c axis in the NiAs substructure. (b) 
Partial atom configuration in troilite along c axis. Triangular Fe clusters are surrounded by 
distorted sulfur octahedra. (c) Fe clusters in the troilite cell, which is derived from the NiAs cell 
by doubling the c axis, with a axis deviating by 30o in ab-plane (Kruse and Mossbauer, 1990; 
Skinner et al., 2004). 
 
Troilite is a stoichiometric or near stoichiometric iron sulfide (Fe1-xS, x = 0~0.05), 

exhibiting 2C superstructure of NiAs-type (a = A3 , c = 2C where A and C are the axes 
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of the NiAs subcell common to troilite and pyrrhotites), and cP 26 symmetry below 

140oC (Bertaut, 1952; Evans, 1970; Ward, 1970; Kissin and Scott, 1982). 

It shows distortions from the ideal NiAs structure type positions (Figure 2.1a and b); 

triangular groupings of iron atoms are displaced in the ab-plane forming contracted and 

dilated triangular units. The sulfur network is much less distorted with only a slight 

displacement of one-third of the sulfur atoms along the c axis, away from the centre of 

the Fe cluster (Thomas, 2003). The Fe cluster formed by three Fe atoms on ab-plane is 

shown in Figure 2.1b. Neighboring Fe triangular clusters are positioned in two ways: 

stacked directly above one another along c axis (Figure 2.1a), and displaced above one 

another (Figure 2.1b). Thus, a line connecting Fe atoms along c axis is alternately parallel 

to and then inclined to the c axis. The position of an iron cluster in the troilite cell is 

shown in Figure 2.1c. For troilite with the stoichiometric composition (FeS), the Fe-Fe 

distances in the same iron triangular cluster, directly above one another, and obliquely 

above one another are 2.925, 2.988, and 2.947 Å respectively (Kruse and Mossbauer, 

1990). It has been suggested that the formation of the Fe-Fe cluster results from Fe-Fe 

bonds formed by 3d electron overlapping when the Fe-Fe separations are below the 

critical value, 3.0 Å (Kruse and Mossbauer, 1990). 

In nature, troilite is not as abundant as other pyrrhotite polytypes. It forms under strong 

reducing conditions (Evans, 1970). One such occurrence is in swamps, where anaerobic 

bacteria can reduce sulfate to sulfide. Studies of swamp sediments show only low 

concentrations of troilite, but an abundance of fine crystalline pyrite (Thomas et al., 

2003). However, troilite is found in most iron meteorites where it occurs as large clumps 

up to 5 cm in diameter. The magnetic moments on ab-planes are antiferromagnetically 
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ordered at room temperature, and undergo a spin-flip transition (α-transition) at 140oC, 

where the orientation of magnetic moments flips from perpendicular to the c axis to 

parallel to the c axis (Li et al., 1996). Magnetic moment disordering occurs at the Curie 

temperature (315 oC), when antiferromagnetic FeS transforms to a paramagnetic structure 

(β-transition).  

The β-transition is accompanied by a phase transformation to the NiAs subcell (1C). The 

β-transition is a first-order transition (characterised by an abrupt change in the cell 

lattice). Although the conclusion that FeS undergoes magnetic structure variations during 

the α- transition is widely accepted, there is dispute about whether or not a structural 

phase transition accompanies this magnetic transition (Hägg and Sucksdorff, 1933; 

Arnold, 1969; Ward, 1970; Moffatt, 1984). However, the majority of the research reports 

since the 1980s indicate FeS adopts the MnP-type structure between 140~315 oC 

(between the α and β transitions) (Kruse, 1990; King and Prewitt, 1982).  The transition 

from the troilite (2C) to the MnP-type structure (α- transition) is believed to be a second-

order transition (Li et al., 1996). The MnP-type structure can be interpreted as a phase 

with the subgroup symmetry of troilite. The similarity in the X-ray diffraction patterns of 

troilite and the MnP-type structure and the nature of continuous change in cell parameters 

(characteristic of a second order transition) during the α- transition may explain why the 

MnP-type structure has been overlooked in earlier studies. Recently, high temperature X-

ray diffraction was used to distinguish these two similar phases (Li et al., 1996). It has 

been shown that the α- transition temperature is dependent on the starting stoichiometry 

of the troilite (Fe1-xS, x = 0~0.05). The larger the value of x, the lower the temperature of 

transition (Li et al., 1996). 
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Metal-like iron states have been observed in troilite due to higher occupancy of Fe lattice 

sites compared to the more metal-deficient pyrrhotites, and increased Fe-Fe 3d orbital 

interactions occur within the constrains of the mineral structure. 

Monoclinic pyrrhotite can be perceived as a derivative of FeS following subtraction of 

one-eighth of the iron atoms. The resultant structure contains alternating layers of full Fe 

sites and layers of Fe sites with vacancies, thereby lowering the symmetry from 

hexagonal to monoclinic (Kondoro, 1999). The 4C monoclinic structure may be regarded 

as the result of a slight distortion of the hexagonal structure (Flahaut, 1972), in which the 

c axis tilts with respect to the basal ab-plane (Corlett, 1968). The phase Fe7S8 adopts a 

monoclinic structure in which vacancies are confined to every other site in alternate rows 

of sites within the vacancy layer.  

 

Figure 2.2.  4C monoclinic superstructure of pyrrhotite. (a) four different vacancy arrangements 
in cation layer, A, B, C, and D. (b) Stacking sequence of vacancy layers and vacancy free layers 
(Levinson and Treves, 1968; Kondoro, 1999). 
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The vacancy layers are stacked in an ABCD sequence, quadrupling the unit cell along the 

stacking direction and leading to a superstructure of 4C. The various vacancy 

arrangements, A~D, are shown in Figure. 2.2a.  

The 4C superstructure of pyrrhotite can be expressed as (…FAFBFCFDF…), where F 

represents a layer free of cation vacancies (Figure 2.2b). Monoclinic pyrrhotite is not 

stable at high temperatures.  

Monoclinic pyrrhotite shows strong ferrimagnetic behavior. In fact, magnetic structures 

of all pyrrhotite group minerals are closely related to the ordering of iron atoms and 

vacancies in the vacancy-bearing layers. The magnetic behaviour of monoclinic 

pyrrhotite is attributed to the ferromagnetic alignment of cations within layers and the 

antiferromagnetic coupling between adjacent layers. The presence of vacancies in 

alternate layers results in an uncompensated moment, leading to ferrimagnetism (Powell 

et al., 2004). 

Although monoclinic pyrrhotite is generally denoted as Fe7S8, it has a measurable 

composition range at room temperature (Carpenter and Desborough, 1964). There is a 

second modification of the Fe7S8 phase that can be described in terms of a trigonal 

supercell (2A, 3C) (Fleet, 1968; Tokonami et al., 1972; Li and Franzen, 1996). This 

phase is considered to be a metastable form at room temperature, as it normally exists in 

quenched samples but has not been found in nature. The stability field of 3C is shown in 

the MC (when M = 3) zone of the phase diagram (see Figure 2.3). The 4C structure has 

been found only in natural pyrrhotite that has undergone cation and vacancy ordering 

processes over geological time (Li et al., 1996). In other words, rapid cooling of Fe7S8 

from high temperature results in the formation of a well-ordered 3C structure, whereas a 
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4C structure is formed when the cooling rate is slow (Ericsson et al., 1997). The 4C and 

3C structures of Fe7S8 differ not only in the arrangement of vacancies, but also in the type 

of Fe-clustering. 

Similar to monoclinic pyrrhotites, vacancy-bearing layers in hexagonal pyrrhotites 

determine the structural and magnetic properties of the various phases noted (from 

monoclinic 4C to hexagonal NC structures; see Figure 2.3 for the definition of NC). 

Bertaut (1953) observed a repulsion effect among vacancies in pyrrhotite. This 

observation was further developed by Powell (1983) into the Vacancy Avoidance theory, 

which has been used to study the superstructures of pyrrhotite. At high temperatures, the 

vacancy distribution is random and the unit cell of pyrrhotite is the NiAs subcell, the 1C 

structure (Morimoto, 1978). When the temperature decreases, the vacancies start to order 

and superstructures of the NiAs subcell form (Nakazawa and Morimoto, 1975). Below 

300oC, the diffusion of vacancies is effectively inhibited, and high-temperature structures 

are locked in metastable states (Ono et al., 1962; Marusak and Tongson, 1979; Igaki et 

al., 1981, 1982). Many natural hexagonal pyrrhotites are formed during a sudden 

geological cooling process. The superstructures of the NiAs subcell, except for 4C and 

2C, contain nonintegral X-ray reflections attributed to the intergrowth of differently 

ordered domains (Pierce and Buseck, 1974). Formation of superstructures does not 

appear to affect the short-range atom configurations, although detailed structural 

refinements of many superstructures are yet to be undertaken. Many of the hexagonal 

superstructures have very close stoichiometries but they appear to behave as separate 

phases (or polytypes) and were normally treated as such when delineating phase 

diagrams. Nakazawa and Morimoto (1970, 1971) sorted the numerous superstructures 
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into five categories according to their multiplicities of the NiAs sublattice (Nakazawa and 

Morimoto, 1970, 1971).  These categories of the superstructures are: (1) 2C for troilite, 

(2) 4C for monoclinic pyrrhotite, (3) NC ( a = 2A; c = NC, N varies continuously 

between 5.0 and 11.0 (Nakazawa and Morimoto, 1970, 1971; Morimoto et al., 1975), (4) 

MC ( a = 2A; c = MC, M varies between 3.0 and 4.0), (5) NA ( a = NA; c = 3C, N varies 

continuously between 40 and 90). Note A, C are the a and c parameters of NiAs subcell. 

The most well studied superstructures in nature, 5C (Fe9S10), 6C (Fe11S12), and 11C 

(Fe10S11), belong to the NC category (Morimoto et al., 1975). Although 5C, 6C, and 11C 

are crystallographically distinguishable, they are treated as one phase, NC, in the studies 

of phase relations. This is because they act as a single phase during phase transitions, and 

their compositions fall into a very narrow band (47.37 to 47.83 at.% of Fe) (Nakazawa 

and Morimoto, 1970, 1971; Morimoto et al., 1975). These superstructures are best 

described in terms of stacking of fully occupied and ordered defective iron layers normal 

to the c-axis. Each structure is characterized by a regular succession of such layers, 

corresponding to an integral supercell multiplicity N, where c = NC. The multiplicity N is 

related to the general chemical formula Fem-1Sm (m >8) by N = 0.5m (when m has a even 

value), or N = m (when m has an odd value). This formulism serves for the convenience 

of describing the superstructures in pyrrhotite.  In fact, pyrrhotites with nonintegral 

multiplicity superstructure are more common, as the m (as in Fem-1Sm) is not necessary 

integer and changes continuously with both composition and temperature. Stacking 

disorders between filled and vacancy bearing layers gives rise to non-integral m values, 

and thus to an apparently incommensurate c-axis repeat (Grønvold and Stølen, 1992). 

These pyrrhotites are often referred to just as hexagonal pyrrhotite, and have 
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compositions in the region between troilite and monoclinic pyrrhotite. These 

superstructures can either expressed as Fe9S10, Fe10S11, Fe11S12 or a mixture of the 

stoichiometric phases with troilite or with monoclinic pyrrhotite (Morimoto et al., 1975; 

Kondoro, 1999). 

2.2.3 Binary Phase Diagram 

The phase relations in the FeS-FeS2 system have been the subject of numerous 

investigations (Arnold, 1969; Yund and Hall, 1970; Tokonami et al., 1972; Kissin and 

Scott, 1982). There is general agreement between a large number of studies on the phase 

relations at higher temperatures (> 350oC), but considerable contradictory evidence in the 

lower temperature ranges (<350oC). It is a daunting task to determine a solvus between 

the various pyrrhotite polymorphs due to the similarity of their powder diffraction 

patterns, as they form a series of chemically and closely related superstructure phases 

(Pierce and Buseck, 1974). At low temperatures, these pyrrhotite supercell phases may 

form metastable phase assemblages, which seriously affect the accuracy of determination 

of an equilibrium solvus. Some difficulties also occurred in the determination of the 

phase solvus at high temperatures, as some high-temperature phases cannot be quenched 

for room temperature measurement. The preservation of high-temperature crystal 

structures with pyrrhotite phases becomes problematic when the temperature (T) exceeds 

308oC (Corlett, 1968; Nakazawa and Morimoto, 1970). For sulfur rich samples, the 

pyrrhotite compositions will invariably transect the equilibrium solvus, and produce large 

deviation from equilibrium compositions. For some pyrrhotite compositions ranges, no 

matter how fast the pyrrhotite samples are quenched from high temperature (T > 308oC) 

to room temperature, an oversaturation induced phase exsolution (e.g. pyrite) might more 
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or less affect the preservation of the high temperature phase structure and composition. 

This problem has been successfully overcome by using high-temperature single crystal 

(or power) X-ray diffraction methods (Yund and Hall, 1970; Nakazawa and Morimoto, 

1971; Kissin and Scott, 1982).  

 

 
Figure 2.3. FeS-FeS2 phase diagram (Arnold, 1962, 1969; Tokonami et al., 1972; Kissin and 
Scott, 1982; Grønvold and Stølen, 1992) 
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Kissin and Scott (1982) systematically investigated the low temperature phase diagram 

near the most metal deficient compositions using a hydrothermal recrystallizaion method. 

This method largely overcomes the problem of the long annealing requirement to achieve 

reaction equilibrium by dry synthesis experiment (Scott and Barnes, 1971; Scott, 1975; 

Barnes, 1971). It gives more reliable results for phase relations. Their data and earlier 

reports on the pyrrhotite phase relations were summarized to give a relatively accurate 

and complete phase relations for low temperatures (Kissin and Scott, 1982).  Combining 

the high temperature phase diagram, Figure 2.3 gives the complete FeS-FeS2 phase 

relations covering temperature range of 25 ~ 1200oC.  

The solvus between 1C pyrrhotite and pyrite continues below 750 oC along the slope 

proposed by Toulmin and Barton (1964) and Arnold (1962) to 315 oC, where the 1C 

phase starts to transform into MC superstructure (Arnold, 1962). M = 3.0 ~ 3.3. This 

temperature coincides with the β-transition temperature. The solvus then proceeds along 

a similar slope down to 262oC, with the exsolution of NA superstructure. In the narrow 

temperature range from 262 to 254oC, NA pyrrhotite coexists with pyrite if the initial 

bulk composition contains less than 47.5 atomic percent iron (%). The stability field of 

monoclinic pyrrhotite near 254oC is very narrow and many earlier researchers considered 

it restricted to Fe7S8 (46.67 at.% Fe) (Corlett, 1968), but it has been found that the 

monoclinic pyrrhotite is able to exist over a wider composition range at lower 

temperatures (e.g. 46.4 ~ 46.9 at.% Fe at 115 oC) (Kissin and Scott, 1982). Below 209oC, 

NA pyrrhotite will be transformed into NC structure, and its stable composition field 

becomes wider with increasing temperature until around 90~100oC, a eutectic 

temperature, where three phases coexist (1C + 2C + NC). Below the eutectic temperature, 
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2C superstructure (troilite) coexist with NC pyrrhotite, of composition 47.8 at.% Fe at 

room temperature (Arnold, 1969). Viewed under a crossed polars microscope, the images 

of the 2C and NC phases go to extinction simultaneously, indicating that the c axes of 

these two phases are parallel in the intergrowth (Carpenter and Desborough, 1964). The 

temperature at which pyrite melts incongruently (742oC) is from Kullerud and Yoder 

(1959). 

Arnold (1962) proposed an idea of “Pyrrhotite Geothermometer”, which utilizes the 

temperature dependence of the composition of pyrrhotite coexisting with pyrite in a 

sulfide ore. The fundamental assumption of this pyrrhotite geothermometer was that a 

unique composition of hexagonal pyrrhotite coexists with pyrite along the pyrrhotite-

pyrite solvus (Figure 2.3) (Arnold, 1962; Kissin and Scott, 1982). However, the 

geothermometer is only valid for low temperatures (T < 314oC), as pyrrhotite-pyrite ores 

at higher temperatures are unquenchable (Kissin and Scott, 1982). The pyrrhotite solvus 

exhibits a strong tendency to re-equilibrate with decreasing temperature. 

Li and Franzen (1996) stated that composition of troilite could vary in a narrow range 

(FeS to Fe0.95S). The phase transitions for stoichiometric troilite (FeS) have been well 

studied (troilite → MnP-type ,140 oC → 1C pyrrhotite, 315oC) . However, the phase 

transitions studies for nonstoichimetric troilite (say Fe0.95S) have only been conducted for 

α-transition (troilite → MnP-type) (Craig, 1966; Scott and Kissin, 1973; Sugaki et al., 

1977). The orthorhombic MnP-type structure is a distorted variant of the NiAs-type 

structure with pronounced metal-metal zigzag chains (see Figure 2.4). In these earlier 

studies for α-transition solvus, the MnP-type phase was treated as 1C pyrrhotite, which 

has been proven imprecise.  Figure 2.3 does not include the β-transition curves for the 
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range of 49.0 ~ 50.0 at. % Fe, as there is little data related to the β-transition solvus 

extending to the troilite composition Fe0.95S ~FeS.  

 

Figure 2.4. A comparison of the MnP-type structure (space group: Pnma; Fjellvag and 
Kjekshus, 1984) with the NiAs-type structure (space group: P 63/mmc; Yund, 1962). The MnP-
type structure shows distinct metal-metal zigzag chain along c axis compared to NiAs. 
 
The trigonal pyrrhotites (3C, see Section 2.2) here, is denoted MC instead of 3C, as in 

nature, the trigonal pyrrhotites normally exhibits a multiplicity (M) slightly larger than 3 

(3< M< 4). Thus, it is more accurate to use MC in the phase diagram. 

The phase diagram also produces guidance for the estimation of coexisting phases in an 

assemblage. At low temperatures, with the increase in iron content in bulk pyrrhotite 

compositions, the possible assemblage shifts from (4C + NC) to (2C + NC) (Hayas and 

Mariko, 1961; Mukaiyama and Izawa, 1966; Morimoto and Nakazawa, 1968; Vorma, 

1970; Izawa and Mukaiyama, 1972; Morimoto et al., 1975) (Figure 2.3).  
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2.2.4 Ternary Phase Diagram 

When a reasonable amount of Fe atoms in the pyrrhotite structures are replaced by other 

cations, it would be more appropriate to call these phases monosulfide solid solution 

(mss).  

There are numerous possible substitutional cations, e.g. Ni, Co, Cu, Pt, and Pd etc. (Li et 

al., 1996). In nature, however, the major cation substitutions for pyrrhotites are Ni and Co. 

mss can be considered as binary or ternary solid solution between Fe1-xS (pyrrhotite), α-

NiS1-x, and Co1-xS (jaipurite). In this work, we focus on Fe-Ni-S system.  

At high temperatures, Fe1-xS and Ni1-xS form a continuous solid solution but below 610oC 

cation ordering and atomic diffusion cause the exsolution of pentlandite. The possible 

mss composition range still spans the complete solution between the two end members 

(Fe1-xS and Ni1-xS). The studies by Misra and Fleet (1973) and Craig (1973) show that 

mss is continuous solution down to 300oC, below this temperature two immiscible mss 

phases appear; one is more Fe-rich, the other is more Ni-rich (Craig, 1973; Misra and 

Fleet, 1973).  With continuous decrease in temperature, the more Fe-rich mss phase 

becomes progressively enriched in Fe, and the more Ni-rich mss phase decomposes to an 

intergrowth of pentlandite and pyrrhotite. Numerous experimental results show that at 

low temperatures (< 300oC) up to 17% at.% Ni can remain in the mss. This is in 

contradiction to the 0.2 to 0.7 at.% Ni in naturally formed mss/pyrrhotite (Craig, 1973; 

Misra and Fleet; 1973; Farrell and Fleet, 2002; Etschmann et al., 2004). Clearly, cation 

ordering and atom diffusion in mss may proceed even at low temperatures. The 

readjustment of the mss compositions over a geological time results in the substantially 

Ni free mss/pyrrhotite compositions. 
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The mss stability field in Fe-Ni-S ternary system depends largely on temperature, 

expanding from a more Fe enriched domain at higher temperatures (T ≥  1100oC) to a 

bivariant field covering all Fe: Ni ratios at low temperatures (e.g. T = 650oC) (Figure 2.5a 

and b). The mss stability field at 1100oC extends from 36.5 to 43.3 wt% sulfur along Fe-S 

joint, protruding into the ternary system up to a composition with maximum Ni content of 

14 wt% (Figure 2.5a) (Kullerud et al., 1969). The relatively Fe rich composition of mss 

above 1100oC results in a nickel enriched liquid coexisting with the mss at the same 

temperature. This solid solution becomes complete between Fe1-xS and Ni1-xS below 

992oC and remains so over a large temperature region (Kullerud, 1963; Clark, 1966). 

Figure 2.5a, b, and c show the progressive extension of mss stability field towards the Ni-

S joint with decreasing temperature from 1100 to 900oC. Kullerud (1963) showed that 

above 1083oC a liquid immiscibility field spans the sulfur-rich portion of the ternary 

system with a homogeneous liquid field located in the center (Figure 2.5a) (Kullerud, 

1963). On cooling the liquid immiscibility field shrinks and finally disappears at 991oC, 

as well (Ni,Fe)S2 becomes stable with liquid below this temperature (Figure 2.5c) 

(Kullerud et al., 1969; Clark and Kullerud, 1963). Cooling below 900oC results in a 

gradual narrowing of the mss + sulfur liquid divariant field, and continuous expansion of 

mss field, but the central homogeneous liquid shrinks drastically (Kullerud, 1963). On 

cooling to 610oC, pentlandite starts to exsolve from the system. Figure 2.5e shows the 

stability field of pentlandite, mss, and mss + pentlandite bivariant field at 550oC. Studies 

by Naldrett et al. (1967) of the mss stability field have shown that its ability to tolerate 

variation in the metal to sulfur ratio decreases rapidly with decreasing temperature 

(Naldrett et al., 1967). The mss field starts to break off from the Ni-S joint and retreats 
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toward the Fe-S joint with further cooling below 300oC. Figure 2.5f shows the stable 

equilibrium composition of mss at 130oC is Fe1-xS (Kullerud and Yund, 1969). 

2.3 Nickel Monosulfides 

The two well-studied forms of nickel monosulfides are β-NiS (millerite) and α-NiS. β-

NiS, a trigonal/rhombohedral structure crystal, is naturally formed as a low temperature 

hydrothermal or alteration product of other nickel minerals. β-NiS is also called millerite 

after W. H. Miller, the crystallographer who introduced the system of crystallogrphic 

indices. Compared with α-NiS, β-NiS is always referred to as the low-temperature form 

of NiS (< 652 K). It has a high metallic conductivity and is speculated to possess a 

diamagnetic structure (Krishnakumar et al., 2002). Millerite is the only form of NiS 

found in nature and it is of metallurgical interest, as it is often associated with other 

important nickel-iron or copper-iron ores (Power, 1981; Hubli et al., 1995; Legrand et al., 

1998). Millerite generally occurs in fine hairlike or capillary crystals, which give it the 

synonyms: “hair pyrite” and “capillary pyrite”. β-NiS has a near equimolar composition 

NiS, whereas α-NiS has a variable stoichiometry range, α-Ni1-xS (Grønvold and Stølen, 

1999). The maximum x value (in α-Ni1-xS) varies with temperature, and has not been 

precisely determined (Grønvold and Stølen, 1999; Stølen et al., 1994; Rau, 1975; 

Kullerud and Yund, 1962).  

The high temperature phase, α-NiS/α-Ni1-xS, has the NiAs-type hexagonal structure, is 

quenchable and remains a metastable phase under ambient conditions.  
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Figure 2.5. Phase relations in the Fe-Ni-S system at (a) 1100oC, (b) 1000oC, (c) 900oC, (d) 
650oC, (e) 550o C, and (f) 130oC (after Kullerud and Yund, 1969). Note: for the purpose of clear 
illustration, some parts of the diagrams are enlarged. 
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There have been numerous studies on this metastable α-NiS/α-Ni1-xS at low temperatures 

due to the distinct metal→ semiconductor transition (MS transition) of α-NiS at 265 K, 

below which a small band gap occurs and the gap progressively increases with decreasing 

temperature (Sparks and Komoto, 1963; Nakamura et al., 1994; Okamura et al., 1999). α-

NiS/α-Ni1-xS also plays an important role in studies of the crystal chemistry and phase 

relations in metal sulfides systems because of its relationship with other economically 

important Ni bearing sulfide minerals, and especially because α-NiS and pyrrhotite are 

structurally related so that α-NiS can be considered as a compositional Ni end-member of 

nickeliferous pyrrhotite, (Ni,Fe)1-xS (Legrand et al., 1998; Nesbitt and Reinke, 1999). The 

NiAs structure of α-NiS exhibits a paramagnetic-antiferromagnetic transition at –8 oC 

(Néel temperature). The sublattice magnetization goes from zero to full saturation on 

cooling through –8 oC. Previous powder diffraction results and the measurements of 

magnetic and electrical properties through the transition indicate that the metal→ 

semiconductor transition of α-NiS is first-order (Sparks and Komoto, 1963, 1967, 1968). 

In the antiferromagnetic state, the moments of Ni in a hexagonal layer are coupled 

ferromagnetically within (001) planes and antiferromagnetically between adjacent (001) 

planes. This makes the magnetic unit cell of α-NiS identical to the crystal unit cell 

(Trahan and Goodrich, 1970). The metal→ semiconductor transition temperature (TMS) is 

a strong function of composition, dropping from –8 oC for α-NiS to –198 oC for α-Ni0.97S 

(Sparks and Komoto, 1968). This transition temperature (TMS) also is affected by 

pressure, decreasing rapidly with increasing pressure (Anzai and Ozawa, 1968; McWhan 

et al., 1972). Nakamura and Fujimori (1993) reported the opposite effects by introducing 
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small amount of Ni and Co impurities to “adjust” the TMS. Ni increases TMS whereas Co 

decreases TMS. There is some disagreement about the structures of α-phase below and 

above the metal→ semiconductor transition temperature. Many researchers believe there 

is no crystal structure modification of the α-phase during the metal→ semiconductor 

transition. However, Trahan and Goodrich (1970) discussed a possible subtle change in 

the lattice symmetry during the MS transition of α-NiS/α-Ni1-xS, from P63/mmc above 

TMS to P63mc below TMS.  

 

Figure 2.6. Unit cells of α- and β-NiS plotted using the structural information of Vaidya (1976) 
and Grice and Ferguson (1974) respectively. The schematic graph shows the octahedrally 
coordinated unit [NiS6] in α-NiS becomes [NiS5] in β-NiS. 
 

Upon heating, the low-temperature stable phase (millerite) transforms to the high-

temperature form, α-NiS, at 379 oC (Kullerud and Yund, 1962). This transition 

temperature (Tβ-α) was measured at ambient pressure. Sowa et al. (2004) reported the 

phenomenon of a strong pressure dependence of Tβ-α. The temperature for the transition 

from millerite to NiAs-type NiS decreases dramatically with increasing pressure. Owing 

to the higher compressibility of β-NiS (millerite) compared with that of the α-phase, the 
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NiAs-type structure is believed to be unstable at high pressures. The coordination of Ni 

changes from 5 (in β-NiS structure) to 6 (in α-NiS structure) during the β- to α-phase 

transition (shown in Figure 2.6). This β- to α-phase is a reconstructive transition, 

involving breaking and rearranging Ni-S bonds. As the compositional range of the α-

phase is wider than that of the β-phase, the equilibrium compositions of α- and β- phases 

depend on whether the transition is from α- to β-phase or from β- to α-phase. For the 

transition from β-NiS to α-NiS, all the β-phase transforms into the α-phase with no 

variations in composition. For the transition from a nickel deficient α- Ni1-xS to β-NiS, 

the exsolution of more nickel rich β-NiS from the nickel deficient α- Ni1-xS host render 

the α-phase host even more deficient in Ni. The present study attempts to reconcile the 

ambiguities regarding the stoichiometry effect on the transition kinetics of the α- to β- 

phase transition at ambient pressure. 
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Chapter 3: Experimental Methods 
 

3.1 Introduction 

The experimental methods used in this work involve sample synthesis, anneal-quench 

processes, phase characterization, Rietveld refinement of the XRD profiles, collection of 

kinetic data and cell parameters for each phase, and compositional analysis. Kinetic 

studies have been performed on solid-state reactions in the Fe-Ni-S and the Ni-S systems. 

The use of synthetic rather than natural samples allows a choice of bulk compositions and 

minimizes the uncertainty associated with the effects of trace impurities.  

3.2 Sample preparation 

The standard ‘silica-glass-tube’ technique was used to synthesize iron-nickel 

monosulfides (Fe,Ni)1-xS and nickel monosulfides Ni1-xS (Vaugan and Craig, 1978; 

Kullerud, 1971). The nonstoichiometry of these synthetic phases is associated with the 

complex nature of their related reactions. Therefore, it is important to ensure the 

homogeneity of the synthetic samples in order to accurately decipher the kinetic behavior 

of these solid-state reactions. The ‘silica-glass-tube’ technique is a dry synthesis process. 

Pure iron (99.9+%, Aldrich), nickel (99+%, Aldrich) wires, and S (99.99+%, Aldrich) 

were used. Iron powder is not used in the current study due to its large surface area 

subjected to larger extent of oxidation by air in ambient. These dry reagents in elemental 

form were sealed under vacuum in silica glass and placed in muffle furnaces (see Figure 

3.1). Figure 3.2 illustrates the vacuum-line system and welding torch used to seal the 

glass tubes. Silica wool was used to prevent mass loss during evacuation. The charges 

were heated slowly to 300oC and then taken up to 500 and 800oC, soaking for 12 hours at 
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each stage. These soaking steps minimized tube failures caused by high S vapour 

pressure above 450oC (Etschmann et al., 2004).  

 
 
Figure 3.1. The muffle furnaces used in this work, BC9090 (Kiln, Co. Ltd.). The safe operating 
temperature range is below 1200oC. The heating schedule is programmable.  
 

The tubes were then quenched in cold water. Charges were removed from their tubes and 

ground with acetone. Figure 3.3 illustrates the sealed tubes used for quenching tubes and 

a tube containing a powder charge following grinding under acetone (unsealed). Next, the 

silica tubes were sealed under vacuum to ensure homogeneity of the charges. The charges 

were then heated. In this stage, the heating sequence varied depending on the 

composition of the charges. For example, (Fe,Ni)1-xS (mss) may be heated up to 1100oC 

to form a homogeneous melt, whereas NiS can only be heated to 700oC, as above this 
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temperature the NiS will unmix, forming Ni1-xS + Ni3S2. Different annealing/heating 

schemes were adopted depending on the reaction studied (details are available in 

Chapters 4-7). 

 

Figure 3.2. The vacuum system used in the preparation of synthetic samples. The inlet is the 
welding torch that used to melt and seal glass tubes under vacuum. 

 

3.3 X-ray diffraction and Rietveld refinement 

Phase analysis (phase fraction and cell parameters) of the anneal-quench samples was 

undertaken using X-ray diffraction and Rietveld refinement. For three sets of experiments 

the XRD patterns were collected using a 100 mm diameter Guinier Hägg camera with Cr 

Ka1 radiation (λ = 2.2897Å), while for another set, room temperature XRD patterns were 

determined using a Huber HTC 9634 X-ray diffractometer with Co Kα1 radiation (λ = 
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1.78897 Å) (see Figure 3.4). Weight fractions of various phases were calculated by the 

Rietveld refinement (Rietveld, 1967, 1969; Kisi, 1994; Hunter, 1997).  

Rietveld refinement can be used to refine both neutron diffraction and X-ray diffraction 

profiles. The refinement produces 1) the structures of single or mixed phases, 2) the 

phase transformations and cation disorder, 3) the refined incommensurate and magnetic 

structure, and 4) the site occupancy, especially in minerals and inorganic materials 

(Wallwork, 2002). The Rietveld refinement uses least-square minimizations to 

simultaneously refine structure, atomic coordinates, lattice parameters, peak-shapes, 

thermal displacement parameters, etc. Quantitative phase analysis was performed on each 

sample using the formalism described by Hill and Howard (1994). The weight fraction of 

a phase can be described as: 

wp ∑
=

i

p

SZMV
SZMV

)(
)(

                                                                   (3.1) 

where wp is the weight fraction of phase P, S is the scale factor, Z is the number of 

formula units per unit cell, M is the molecular weight of the formula unit, and V is the 

volume of unit cell. i represents each phase. 

A Pseudo-Voigt function was adopted to model the peak shapes and Shifted Cheby I 

function to model the background.  The scale factor (S), cell parameters (a, b, c, α, β, γ), 

and an overall thermal displacement parameter (B) were fitted during the Rietveld 

refinement. The refinement of these parameters integrates each intensity into a properly 

shaped reflection that contributes to the overall diffraction pattern. The result is a 

calculated X-ray diffraction profile, which best-fits the experimental intensities of the X-

ray diffraction peaks. GOF (goodness of fit) was used to assess the success or otherwise 

of the refinement procedure. 
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GOF = Rwp/Rexp                                                                                    (3.2a) 
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where N is the number of observations, P is the number of parameters, )(obsyi and 

)(calcyi are observed and calculated diffraction intensities respectively. wi is the 

weighted phase fraction. 

A commercial software package, RIETICA, was used to perform all Rietveld refinement. 

An example of refinement parameter settings is presented in Figure 3.5. The calculated 

pattern (red curves) best-fits the observed pattern (marked with black ‘+’). The green cure 

down the bottom is the deviation between observed and calculated diffraction intensities 

(see equation 3.2). 

3.4 Composition Analyses and Surface Morphology 

Scanning electron microscope (SEM) was used for surface structure studies. Energy 

dispersive X-ray analysis (EDX) and electron microprobe analysis were used for 

composition analyses. Polished samples were examined using a PHILIPS XL20 scanning 

electron microscope to reveal surface feature evolution during reactions. Chemical 

analysis was carried out using a Cameca CAMEBAX SX51 electron microprobe at 

Adelaide Microscopy, University of Adelaide.  The electron microprobe was operated 

under an accelerating potential of 20 kV and a specimen current of ~20 nA. The spot size 
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was set at 1 µm but the effective resolution of the beam, due to beam spread in the 

sample, was of the order of 3 µm. A natural pentlandite was used as a standard for 

wavelength dispersive analysis. 

 
Figure 3.3. Sealed glass tubes (bottom two) filled in with charges and covered with silica wool at 
both ends. Open tube filled in with finely ground powder charge (top). 
 

 
Figure 3.4. Huber HTC 9634 X-ray diffractometer used in this work, with Co Kα1 radiation (λ = 
1.78897 Å). 
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Figure 3.5. An example of Rietveld refinement using RIETICA. Three phases are observed in the 
XRD pattern, α-NiS, NiO, and Ni3S2 (short blue vertical lines above the green deviation curve 
(below) show the positions of diffraction peaks for each phase). The red curve is the calculated 
pattern, and the black dots (‘+’) are the observed diffraction intensities. 
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Abstract—A refined Avrami method, that assumes that the activation energy is a function of reaction extent
y, was used to analyze the kinetics of the exsolution of pentlandite from mss/pyrrhotite (bulk composition,
(Fe0.77Ni0.19)S) over the temperature range 473 to 573 K. The experimental results show the reaction rates
vary from 1.6 � 10�5 to 5.0 � 10�7 s�1 at 473 K and from 9.4 � 10�5 to 4.1 � 10�7 s�1 at 573 K.
Examination of exsolution textures indicated that the mechanism of exsolution did not change significantly
over the temperature range investigated. The activation energy (Ea) decreases from 49.6 to 20.7 kJ mol�1 over
the course of the reaction. The decrease in Ea with y is related to the change in the dominant factor of
pentlandite exsolution, from nucleation dominant at the beginning to metal ion diffusion dominant at the end.
The classic Avrami method provides average values of kinetic parameters for the overall solid-state reaction
while the refined Avrami method provides more a detailed indication of the variation of kinetic parameters
over the course of the reaction. Previously published kinetic data for the exsolution of pentlandite from

0016-7037/05 $30.00 � .00
mss/pyrrhotite are reevaluated using the refined Avrami method. Copyright © 2005 Elsevier Ltd

l

1. INTRODUCTION

The kinetic behavior of many mineral reactions has been
successfully modelled using the Avrami /Arrhenius model,
where the activation energy, Ea, is assumed constant during the
course of reaction (Wiersma and Rimstidt, 1984; Putnis, 1992).
Preliminary analysis of data for the exsolution of pentlandite
and pyrrhotite from the monosulfide solid solution (mss) indi-
cated that some modification to this classical treatment was
necessary for the reactions in the Fe-Ni-S system (Wang et al.,
2003; Etschmann et al., 2004). In this system, activation ener-
gies are comparatively small and changes in local crystal chem-
istry are significant. Vyazovkin (2001) noted that the notion
that Ea varies with reaction extent, y, can be widely applied and
the assumption of a constant Ea is only valid for a small
segment of reaction extent (�y). The Advanced Isoconversional
Method (Vyazovkin, 1997; Vyazovkin, 2001) can be used to
evaluate the dependence of Ea on reaction extent, y, using
integration techniques.

Empirically it is found that the isothermal kinetics of a wide
range of mineral reactions can be described by an equation of
the general form

y � 1 � exp [�(kt)n] (1)

where k is a rate constant, t is the reaction time, y is the reaction
extent and n is a time exponent that depends on the reaction
mechanism (Burke, 1965; Christian, 1965; Putnis, 1992).

Solid-state reaction kinetics is based on the activated state
theory, where the reaction rate can be written as

* Author to whom correspondence should be addressed, at South

Australian Museum, Department of Mineralogy, North Terrace, SA
5001, Australia. (Pring.Allan@saugov.sa.gov.au).
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dy

dt
� k · f(y) (2)

As k, the rate constant in Eqn. 1 is defined in terms of both y
and t, it is not a true rate constant in the same sense as it is in
Eqn. 2, where k has the unit of s�1.

It is well known that rate constants are exponentially dependent
on the inverse of absolute temperature. The dependence of k on
temperature has the general form of the Arrhenius equation:

k � A exp ��
Ea

RT� (3)

where A is the preexponential constant. The disadvantage of
this method is that the value of k depends on the empiric
selection of the function f(y) in Eqn. 2 and therefore Ea depends
on the choice of rate equation. A number of different forms of
rate equation may fit the data equally well, but result in differ-
ent values of Ea (Vyazovkin and Wright, 1997). A second
disadvantage is that it assumes Ea does not change over the
course of an isothermal transformation. However, the activa-
tion energy needed to stimulate a reactant to an activated state
is dependent on local structural features. The local structural
environment of reactant atoms usually changes over the course
of a reaction. Thus, it is reasonable to believe Ea is a function
of y.

An alternative approach is to use the isoconversional meth-
ods of Friedman (1964), Ozawa (1965) and Vyazovkin and
Lesnikovich (1990) where Ea is evaluated universally. Ozawa
(1965) employed the integral approximation of Doyle (1961) to
derive the equation:

og � � constant � 0.4567 Ea ⁄ RTY (when Ea ⁄ RTY � 20) (4)
where � is the heating rate; TY, the temperature reached when
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reaction extent is y � Y. Given the constancy of Ea, the plot of
log � vs. the reciprocal absolute temperature at a given reaction
extent, y � Y, must give a straight line. This is known as the
Ozawa isoconversional method and the slope determines the
activation energy. The dependence of activation energy on
reaction extent, which is caused by the changing physical and
mechanical properties of the reaction medium, was further
developed by Vyazovkin (2000a).

In the current study on the exsolution of pentlandite from
mss/pyrrhotite, the mss/pyrrhotite is the reaction media and it
becomes progressively metal deficient with increasing reaction
extent. Most solid-state reactions are multiple-step reactions.
The activation energy dependence on reaction extent reflects
the variation in relative contributions of each step to the overall
reaction rate (Vyazovkin, 2000b). The main purpose of this
study is to find a more appropriate formalization to describe the
kinetic behavior of pentlandite exsolution from mss/pyrrhotite.
This method incorporates the notion of Ea dependence on y
(Vyazovkin and Dollimore, 1996; Vyazovkin and Wright,
1997; Vyazovkin, 2003). In this paper a refined Avrami model
is derived and fitted to the isothermal data.

Pyrrhotite (Fe,Ni)1-xS and pentlandite (Fe, Ni)9S8 are impor-
tant constituents of primary nickel sulfide ore deposits. Pent-
landite is invariably associated with pyrrhotite. At high tem-
peratures (above 883 K) (Fe,Ni)1-xS has the NiAs structure and
is known as the monosulfide solid solution (mss). Above 883 K
there is complete solid solution between Fe and Ni end mem-
bers, but below this temperature mss breaks down via exsolu-
tion of pentlandite with the residual mss undergoing metal-
vacancy ordering to form pyrrhotite (Naldrett et al., 1967;
Misra and Fleet, 1973a; Francis et al., 1976; Vaughan and
Craig, 1978; Durazzo and Taylor, 1982). During exsolution the
Ni is concentrated into pentlandite, and in nature the host
mss/pyrrhotite usually contains less than 1 atomic % Ni. In
experimental studies, coexisting pyrrhotites can contain up to
25 atomic % Ni replacing Fe, the extent of this substitution
depends both on the bulk composition and temperature (Craig,
1973; Misra and Fleet, 1973a,b; Vaughan and Craig, 1978;
Etschmann et al., 2004). Experiments have shown that at 503 K
the maximum Ni content of mss diminishes to 17 atomic % Ni.
This value is still much greater than the range of Ni contents for
pyrrhotites that coexist with pentlandite in magmatic sulfide
deposits, and indicates that chemical readjustments in these
sulfides occur at very low temperatures (Naldrett et al., 1967;
Craig, 1973; Misra and Fleet, 1973a; Farrell and Fleet, 2002;
Etschmann et al., 2004).

The composition and stoichiometry of the exsolved pent-
landite is variable, and in nature, atomic Fe: Ni ratios vary from
1:3 to 3:1 but most natural compositions are close to 1:1 (Riley,
1977). The pure Ni and Fe pentlandite end members are not
stable and Ni-rich pentlandites have been reported to show
some cation deficiency (Ni,Fe)9-xS8 while Fe-rich pentlandites
are said to be cation excess (Fe,Ni)9�xS8 (Rajamani and Pre-
witt, 1973; Vaughan and Craig, 1974, 1978). The nature of this
exsolution process has been studied by a number of workers
(Francis et al., 1976; Durazzo and Taylor, 1982; Kelly and
Vaughan, 1983; Wang et al., 2003; Etschmann et al., 2004).
Durazzo and Taylor (1982) and Kelly and Vaughan (1983)
performed systematic studies investigating the exsolution tex-

tures produced in synthetic materials. They found that the
texture was dependent on the annealing time, the temperature,
and S fugacity. Early-formed textures depend on the initial
degree of supersaturation and solid-state diffusion; the final
textures result from further growth and coarsening of early
forms and are particularly sensitive to metal diffusion, which is
a function of temperature. Kelly and Vaughan (1983) also
reported some preliminary kinetic studies on the pentlandite-
pyrrhotite system.

Yund and Hall (1970) studied the kinetics of exsolution of
pyrite from pyrrhotite. They measured changes in mss/pyrrho-
tite composition by X-ray diffraction and thus were able to
estimate extent of pyrite exsolution. The stoichiometry of pure
Fe mss/pyrrhotite can readily be determined from the cell
parameters and the value of the d102 spacing of the NiAs
subcell (Arnold, 1962; Toulmin and Barton, 1964; Fleet, 1968;
Yund and Hall, 1970). Misra and Fleet (1973b) reported similar
results for the effects of Ni/Fe substitution on the d102 spacing
in mss/pyrrhotite, but the changes are an order of magnitude
greater than those of the M: S (metal to sulfur) ratio. During the
exsolution of pentlandite from mss/pyrrhotite, not only does the
stoichiometry of mss/pyrrhotite change but also the Ni/Fe ratio,
so Yund and Hall’s (1970) method of measuring the extent of
reaction from changes in the mss/pyrrhotite cannot be readily
used in this case.

Etschmann et al. (2004) undertook detailed studies on the
kinetics of exsolution using powder neutron diffraction phase
analysis on anneal/quench samples and in situ cooling experi-
ments. The compositions they investigated were restricted to
M: S ratio of 1:1 and the kinetics was found to be very rapid.
They concluded that these rapid reactions were driven by very
rapid nucleation triggered by formation of S vacancies in the
mss lattice. Heating mss with M: S ratio of 1:1 to 573 K
produces S vacancies, which provide metal-enriched sites for
the nucleation of pentlandite (Etschmann et al., 2004). Only in
anneal/quench experiments at low temperatures, � 473 K, was
the exsolution process slow enough to allow the data to be fitted
to a kinetic model and they used the classic Avrami model
(Avrami, 1939; Avrami, 1940, 1941; Christian, 1965; Putnis,
1992). Unfortunately, the low temperature data of Estchmann
(2004) were very limited and the uncertainties in the phase
portions were relatively large. These errors were amplified
during model fitting and resulted in large uncertainties in the
calculated activation energy.

In this study, we have used similar methods of powder
diffraction phase analysis to investigate a more S-rich compo-
sition (Fe0.77Ni0.19)S, where metal to sulfur ratio is 49:51. In
these experiments, exsolution is somewhat less rapid.

2. EXPERIMENTAL

2.1. Synthesis

The standard silica-tube techniques (Kullerud, 1971; Vaughan and
Craig, 1978) were adopted to synthesize the monosulfide solid solution
(mss). Accurately weighed stoichiometric amounts of Fe (1 mm diam-
eter wire, 99.9�%, Aldrich), Ni (1 mm diameter wire 99.9�%, Al-
drich) and S (granules 99.99�%, Aldrich) were sealed under vacuum
in 10 mm diameter silica tubes. Bulk compositions of mss were selected
to give a Ni: Fe of 20:80 and a metal to sulfur ratio M: S � 49:51. The
charges were heated slowly to 573 K, then up to 773 and 1073 K,
soaking for 12 h at each stage (Etschmann et al., 2004). The slow

heating schedule and soaking process were employed to minimize tube
failure due to high sulfur vapour pressure above 723 K. The tubes were
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quenched to room temperature in cold water. The charges were re-
moved from the tubes and ground to fine powder under acetone
ensuring the homogeneity of the mss. The samples were then resealed
in new silica tubes and heated at 1373 K for 2 h, cooled to 1173 K,
annealed for 7 d and then quenched in a large volume of cold water.
This resulted in homogenous samples with a relatively uniform grain
size of �0.5 mm. A series of anneal/quench experiments were per-
formed on the mss at temperature range from 473 to 573 K with
annealing periods up to 500 h. Temperature in the muffle furnaces was
controlled within error range �5 K.

2.2. X-ray Diffraction

Room temperature X-ray powder diffraction patterns of the
quenched products were obtained using a 100 mm diameter Guinier
Hägg camera with Cr Ka1 radiation (� � 2.2897Å). The finely pow-
dered sample was mixed with a small amount pure Si which was used
as an internal standard. The Guinier Hägg films were scanned in
TPU/Pos mode using an Epson film scanner and the powder diffraction
profiles over 2� range 10 to 90° were extracted using the programs
Scion Image and Universal-Si-Calibration, a macro function based on

Fig. 1. X-ray diffraction profiles for (Fe0.77Ni0.19)S an
refinement of the phase portions gave pentlandite fraction
curves are the calculated pattern; the experimental data
calculated profiles is shown below. The goodness of fit (G
Igor Pro 4.0 (WaveMetrics Inc.). Weight fraction of exsolved pentland-
ite was determined by Rietveld refinement (Hunter, 1997). Since all the
atoms in the pentlandite structure and mss/pyrrhotite subcell occupy
special position and Fe and Ni are not readily distinguishable by X-ray
diffraction, only profile parameters, cell parameters, overall tempera-
ture factor and phase scale factors were refined. The proportions of
pentlandite and mss/pyrrhotite determined by Rietveld analyses of the
X-ray powder diffraction data were compared with the phase analyses
obtained on some of the same samples by powder neutron diffraction
(Wang et al., 2003) and found to be within one standard deviation.
Figure 1 shows the X-ray diffraction patterns for the samples annealed
for 500 h at 473 K and 573 K. Note that the pentlandite reflections are
more prominent at 473 K than at 573 K.

2.3. Chemical Analyses

Chemical analysis was carried out using a Cameca CAMEBAX
SX51 electron microprobe at Adelaide Microscopy, University of Ad-
elaide. The analyses were undertaken using an accelerating potential of
20 kV and a specimen current of �20 nA. The spot size was set at 1
�m but the effective resolution of the beam, due to beam spread in the

at 473 K (top) and 573 K (bottom) for 500 h. Rietveld
wt% and 27wt% for 473 and 573 K respectively. Solid
are �. The difference between the experimental and

r the two profiles are 0.305 (473 K) and 0.147 (573 K).
nealed
s of 33
sample, was of the order of 3 �m. A natural pentlandite was used as a
standard for wavelength dispersive analysis.
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3. RESULTS AND DISCUSSION

3.1. The Kinetic Model

The cell and phase data for the 5 sets of isothermal annealing
experiments are summarized in Table 1. Note that the cell
parameters for pentlandite did not change significantly over the

Table 1. Exsolution of pentlandite from mss (
specimens. Pentlandite in weight percentage; apen

pyrrhotite. Estimated standard deviations are given

Temp (K) Time (hr) wt% pent.

473 0.5 0(1)
0.75 0(1)
1 2(2)
2 4(1)
5 10(2)

26 27(2)
46 32(1)
64 33(1)

100 33(1)
500 33(1)

498 0.5 5(2)
1 10(2)
8.5 14(3)

12 18(2)
17 21(2)
22.5 25(2)
26 25(2)
30 27(2)
46 30(2)
64 29(1)
84 31(1)

100 31(1)
523 0.5 6(2)

1 17(2)
5 21(2)
8.5 20(2)

12 20(2)
17 22(2)
22.5 26(2)
26 26(2)
30 27(2)
46 29(1)
64 31(2)
84 30(1)

100 29(1)
548 0.5 5(2)

1 20(2)
8.5 22(2)

12 24(2)
17 26(1)
22.5 27(1)
26 28(1)
30 26(2)
46 27(2)
64 28(1)

100 28(1)
573 0.5 6(2)

1 20(2)
2 25(2)
5 26(2)

26 27(2)
46 27(1)
64 26(1)

100 27(1)
500 27(2)
course of the reaction indicating that its composition remains
more or less constant on the time scale of these experiments.
The c parameter of pyrrhotite, cpyrr, decreases over the exso-
lution, as mss/pyrrhotite becomes more Fe and vacancy rich.
Electron microprobe analysis for the sample annealed at 573 K
for 100 h gave the compositions (Fe4.53Ni4.45)S8 (S 32.67, Fe
32.30, Ni 33.31 wt%) and Fe0.84Ni0.11S (S 36.84, Fe 53.75, Ni

i0.19)S. Summary of results from anneal quench
and cpyrr are cell parameters of pentlandite and
ets.

apent/Å apyrr/Å cpyrr/Å

10.057(3) 3.4461(8) 5.737(3)
10.059(3) 3.4476(8) 5.736(3)
10.060(3) 3.4480(8) 5.733(3)
10.064(3) 3.4520(8) 5.730(3)
10.058(4) 3.4511(8) 5.722(2)
10.063(2) 3.4522(4) 5.725(4)
10.070(2) 3.4523(4) 5.720(3)
10.067(2) 3.4525(6) 5.719(2)
10.070(2) 3.4518(6) 5.721(2)
10.068(3) 3.4522(8) 5.720(4)
10.062(3) 3.4466(8) 5.725(2)
10.060(2) 3.4452(8) 5.726(1)
10.061(2) 3.4565(8) 5.722(2)
10.058(4) 3.4451(8) 5.722(2)
10.065(3) 3.5012(8) 5.721(2)
10.063(2) 3.5112(8) 5.719(2)
10.072(1) 3.4449(8) 5.718(2)
10.060(3) 3.4450(8) 5.717(3)
10.068(4) 3.4453(6) 5.716(2)
10.077(2) 3.4455(6) 5.715(2)
10.059(2) 3.4457(6) 5.713(1)
10.069(2) 3.4448(6) 5.713(1)
10.077(1) 3.4464(4) 5.725(3)
10.072(4) 3.4501(4) 5.723(1)
10.065(2) 3.4502(7) 5.722(2)
10.072(3) 3.4504(6) 5.722(2)
10.069(1) 3.4510(5) 5.721(2)
10.067(3) 3.4521(4) 5.719(3)
10.070(2) 3.4531(5) 5.718(2)
10.055(2) 3.4509(7) 5.717(4)
10.067(2) 3.4509(6) 5.715(2)
10.064(2) 3.4488(6) 5.713(2)
10.068(2) 3.4547(8) 5.711(2)
10.071(2) 3.4498(3) 5.707(2)
10.073(2) 3.4765(6) 5.710(2)
10.058(2) 3.4465(4) 5.718(4)
10.065(2) 3.4532(2) 5.714(2)
10.074(4) 3.4501(2) 5.713(2)
10.072(3) 3.4520(4) 5.713(2)
10.075(2) 3.4502(2) 5.711(2)
10.073(2) 3.4505(2) 5.711(2)
10.074(2) 3.4499(2) 5.710(2)
10.077(3) 3.4497(3) 5.708(2)
10.068(1) 3.4469(2) 5.707(2)
10.071(1) 3.4465(2) 5.708(1)
10.071(1) 3.4471(2) 5.708(2)
10.061(2) 3.4496(4) 5.719(4)
10.063(2) 3.4488(2) 5.717(2)
10.068(3) 3.4493(3) 5.717(2)
10.071(1) 3.4502(2) 5.716(2)
10.073(2) 3.4495(2) 5.712(3)
10.074(2) 3.4477(2) 5.708(2)
10.073(2) 3.4502(4) 5.708(2)
10.065(2) 3.4501(2) 5.707(1)
10.070(2) 3.4501(4) 5.707(3)
Fe0.77N
t, apyrr

in brack
7.65 wt%) for pentlandite and mss/pyrrhotite respectively. This
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sample had relatively coarse pentlandite lamella and this en-
abled accurate pentlandite analysis. The electron microprobe
analyses also showed that the mss/pyrrhotite in this sample was
homogeneous; there was no evidence of Fe-Ni compositional
gradients between pentlandite lamella. Since the cell parame-
ters of pentlandite do not vary significantly between the five
data sets, it can be taken that the pentlandite compositions are
the same for all 5 annealing temperatures. The mss/pyrrhotite
compositions will vary as the final amount of exsolved pent-
landite changes with annealing temperature.

Figure 2 shows the amount of pentlandite exsolution plotted
against time for 5 temperatures between 473 and 573 K. The
exsolution rate in this system is relatively rapid. At the highest
temperature, (573 K) the exsolution reaction reaches equilib-
rium within 5 h (18,000 s), after that period the pentlandite
weight fraction remained at around 27%, with little increase
even after prolonged annealing. At 473 K the reaction is less
rapid and the pentlandite fraction increases continuously to 33
wt% over 24 h.

It is reasonable to believe the same mechanism for exsolu-
tion applies over the temperature range, 473 to 573 K, as the
samples show very similar textures (Fig. 3).

The weight fraction of pentlandite in Table 1 is converted to
reaction extent, y, using the equation

y �
wt � w0

we � w0

	 100% �
wt

we

	 100%(w0 � 0) (5)

where w0, we, wt are the weight fractions of pentlandite ex-
solved at: the beginning of reaction (t � 0), at the end of
reaction (t � �) and at an arbitrary time, t, respectively (Yund
and Hall, 1970).

A crucial point in kinetic analysis of the data are the defini-
tion of w . In isothermal exsolutions, the compositions of the

Fig. 2. Graph showing the extent of pentlandite exsolution from mss/
pyrrhotite (in weight percent) for the five annealing temperatures used: 473
K (●), 498 K (Œ) 523 K (�), 548 K (�), 573 K (�). The data were
derived by Rietveld refinement of the powder X-ray diffraction profiles.
The lines of best fit were calculated by least-square refinement (exponen-
tial function in divided sections) using Igor Pro 4.0.
e

host phase mss/pyrrhotite will vary with temperature, compo-
sitional fields being more extensive with higher temperatures
and thus less exsolution will occur. Due to the lack of thermo-
dynamic data for pentlandite-pyrrhotite reactions across the
mss compositional field, the end of reaction we, cannot be
determined by Gibbs free energy calculations. It is possible to
determine we by assuming a constant composition of pentland-
ite and a fixed final composition for mss/pyrrhotite, which are
independent of temperature and then calculate the mole frac-
tions by mass balance. This approach was employed by
Etschmann et al. (2004), who calculated we to be 38.78 wt%
pentlandite for a pentlandite composition of (Fe4.5,Ni4.5)S8 and
a Ni-free mss/pyrrhotite. This mode of a fixed extent of reaction
independent of temperature is unrealistic, as at higher temper-
atures the reactions will never reach completion and this can
result in apparently negative activation energies.

The alternative is to define equilibrium for the process em-
pirically from the experiments and make no assumptions about
the compositions of the pentlandite and mss/pyrrhotite.

Fig. 3. Back Scattered Electron (BSE) images showing the pentlandite/
pyrrhotite exsolution textures for (Fe0.77Ni0.19)S annealed at (a) 573 K and
(b) 473 K for 100 h. Pentlandite lamella (light) in mss/pyrrhotite host
(dark). The similarity of the textures at both temperatures indicates that

similar exsolution mechanism applies over the temperature range 473 to
573 K.
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The classic Avrami model describes the exponential relation-
ship between y (reaction extent) and t (time), but this relation is,
theoretically, not valid for infinitively long reaction times
(Yund and Hall, 1970). For heterogeneous solid reactions, we

should be selected at the phase fractions when the portion of
pentlandite exsolution has leveled out. The phase fractions
from the annealing experiments at 473 and 573 K change very
little after 24 h. In these experiments we was defined as the
average amount of pentlandite exsolved during the three long-
est annealing periods at each temperature (Table 1). Converting
pentlandite weight fraction to reaction extent, y, vs. time, using
the above method gives the plots in Figure 4.

3.2. Kinetic Analysis Using the Refined Avrami Method

Many traditional kinetic models assume the overall activa-
tion energy of solid-state reaction does not vary during the
course of reaction. This assumption ignores the fact that acti-
vation energy depends on the structural environment around the
atoms, and that this may change significantly during the reac-
tion. Vyazovkin and Lesnikovich (1990) showed that revealing
the dependence of the activation energy (Ea) on reaction extent
(y), helps not only to understand the complexity of a reaction
process, but also identify its kinetics scheme. During the course
of exsolution, Ni and Fe atoms diffuse out of the mss/pyrrhotite
into pentlandite and the mss/pyrrhotite becomes progressively
more metal deficient and richer in Fe as the reaction proceeds.
The local chemical environment of Ni and Fe atoms in mss/
pyrrhotite changes in the second coordination sphere as the Ni
fraction falls from 0.20 to 0.11 during exsolution. More impor-
tantly, the concentration of metal vacancies in mss/pyrrhotite
increases from 3 to 5% of cation sites and thus, Ea for metal
diffusion would be expected to decrease. This should lead to a

Fig. 4. Plot of reaction extent of pentlandite exsolution (y) against
time (t) for annealing experiments at 473 and 573 K. The curves are
derived from the data in Table 1 and Figure 2. The pentlandite weight
fractions are converted to reaction extent using Eqn. 5. Data measured
at 473 and 573 K are represented by symbols � and � with error bar.
decrease in the overall activation energy as y increases.
On the premise that Ea is a function of reaction extent, y, we
can adjust the Arrhenius equation as follows:

k(T, y) � Aexp ��
Ea(y)

RT � (6)

Assuming the plot against t in Figure 5 conforms to the classic
Avrami equation, we can rewrite the Avrami Eqn. 1 as

ln ln (1 ⁄ (1 � y)) � nln k 
 nln t (7)

If Eqn. 7 applies, then a plot of lnln[1/(1 � yr)] vs. lnt should
be linear. Clearly, from the plot in Figure 5, it is not, even when
experimental uncertainties are considered. Also, the reaction
curves in Figure 2 do not comply with the classic Avrami
model. The experimental curves show simply decelerating re-
action rates during the reactions while the classic Avrami
model (Eqn. 1) has a sigmoidal form (n 	 1). Reaction curves
described by the classic Avrami Eqn. 1 undergo a distinct
induction period with a low reaction rate at the beginning, then
accelerate to a maximum, and finally approach zero as the
reaction reaches completion.

Therefore, we need to consider a modification of the classic
Avrami method.

The basic kinetic equation is

dy

dt
� k(T, y) · f(y) (8)

T is temperature; k(T,y), rate constant; f(y), a kinetic model.
Rewriting Eqn. 8 and substituting Eqn. 6 for k(T,y) gives,

ln
dy

dt
� ln A 
 ln f(y) �

Ea(y)

RT
(9)

For a given reaction extent y � y0, ln f(y) and Ea(y0) are
constant. Therefore,

Fig. 5. The plot of lnln[1/(1 � y)] against lnt for the pentlandite
exsolution at 473 and 573 K. Reaction extent (y), time (t). It appears

that the variation of lnln[1/(1 � y)] with lnt does not follow a linear
relation as the classic Avrami method requires.
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Ea(y0) � �R

ln
dy

dt
(y0, T1) � ln

dy

dt
(y0, T2)

� 1

T1

�
1

T2
� (10)

where dy/dt(y0, T1) and dy/dt(yo, T2) are reaction rates to a
given value of y0 at two different temperatures (473 and 573 K
respectively). Assuming that the reaction mechanism does not
change significantly over the temperature range, the plots in
Figure 4 functionally relate the reaction extent y and the an-
nealing time, t, at 473 K and 573 K. The time to a given
reaction extent y0 can therefore be extrapolated from these
plots.

Applying Eqn. 10 to calculate activation energy relies on the
determination of dy/dt. With careful inspection of the exsolu-
tion graph in Figure 4 we find that ỹy(t) can be divided into a
series of regions. This is achieved by dividing the raw data into
small time segments, such that the y � y(t) curve can be
approximated as a straight line and the slope of each segment

Fig. 6. The curves describing the exsolution of pentlan
where the slope is approximately constant. Regions A4�A
relative sharpness of these parts of the curves. (a) exsolu
exsolution lines at 573 K. (d) Enlargement of region
(exponential function in divided sections) using Igor Pro
is the reaction rate dy/dt. Each region has a nearly constant
slope (dy/dt) and this is shown in Figure 6. The calculated
reaction rates are plotted against y for the reactions at 473 K
and 573 K and are shown in Figure 7. The reaction rates vary
from 1.6 � 10�5 to 5.0 � 10�7 s�1 at 473 K and 9.4 � 10�5

to 4.1 � 10�7 s�1 at 573 K. These reaction rates are slower
than those reported by Etschmann et at. (2004) for pentlandite
exsolution with M:S of 1:1. The activation energies, deter-
mined using Eqn. 10 are summarized in Table 2 and the
dependence on y are plotted in Figure 8.

At the beginning of reaction, Ea is around 49.4 kJ.mol�1, but
decreases gradually to around 20.7 kJ.mol�1 as y approaches 1.

This situation is different from that found by Etschmann et
al. (2004) where the bulk composition of their mss/pyrrhotite
was (Fe0.8Ni0.2)S, equal amounts of metal and sulfur and thus
very few metal vacancies. Heating this material creates S
vacancies, and thus local sites of metal enrichment for nucle-
ation of pentlandite, a metal rich mineral. This more metal rich
system, Fe0.8Ni0.2S shows a variation of Ea from 2.0 to
21.0 kJ.mol�1 (Fig. 9). The low value of Ea (2.0 kJ.mol�1) at

73 and 573 K (Fig. 4) are subdivided into small regions
3 K and A1-A8 at 573 K are finely subdivided due to the

es at 473 K. (b) enlargement of region A4-A11 in (a). (c)
in (c). The curves are derived by least-square method
fit exsolution data at 473 and 573 K in Table 1.
dite at 4
11 at 47

tion lin
the beginning of reaction is consistent with a much lower
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nucleation energy barrier and consistent with a nucleation
model based on S vacancies forming local sites of metal en-
richment. The activation energy gradually approaches to an
asymptotic value 21.0 kJ.mol�1 at the end of reaction. This
value is comparable with the value of Ea (20.7 kJ.mol�1) in our
current study as the reaction approaches completion. In the
metal poor composition investigated here, heating of the sam-
ple also will create S vacancies, but these are compensated by
the existing metal vacancies and the local areas of metal en-
richment that trigger pentlandite nucleation are much more
difficult to form.

For (Fe0.77Ni0.19)S, it appears that Ea is relatively constant at
the beginning of exsolution as nucleation of pentlandite is the

Fig. 7. Plot of reaction rate against reaction extent (y) at 473 and 573
K. Reaction rate (dy/dt) is calculated from the slope of ỹt at each time
region A1�A14 in Figure 6. The solid curves are produced by least-
square method (Hill function) using Igor Pro 4.0 to fit the calculated
dy/dt values in time segments A1�A14.
decisive step. Once y 
 0.5 it is reasonable to assume that
lamellae coarsening is dominant. As the reaction proceeds, the
concentration of metal vacancies in mss/pyrrhotite increases
and the diffusion path for the metal ions becomes easier. The
observation that the reaction rate (dy/dt) slows towards the end
of reaction does not conflict with the conclusion of decreasing
Ea. The decreasing reaction rate as the reaction approaches
equilibrium or at metastable equilibrium is linked to the ex-
tended compositional field of mss at these annealing tempera-
tures. Both our experiments and those of Etschmann et al.
(2004) converge to common residual mss compositions and a
common value of Ea. The decreasing reaction rate does not
appear to be due to increasing path length for Ni and Fe
diffusion in mss/pyrrhotite. Under such circumstances, it would
be reasonable to expect Ni or Fe composition gradients in

Table 2. Annealing time and overall activation energy at various
fractions of the reaction at T1 � 473 and T2, 573 K.

y0/% t(y0, T1)/s t(y0, T2)/s Ea (y0)/kJ · mol�1

0 0 0 —
0.10 6588 980 48.86
0.15 13482 1471 49.12
0.20 15333 1960 49.32
0.25 19321 2451 49.47
0.30 23130 2941 49.61
0.35 30120 3436 49.35
0.40 35010 3827 48.34
0.45 43221 4101 48.44
0.50 48569 4832 46.48
0.55 56370 5392 44.33
0.60 63124 5882 41.95
0.65 69547 6842 37.74
0.70 78828 8102 32.81
0.75 84466 9580 28.43
0.80 90123 12890 23.67
0.85 100123 19522 21.54
0.90 119985 31000 21.03
0.95 146912 69124 20.66

Fig. 8. Graph showing the dependence of Ea (activation energy) on
y for the pentlandite exsolution from mss/pyrrhotite (initial bulk com-
position (Fe0.77Ni0.19)S). The calculated values of activation energy
using the refined Avrami method are represented by symbol Œ. The

solid curves are produced by least-square method (sigmoid function)
using Igor Pro 4.0 to fit the calculated value of Ea.



423Exsolution kinetics of pentlandite
mss/pyrrhotite samples annealed for long periods. A series of
line scans during electron microprobe analyses failed to find
any evidence of such gradients, the composition of mss/pyr-
rhotite was homogenous.

The dependence of Ea on y can be used to predict kinetic
behavior at any arbitrary intermediate temperature assuming
the reaction mechanism has not changed.

We denote this method, the refined Avrami method, and it
employs the concept that Ea changes with reaction extent y. The
original Avrami Eqn. 1 can be rewritten as,

t(y0, T) � exp �Ea(y0)

R �1

T
�

1

T1
�
 ln t(y0, T1)� (11)

Fig. 9. Graph showing dependence of Ea (activation energy) on y for
the pentlandite exsolution from mss/pyrrhotite (initial bulk composition
(Fe0.8Ni0.2)S). Raw data are from Etschmann et al. (2004). The calcu-
lated values of activation energy using the refined Avrami method are
represented by symbol Œ. The solid curves are produced by least-
square method (sigmoid function) using Igor Pro 4.0 to fit the calcu-
lated value of Ea.

Table 3. Predicted kinetic data for the exsolution o
523, and 548 K.

y0/% Ea(y0)/kJ · mol�1 t(y0, 4

0 —
0.10 48.86 35
0.15 49.12 72
0.20 49.32 81
0.25 49.47 10
0.30 49.61 12
0.35 49.35 16
0.40 48.34 18
0.45 48.44 23
0.50 46.48 26
0.55 44.33 32
0.60 41.95 36
0.65 37.74 42
0.70 32.81 51
0.75 28.43 58
0.80 23.67 66
0.85 21.54 76
0.90 21.03 91

0.95 20.66 112873
If, T1 � 473 K then

t(y0, T) � exp �Ea(y0)

R �1

T
� 0.002113�
 ln t(y0, 473 K)�

(12)

Calculated from Eqn. 12 with data Ea � Ea(y) in Table 2, the
predicted variation of y with t at T � 498, 523 and 548 K are
given in Table 3.

The difference between the kinetic behavior predicted using
the classic Avrami method and the refined Avrami method is
shown in Figure 10, where the predicted curves of both meth-
ods are compared with experimental data obtained at 523 K.
Clearly, the refined Avrami method produces a better fit to the

ndite fro m mss (Fe0.77Ni0.19)S at temperatures 498,

t(y0, 523 K)/s t(y0, 548 K)/s

0 0
2010 1204
4087 2442
4626 2758
5808 3457
6929 4119
9081 5412

10817 6516
13322 8016
15700 9644
19199 12062
22780 14673
27801 18715
35521 25181
42335 31422
50708 39563
59327 47332
71982 57737

Fig. 10. Predicted kinetic curves for the exsolution of pentlandite
from mss/pyrrhotite at 523 K. Continuous line is the prediction using
the refined Avrami method and the dash line is the prediction using the
classic Avrami method, and triangles are experimental data.
f pentla

98 K)/s

0
32
04
72
278
283
048
895
297
843
021
963
971
867
771
633
066
751
88933 71610
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isothermal data than the classic Avrami method. Isothermal
data were also collected at two other temperatures, 498 and
548 K, and these are illustrated in Figure 11. Again the corre-
spondence between experimental data and prediction is excel-
lent using the refined Avrami method.

Overall, the exsolution process is a multi-step reaction de-
pendent on many other factors in addition to nucleation and
metal diffusion. These experiments, however, do illustrate that
the widely used assumption of constant activation energy dur-
ing reaction is very approximate. It is worth emphasizing that
most mineral reactions are heterogenous, involving the nucle-
ation and growth of new phases, separated by new surfaces or
interfaces. Such reactions involve at least two or often more
consecutive steps, each with its own activation energy. In
sequential reactions the overall reaction rate is determined by
the slowest step and hence an experimentally determined acti-
vation energy or rate constant would most probably refer to this
‘rate-determining’ step (Yund and McCallister, 1970). In the
pentlandite-pyrrhotite system, the nucleation and ion diffusion
are more than just sequential steps. At the beginning of reac-
tion, pentlandite nucleation is followed by crystal growth
(driven by Fe/Ni diffusion) and as the reaction proceeds nucle-
ation becomes less important and crystal growth will dominate.
In most cases, the overall activation energy is some interme-
diate value if more than one step is compatible with the slowest
step. Therefore, the contributions of each step to the reaction
mechanism are nearly impossible to determine. To gain an
understanding of these solid-state reactions it is important to
extract the activation energy independent of any reaction
model.

Apart from isothermal methods, nonisothermal experiments
are also widely used to study reaction kinetics. Vyazovkin
(1997) shows how isoconversional methods can be used to
predict the kinetic behavior of a reaction outside of the range of

Fig. 11. Plot showing the predicted kinetics exsolution of pentlandite
from mss/pyrrhotite exsolution at 498 and 548 K using the refined
Avrami method together with the experimental values. The solid lines
are the theoretical predictions using the refined Avrami method.
Squares and diamonds are experimental results at 498 and 548 K,
respectively.
experimental temperatures. Model free methods can be adopted
to avoid any arbitrary decision in choosing an over simplified
model.

3.3. The Effects of S Fugacity on the Kinetics
of Exsolution

The experimental results for the exsolution of pentlandite
from a mss/pyrrhotite, of composition (Fe0.77Ni0.19)S, show
reaction rates vary from 1.6 � 10�5 to 5.0 � 10�7 s�1 at 473
K and from 9.4 � 10�5 to 4.1 � 10�7 s�1 at 573 K. These rate
constants can be compared with those of Etschmann et al.
(2004) who found rates of 8 � 10�6 s�1 for exsolution from a
mss of a more metal rich composition (Fe0.8Ni0.2)S. Etschmann
et al. (2004) also recalculated the data from a set of isothermal
experiments at 673 K on mss compositions (Fe0.89Ni0.11)1�xS
reported by Kelly and Vaughan (1983). They examined 4
different M:S ratios, with x in the range 0.0 � x � 0.05 and the
rate constants calculated from their data vary from 3 � 10�5 to
1 � 10�6 s�1 between 0.0 � x � 0.035, with the slowest rate
for the most S rich composition, x � 0.035. For x � 0.05 no
exsolution was observed on the time scale of their annealing
runs (1000 h). Our results, taken with those of Etschmann et al.
(2004) and Kelly and Vaughan (1983), show that an increase in
S fugacity (fs) decreases the rate of exsolution. Etschmann et al.
(2004) concluded that the decrease in rate with increasing fs is
associated with a change in the nucleation mechanism. For
mss/pyrrhotite with M:S ratios near to 1:1, heating to 573 K
creates S vacancies in the mss (Fe,Ni)S1-x, even in a closed
evacuated system. This triggers nucleation of pentlandite, a
metal rich mineral and facilitates nucleation. Examination of
the exsolution textures confirms different nucleation mecha-
nisms for different sulfur to metal ratios (see Durazzo and
Taylor, 1982; Etschmann et al., 2004). On the other hand,
increasing S content results in a greater concentration of cation
vacancies that will facilitate metal diffusion. Etschmann et al.
(2004), using the classic Avrami method, calculated an approx-
imate Ea for the exsolution of 5.0 kJ.mol�1. However using the
refined Avrami method, Ea varies from 2.0 to 21.0 kJ.mol�1.
The increase in Ea with y is related to the nucleation dominant
stage at the beginning of reaction, and crystal growth controlled
stage at the end. The in situ cooling and high temperature
annealing experiments of Etschmann et al. (2004) showed that,
after the initial exsolution, some of the pentlandite is resorbed
indicating a high degree of supersaturation in the solid solution
with M:S ratio of 1:1. The differences in Ea for pentlandite
exsolution from (Fe0.8Ni0.2)S and (Fe0.77Ni0.19)S reflect the
change of nucleation mechanism, from S vacancies to grain
boundaries and S vacancies with the richer S compositions.

Overall our data and the work by Etschmann et al. (2004),
and Yund and Hall (1970) indicate that low exsolution activa-
tion energies prevail in the pyrrhotite/pentlandite/pyrite system,
although further experimental data are required to draw such
general conclusions.

4. CONCLUSION

The pentlandite-mss/pyrrhotite exsolution reaction has mul-
tiple steps: nucleation, new phase growth and atomic diffusion,
lamellae coarsening. These make its kinetic analysis difficult,

as the mechanisms cannot be elucidated in detail. In mineral
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reactions of this type the true functional form of the reaction
model is almost never known, and the Arrhenius parameters
determined by the classic Avrami method are skewed to com-
pensate for errors in the model. The refined Avrami method
employs the important concept that activation energy depends
on reaction extent y. Kinetic study of pentlandite exsolution
from mss/pyrrhotite was performed for the low temperature
range from 473 to 573 K. For mss/pyrrhotite with bulk com-
position (Fe0.77Ni0.19)S, activation energy of pentlandite exso-
lution, Ea varies from 49.6 kJ.mol�1 at the beginning of reac-
tion (nucleation is dominant) to 20.7 kJ.mol�1 at the end
(crystal growth is dominant).

In general, the activation energy varies during the course of
solid reaction with the extent of reaction. The surrounding
environment of reactant atoms affects the atom’s activity and
more or less account for changes of activation energy Ea. We
are currently applying this refined Avrami method to further
study of the pentlandite-mss/pyrrhotite and pyrite-pyrrhotite
systems, where constancy of Ea fails to reveal details of the
exsolution kinetics.
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Abstract

In this work, the effects of stoichiometry on phase evolution during the oxidation ofmss(monosulfide solid solution) were investigated.
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series ofmsssamples, ranging from Fe7.9S8 to Fe2.37Ni5.53S8 were synthesized from pure components. Samples with grain size 53–�m
ere oxidized at 830 and 850 K in air in a muffle furnace. TheRietveldquantitative phase analysis method was used to identify and qu

he phase information from powder X-ray diffraction (XRD) profiles.
Hematite was observed and accounted for most of the oxidized iron. Nickel inmsswas not oxidized to NiO under current isotherm

onditions; instead, it was finally transformed to Ni17S18. Hematite, Fe2(SO4)3 and residualmsswere identified in the final phases after 2
xidation of themsscomposition Fe7.9S8; hematite and Ni17S18 for compositions Fe6.15Ni1.54S8 and Fe2.37Ni5.53S8; hematite, Ni17S18 and
entlandite for Fe6.4Ni1.6S8.
Given a constant iron to nickel atomic ratio of 4:1, the sample with lower metal concentration, Fe6.15Ni1.54S8, showed a faster oxidatio

ate than its metal richer counterpart, Fe6.4Ni1.6S8. The mean oxidation rates for these two samples are 1.85× 10−4 and 1.22× 10−4 s−1

espectively for 1.5 h heating at 830 K. Vyazovkin’s theory of changing activation energy (Ea) with reaction extent (y) was employed in th
urrent kinetic study. The activation energy was determined using a model-free method. The oxidation of Fe6.4Ni1.6S8 exhibited a highe
a than Fe6.15Ni1.54S8 over the course of reaction. The activation energy increases withy from 67.1 to 103.3 kJ mol−1 for msscomposition
e6.15Ni1.54S8; 76.1 to 195.0 kJ mol−1 for Fe6.4Ni1.6S8.
Bulk compositions Fe7.9S8, Fe2.37Ni5.53S8 were selected to give a constant metal to sulfur atomic ratio of 7.9:8. Oxidation of Fe2.37Ni5.53S8

chieved equilibrium within 1 h, compared to 5 h for Fe7.9S8.
2004 Elsevier B.V. All rights reserved.

eywords: Kinetics; Model free; Monosulfide solid solution; Oxidation; Phase evolution

. Introduction

The monosulfide solid solution (Fe, Ni)1−xS, is an im-
ortant precursor of primary iron–nickel sulfides in ore de-
osits. At high temperatures (>883 K) (Fe, Ni)1−xS has the
iAs structure and is known as the monosulfide solid so-

ution (mss). Above 883 K, there is complete solid solution

∗ Corresponding author. Tel.: +61 8 82077659; fax: +61 8 82077222.
E-mail address:haipeng.wang@adelaide.edu.au (H. Wang).

between Fe- and Ni-end-members; below this temperat
decomposes to form pyrrhotite and pentlandite[1]. The com
position and stoichiometry of the monosulfide solid solu
are variable but in nature it rarely exceeds Ni to Fe ato
ratio of 1:4. The variation inmsscomposition is due to th
diversity of primary ore bodies as well as alterations du
supergene environment and weathering over geologica
[2]. In this work, samples were prepared to give diffe
iron to nickel atomic ratios (Fe:Ni) and different metal
sulfur ratios (M:S). The variable stoichiometry ofmssleads

040-6031/$ – see front matter © 2004 Elsevier B.V. All rights reserved.
oi:10.1016/j.tca.2004.08.007
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to different oxidation mechanisms as well as phase evolution
procedures during the oxidation.

Violarite and pentlandite (often accompanied by
pyrrhotite/mss) are important nickel ores used as feedstock
in flash smelting processes to produce nickel matte[3].
Monosulfide solid solution is a common intermediate phase
observed during the oxidation of violarite and pentlandite.
Therefore, the investigation ofmssoxidation is of benefit in
understanding the thermal behavior of these economically
important metal sulfides. In this work, oxidation temperature
of 830 and 850 K were chosen, as they are above the onset
decomposition temperature of these economic metal sulfides
(violarite and pentlandite) tomss, 723 K[3,4].

Oxidation behaviors of economic metal sulfide ores un-
der heating schedules have been well studied[3,5–7]. The
oxidation ofmssstarts at a very low temperature under atmo-
spheric conditions. The dominant oxidation products from
mssare ferrous sulfate and hematite in the temperature range
413–483 K; ferrous sulfate starts decomposing tomssand
hematite when the temperature reaches 733 K[5]. It was
postulated by Sliullin and Gitis thatmssis first converted
to sulfate during oxidizing roasting before being converted
to oxides[8]. Banerjee proposed that the oxidation ofmss
starts at relatively low temperatures where iron is preferen-
tially oxidized to metal sulfate accompanied by the release of
S ill
b
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vated temperatures certainly will reduce the affect of particle
size on the oxidation rate. To simplify the kinetic analysis,
the current oxidation study was performed in an air atmo-
sphere at 830 and 850 K. The particle size was confined to
the range 53–90�m. The experimental kinetic results only
apply to this specified particle range. The effect of parti-
cle size on the oxidation kinetics is not concerned in this
paper.

Earlier works on oxidation and thermal decomposition of
metal sulfides concentrated on natural samples from various
ore deposits, which contained different types of impurities
[5,8]. The present study is confined to synthetic samples,
which minimize the complexity of analysis caused by trace
impurities in natural sulfides. Generalized mechanisms de-
rived from experiments on synthetic samples may also apply
to natural samples.

2. Experimental

2.1. Synthesis

The standard silica-tube techniques[1,14]were adopted to
synthesize the monosulfide solid solution (mss). Accurately
weighed stoichiometric amounts of Fe (1 mm diameter wire,
9 h)
a uum
i
F
s well
a ated
s ak-
i d-
u tube
f 3 K.
T ater.
T o fine
p
T ted at
1 and
t ulted
i mm
g

2

gate
m from
5 d
i ere
p nd
8 d fur-
n .5 to
2 the
o ace
w g the
O2 [5]. At elevated temperatures, the iron (III) sulfate w
e transformed to a porous Fe2O3 layer.

Oxidation studies on metal sulfides are generally ca
ut under three sets of conditions: (i) under hydrothe
onditions, (ii) under heating conditions, where the temp
ure increases at a steady rate, and (iii) under vigorously
izing conditions, where metal sulfides are ignited[2,9–13].
he thermodynamics and kinetics of metal sulfide oxida
ere extensively investigated in each of these methods.
ver, these methods do not provide enough evidence to
he reaction mechanism and kinetic behavior under iso
al conditions. Metal sulfides oxidize in a stepwise reac

equence with increasing temperature; different reactio
his sequence are governed by different reaction mechan
he reaction mechanisms can also be different for the
eaction, if undertaken at different temperatures. Kinetic s
es under isothermal conditions, on the other hand, inv
ate the kinetic behavior during the oxidation at a cons

emperature. The reaction mechanism can be better u
tood using isothermal kinetic data and phase evolutio
dence acquired from isothermal experiment. This work
used on the oxidation behaviors ofmssunder isotherma
onditions.

The oxidation rate ofmssis also dependent on partic
ize and oxygen partial pressure. Smaller particle size
ncreased oxygen partial pressure accelerate the proc
xidation. However, when the temperature exceeds 8

he particle size effect becomes less significant and th
dation rate is virtually independent of the particle size[7].
he applicability of this result to the current study rema
ncertain but carrying out the oxidation experiment at
l

.

f

9.9+%, Aldrich), Ni (1 mm diameter wire 99.9+%, Aldric
nd S (granules 99.99+%, Aldrich) were sealed under vac

n 10 mm diameter silica tubes. Bulk compositions ofmss
e7.9S8, Fe2.37Ni5.53S8, Fe6.15Ni1.54S8, Fe6.4Ni1.6S8 were
elected to provide different iron and nickel contents as
s different metal to sulfur ratios. The charges were he
lowly to 573 K, then up to 773 K and finally to1073 K, so
ng for 12 h at each stage[15,16]. The slow heating sche
le and soaking process were employed to minimize

ailure due to the high sulfur vapour pressure above 72
he tubes were quenched to room temperature in cold w
he charges were removed from the tubes and ground t
owder under acetone, ensuring the homogeneity of themss.
he charges were then resealed in silica tubes and hea
373 K for 2 h, cooled to 1173 K, annealed for 7 days,

hen quenched in a large volume of cold water. This res
n homogenous samples with a relatively uniform 0.5
rain size.

.2. Oxidation

Mss samples were ground to fine power using an a
ortar and then sieved to ensure particle size ranging
3 to 90�m. Each charge of 0.1 gmsspowder was place

n an open platinum crucible. Oxidation experiments w
erformed in a muffle furnace (Kilnwest Ltd.) at 830 a
50 K, 1 atm. The samples were placed in the preheate
ace and a series of oxidation periods ranging from 0
4 h were adopted. The platinum crucibles containing
xidized samples were carefully removed from the furn
ith a pair of tweezers and then quenched by only dippin
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bottom of the crucible into water, avoiding water contamina-
tion. The temperatures were controlled within an error range
±5 K.

2.3. X-ray diffraction

Room temperature X-ray diffraction patterns of the
quenched products were obtained using aGuinier Häggcam-
era with Cr K�1 radiation (λ = 2.2897Å). Samples were
ground with acetone in an agate mortar and pestle to produce
an optimum grain size below 10�m. The finely powdered
sample was mixed with a small amount of pure Si, which
acted as an internal standard. TheGuinier Häggfilms were
scanned inTPU/Posmode using an Epson film scanner and
the powder diffraction profile over 2θ range 10–90◦ was ex-
tracted using the programScion Imageand theUniversal-Si-
Calibration, a macro function based onIgor Pro Version 4.0
[17].

TheRietveldmethod[18,19] was used to analyse the X-
ray powder diffraction profiles. This method reveals the de-
tailed structure and composition of a polycrystalline sam-
ple [20]. The Pseudo-Voigtfunction was adopted to model
the peak shapes of X-ray diffraction patterns. Refined pa-
rameters were: peak shape variables (U, V, W), background
(Shifted ChebyI function), scale factor (S), cell parame-
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2.4. SEM examination

Samples of three different bulk compositions ofmssseries,
Fe7.9S8, Fe2.37Ni5.53S8, Fe6.15Ni1.54S8 were examined using
a PHILIPS XL20 scanning electron microscope to reveal sur-
face feature evolution during oxidation. Non-oxidizedmss
specimens were polished to produce smooth surfaces, and
then placed in a preheated muffle furnace oxidized for up to
24 h at 830 K (dry air atmosphere).

3. Kinetic theory

Solid-state reaction kinetics is based on theActivated State
theory, where the reaction rate can be written as:

dy

dt
= kf (y) (2)

wherey is the reaction extent,k the rate constant, andf(y) the
function of kinetic model.

Under current experimental conditions, the results show
that the Fe inmsswas oxidized to hematite, whilst Ni was
eventually transformed to Ni17S18, a phase which has the
pyrrhotite structure. Either hematite or Ni17S18 (wt.%) can
be used to determine the extent of reaction. As most of the
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ers (a, b, c, α, β, γ), and thermal displacement (B). T
efinement of these parameters integrates each inte
nto a properly shaped reflection, which contributes to
verall diffraction pattern. The result is a calculated X-
iffraction profile, which best-fits the experimental inten

ies of X-ray diffraction peak. GOF (goodness of fit) w
sed to assess the success or otherwise of the refin
rocedure.

Quantitative phase analysis was performed on oxid
amples using the formalism described by Hill and How
21]. The general scattering cross-section forBraggscatter
ng (scale factorS) is proportional toN/V, whereN is the
umber of unit cells contributing to the scattering andV the
nit cell volume[22]. The weight fraction of a phase can
escribed as:

i = (SZMV)i∑
(SZMV)i

(1)

herewi is the weight fraction of phasei, Sthe scale facto
the number of formula units per unit cell,M the molec

lar weight of the formula unit, andV the volume of uni
ell.

Any variation of the stoichiometry ofmssover the cours
f oxidation will be reflected in changes in the cell para
ters. Thus, the cell parameters are refined for each X
owder profile. Initial input cell parameters and atom p

ions for theRietveldrefinement were taken from Alsen f
Fe, Ni)1−xS, Collin et al. for Ni17S18, Pearson and Buerg
or (Fe4.5Ni4.5)S9, Pauling and Hendricks for Fe2O3, and
hristidis and Rentzeperis for Fe2(SO4)3 [23–27].
t

sscompositions examined were Fe-rich, the reaction e
as calculated on the basis of hematite fraction to minim
ystematic errors amplified by mathematical calculation.
eight percentage of hematite was converted into rea
xtent (y) using the following equation:

= wt − w0

we − w0
× 100%= wt

we

× 100% (w0 = 0) (3)

herey is the reaction extent;w0, we, wt are the weight frac
ions of hematite, at the beginning of reaction (t = 0), at the
nd of reaction(t = ∞) and at an arbitrary timet, respectively

16,28]. Assuming complete oxidation of Fe to hematite,
alculated equilibrium weight fraction of hematite was
ived by mass balance. The kinetic behavior ofmssoxidation
an be investigated by inspecting the relationship betw
eaction extent (y) and reaction time (t).

It is well known that rate constants are exponentially
endent on the inverse of absolute temperature. The d
ence ofk on temperature has the general form of theArrhe-
iusequation:

= A exp

(
Ea

RT

)
(4)

The disadvantage of this method is that the calcul
alue ofk depends on the empirical selection of the func
(y), the kinetic model inEq. (2)and thereforeEa depend
n the choice of rate equation. Unfortunately, a numbe
ifferent forms of the rate equation may fit the data equ
ell, but result in different values ofEa [29].
A second disadvantage is that it assumes thatEa does no

hange during the course of an isothermal transforma



16 H. Wang et al. / Thermochimica Acta 427 (2005) 13–25

Vyazovkin explained the dependence of activation energy on
reaction extent, caused by changing physical and mechanical
properties of reaction medium[30].

Vyazovkin discussed isoconversional methods that em-
ploy the notion of the dependence of the activation energy on
the reaction extent to predict the kinetic behavior of a reac-
tion outside of the range of experimental temperatures[31].
Model-free methods can be adopted to avoid the problems
associated with choosing an over simplified kinetic model.
Vyazovkin and Dollimore introduced a unified approach to
kinetic processing of non-isothermal data[32].

In this work, isothermal data were used to calculateEa.
It is postulated thatEa is a function ofy. Hence, the basic
kinetic equation can be rewritten as:

dy

dt
= k(T, y)f (y) (5)

whereT is the absolute temperature,k(T, y) the rate constant
andf(y) of a kinetic model. RewritingEq. (5)and substituting
Eq. (4)for k(T, y) give,

ln
dy

dt
= ln A + ln f (y) − Ea(y)

RT

For a given segment of the reactiony = y0, ln f(y0) andEa(y0)
are constant. Therefore, the model-free determination ofEa
gives:
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tive high reaction rate and levels out at the end, due to the
thickening of the inhibiting oxide layer. The ever-thickening
oxide layer results in a porous surface[35–39]. The poros-
ity of the oxide layer is caused by sulfur evolution during
the induction stage of oxidation[2]. Fig. 1shows the porous
surfaces of samples: Fe7.9S8, Fe6.15Ni1.54S8, Fe2.37Ni5.53S8,
after being oxidized at 830 K for 1, 1 and 1.5 h, respectively.
The EDX composition analysis shows a slightly lower sulfur
and higher oxygen content around the pits than that of the
smooth surfaces (inFig. 1). However, no statistically valu-
able data were obtained due to the small size and high con-
centration of the pits. Most of the EDX data were more like
average compositions of the void and smooth surface. For the
composition Fe7.9S, EDX shows that after prolonged oxida-
tion virtually no sulfur was detected on the granular surface.
Similarly, a distinct decrease in sulfur content occurred for
the oxidation of othermsscompositions. These results in-
dicate the continuous release of sulfur during the oxidation
of mss.

X-ray diffraction profiles of the oxidizedmsssamples
demonstrate that the Fe is preferentially oxidized to hematite;
Ni, instead, is finally transformed to Ni17S18. This con-
forms to the results of previous researchers[40–46]. Dunn
[47] and Chamberlain and Dunn[48] proposed that dur-
ing the oxidation of metal sulfides, Fe migrates towards the
o Ni-
r the
p suffi-
c us
l

e
( dis-
t
( Fe
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-
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ion
i .
T lved,
a re-
p y,
a(y0) = −R
ln dy/dt(y0, T1) − ln dy/dt(y0, T2)

(1/T1 − 1/T2)
(6)

here dy/dt(y0, T1) and dy/dt(y0, T2) are reaction rates to
iven value ofy0 at two different temperaturesT1 and T2,
espectively.

. Results and discussion

.1. Oxidation mechanism

Although the oxidation mechanism of metal sulfides
een addressed by a number of researchers, general c
ions have not been established[5–7]. A popular hypothesis
he “Shrinking-Unreacted Core” model is widely accep
33,34]. According to this theory, solid particles in an ox
en gas stream are oxidized through gaseous diffusio
2 to the reaction interfaces and controlled by the rate
oth chemical reaction and mass transport[4]. Themssox-

dation is initiated at the grain surfaces and then move
ards the unreacted shrinking core. Chamberlain states

or the oxidation ofmss, the particles pass through an
uction stage, during which sulfur is disassociated from
urface and gaseous sulfur oxides are released[4]. The ki-
etic data from the current study show that the oxidatio
ssis so rapid that the induction stage could not be ide

ed due to the difficulty of collecting data on a very sh
ime frame. The experimental data indicate that themssox-
dation is a simple decelerating process. It starts at a
-

uter rim where it is preferentially oxidized leaving a
ich msscore. This preferential oxidation occurs once
artial pressure of the evolved sulfur gas decreases
iently to allow the diffusion of oxygen through the poro
ayer.

For the Ni free sample Fe7.9S8, the oxidation of F
within the first hour of reaction) leaves a much more
inctly porous surface than that of the sample Fe6.15Ni1.54S8
Fig. 1a–d). These micrographs of Fe-rich and pure

ss samples show the evolving surface features, f
orous to grainy, during oxidation. For the Ni-rich sam
e2.37Ni5.53S8, a surface with sporadic pits does not app
ntil the oxidation reaches equilibrium (Fig. 1e and f).

.2. Oxidation reactions

Oxidation products ofmsswere determined from the pow
er X-ray diffraction profiles. The intermediate and fi
roducts of the oxidation are dependent on the stoichiom
f mss. The desulfuration and release of SO2 are respons
le for the induction stage of the oxidation[4]. The majo
eactions at this stage are:

Fe, Ni)1−xS → (Fe, Ni)1−xS1−y + 1
2yS2 (7)

1
2yS2 + yO2 → ySO2 (8)

Following the induction stage, the principal react
s the preferential oxidation of iron inmss to hematite
he onset temperature of this reaction remains unso
lthough a wide range of temperatures have been
orted for this reaction[4–8]. In the current stud
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Fig. 1. SEM micrographs of the surface feature for oxidizedmsssamples. The oxidation was performed at 830 K, 1 atm. Micrographs (a) and (b) were taken
after 1 and 24 h oxidation for Fe7.9S8; (c) and (d): 1 and 5 h oxidation for Fe6.15Ni1.54S8; (e) and (f): 0.5 and 1.5 h oxidation for Fe2.37Ni5.53S8.

hematite was observed as the major oxidation product
of mss at 830 and 850 K. Some minor or intermediate
phases were also identified in the X-ray powder diffraction
profiles.

For the pure Femss (Fe7.9S8), hematite, mikasaite
(Fe2(SO4)3) and residualmsswere identified in the charge
after 24 h oxidation at 830 K in air (Table 1). For Fe–Ni
msscompositions, hematite and Ni17S18 were observed as
the final oxidation products for experiments carried out un-
der the same conditions. Magnetite was not observed, which

contradicts the results of Asaki et al.[6]. Magnetite, if
present, is below the detection limits ofRietveldprofile fit-
ting methods (around 1 wt.% of product). Apart from these
main oxidation products, up to 5.7 wt.% of an intermediate
phase, pentlandite, was observed for the sample Fe6.4Ni1.6S8
(Tables 2 and 3). Pentlandite was not an equilibrium prod-
uct in this oxidation. Exsolved pentlandite was eventually
oxidized to produce hematite and Ni17S18. Pentlandite will
exsolve frommsswhenmssis heated above 450 K[15]. It was
reported that the activation energy of pentlandite exsolution
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Table 1
Phase evolution during the oxidation of nickel-freemss(Fe7.9S8) at 830 K

Time (h) wt.% mik. amik (Å) cmik (Å) wt.% mss amss (Å) cmss (Å) Vmss (Å3) wt.% hem. ahem (Å) chem (Å)

0.0 99.9(2) 3.4506(2) 5.8156(6) 59.968(7)
1.0 1.1(2) 8.236(1) 22.178(3) 72.3(8) 3.4479(3) 5.7314(9) 59.01(1) 26.6(6) 5.026(2) 13.764(5)
5.0 5.7(2) 8.235(1) 22.177(3) 15.3(6) 3.4488(7) 5.5443(2) 57.09(3) 79.0(8) 5.0234(6) 13.781(2)

24.0 5.4(2) 9.237(1) 22.176(3) 14.5(6) 3.4486(7) 5.5422(2) 57.08(3) 80.1(8) 5.0238(5) 13.775(2)

Summary of cell parameters and unit cell volume for each phase: wt.% mik., wt.%mss, wt.% hem. are weight fractions for mikasaite,mssand hematite.amik,
cmik are cell parameters for mikasaite;amss, cmss andVmss for mss; ahem, chem for hematite. Estimated standard deviations are given in brackets.

Table 2
Phase evolution during the oxidation of iron–nickelmssat 830 K

Initial bulk
composition

Time
(h)

wt.%
pent.

apent (Å) Vpent (Å3) wt.% mss amss (Å) cmss (Å) Vmss (Å3) wt.% hem. ahem (Å) chem (Å)

Fe6.4Ni1.6S8 0.0 100.0(4) 3.4501(6) 5.810(1) 59.89(2)
0.5 1.5(7) 10.105(3) 1032.0(6) 80.3(8) 3.4521(1) 5.7546(5) 59.390(6) 18.2(7) 5.025(1) 13.767(4)
1.0 5.7(7) 10.110(3) 1033.2(5) 53.9(7) 3.4505(6) 5.496(1) 56.67(2) 40.4(8) 5.041(2) 13.783(5)
1.5 1.8(7) 10.118(5) 1035.8(6) 45.8(8) 3.4496(5) 5.416(1) 55.81(2) 52.4(7) 5.024(1) 13.787(3)
5.0 23.1(7) 10.258(2) 15.991(6) 1457.4(8) 76.9(8) 5.0304(5) 13.756(2)

24.0 23.2(7) 10.259(3) 16.008(7) 1459.1(9) 76.8(8) 5.031(1) 13.759(3)

Fe6.15 Ni1.54S8 0.0 99.9(3) 3.4477(6) 5.772(1) 59.42(2)
0.5 64.5(6) 3.4488(5) 5.542(1) 57.09(2) 35.5(8) 5.018(1) 13.778(4)
1.0 36.1(8) 3.4481(5) 5.402(1) 55.63(2) 63.9(8) 5.0218(9) 13.768(3)
1.5 24.1(8) 10.251(3) 16.018(7) 1457.7(9) 75.9(6) 5.031(1) 13.759(3)
5.0 23.6(8) 10.251(3) 16.020(6) 1457.9(8) 76.4(7) 5.030(1) 13.754(3)

Fe2.37Ni5.53S8 0.0 99.9(2) 3.4489(6) 5.530(1) 56.96(2)
0.5 77.7(7) 3.4418(8) 5.384(1) 55.23(2) 22.3(7) 5.013(2) 13.735(7)
1.0 73.3(6) 10.368(1) 15.959(4) 1485.6(4) 26.7(4) 5.035(1) 13.772(6)
1.5 74.2(8) 10.367(1) 15.960(3) 1485.4(4) 25.8(4) 5.035(2) 13.786(6)

Summary of cell parameters and unit cell volume for each phase: wt.% pent., wt.%mss, wt.% hem. are weight fractions for pentlandite,mssand hematite.
apent, Vpent are cell parameters for pentlandite;amss, cmss andVmss for mss; ahem, chem for hematite. Estimated standard deviations are given in brackets.

from mssis very low (around 5 kJ mol−1) at the beginning of
the exsolution formsscomposition Fe6.4Ni1.6S8 [15]. This
may explain the observation of pentlandite during the oxi-
dation of Fe6.4Ni1.6S8. The proposed oxidation reactions for
thesemsssamples are:For Fe7.9S8,

{
Fe7.9S8 + 13.925O2 → 3.95Fe2O3 + 8SO2

Fe7.9S8 + 19.85O2 + 3.85SO2 → 3.95Fe2(SO4)3
(9)

Table 3
Phase evolution during the oxidation of iron–nickelmssat 850 K

Initial bulk
composition

Time
(h)

wt.%
pent.

apent (Å) Vpent (Å3) wt.% mss amss (Å) cmss (Å) Vmss (Å3) wt.% hem. ahem (Å) chem (Å)

Fe6.4Ni1.6S8 0.0 100.0(3) 3.4499(5) 5.809(2) 59.87(2)
0.5 0.9(7) 10.105(3) 1031.8(5) 70.6(6) 3.4501(4) 5.662(1) 58.37(2) 28.5(7) 5.024(1) 13.777(4)
1.0 5.1(7) 10.108(3) 1032.8(5) 41.8(6) 3.4509(5) 5.401(1) 55.70(2) 53.1(7) 5.026(2) 13.779(3)
2.0 27.7(6) 3.4506(5) 5.346(1) 55.13(2) 72.3(7) 5.024(1) 13.783(3)
3.0 23.2(6) 10.256(2) 16.011(6) 1458.5(8) 76.8(7) 5.029(2) 13.765(3)
5.0 23.0(6) 10.259(2) 16.008(7) 1459.1(8) 77.0(7) 5.030(1) 13.768(3)

Fe6.15 Ni1.54S8 0.0 100.0(3) 3.4478(5) 5.770(2) 59.40(2)
0.5 49.4(7) 3.4485(5) 5.448(1) 56.11(2) 50.6(8) 5.020(1) 13.774(3)
0.75 32.5(7) 3.4481(5) 5.398(2) 55.58(2) 67.5(8) 5.024(1) 13.770(3)
1.0 24.9(7) 10.254(3) 16.022(5) 1458.9(8) 75.1(7) 5.032(1) 13.761(3)
1.5 23.3(6) 10.255(3) 16.021(6) 1459.1(8) 76.7(7) 5.032(1) 13.757(3)
2.0 23.4(6) 10.254(3) 16.023(6) 1459.0(8) 76.6(7) 5.030(1) 13.758(3)

Summary of cell parameters and unit cell volume for each phase: wt.% pent., wt.%mss, wt.% hem. are weight fractions for pentlandite,mssand hematite.
a ahem, ch .

For Fe2.37Ni5.53S8,

Fe2.37Ni5.53S8 + 3.9222O2

→ 1.185Fe2O3 + 0.3253Ni17S18 + 2.1447SO2 (10)

For Fe6.15Ni1.54S8,

Fe6.15Ni1.54S8 + 10.982O2

→ 3.075Fe2O3 + 0.0906Ni17S18 + 6.37SO2 (11)
pent, Vpent are cell parameters for pentlandite;amss, cmss andVmss for mss;
 em for hematite. Estimated standard deviations are given in brackets
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Fig. 2. Stack of X-ray powder diffraction patterns showing the progress of phase evolution during the oxidation of Fe7.9S8. The oxidation was taken under
isothermal condition (830 K, 1 atm.). The time range for oxidation varied from 0 to 24 h.

For Fe6.4Ni1.6S8,


Fe6.4Ni1.6S8 + 11.1059O2

→ 3.2Fe2O3 + 0.09412Ni17S18 + 6.306SO2

Fe6.4Ni1.6S8 + 5.156O2

→ 2.844(Fe4.5Ni4.5)S8 + 5.156SO2

(Fe4.5Ni4.5)S8 + 3.235O2

→ 2.25Fe2O3 + 0.2647Ni17S18 + 3.235SO2

(12)

4.3. Phase evolution

The pure ironmssFe7.9S8 samples were oxidized at 830 K
in air for periods up to 24 h.Fig. 2shows the phases evolution
over the oxidation. Diffraction patterns were collection at 0,
1, 5 and 24 h. The major oxidation product was hematite. A
minor phase, mikasaite (Fe2(SO4)3), was also detected. Dis-
tinct mikasaite peaks (0 1 2) and (21̄ 3) were observed after
1 h. The diffraction intensity of mikasaite (iron (III) sulfate)
increased to a maximum after 5 h and remained unchanged
till the end of the oxidation experiment. TheRietveldresolved
phase fraction of iron (III) sulfate increased up to 5.7 wt.%
then remained constant after prolonged oxidation of pure Fe
mssat 830 K. Following this stage, the oxidation is retarded
and the oxide layer growth follows a parabolic rate law, where
m ample
s on-
t and
( ite.

The iron (II) sulfate is more likely a precursor of iron (III)
sulfate. In the current study iron (II) sulfate is not detected
by XRD. This may due to the fast conversion rate of iron
(II) to iron (III) at elevated temperatures, and the lack of data
collected in very short time frames at the beginning of the
reactions[5].

F cing
m f
F n of
h are
p

ass transfer through the gaseous boundary layer at s
urface and diffusion of oxygen through the oxide layer c
rol the progress of oxidation. Banerjee detected iron (II)
III) sulfates during the oxidation experiment of pyrrhot
ig. 3. Plot showing the progress of iron oxidation to hematite, produ
ikasaite and decreasing weight fraction ofmssduring the oxidation o
e7.9S8 at 830 K, 1 atm. The circle symbol represents the weight fractio
ematite; solid circle, formss; solid triangle, for mikasaite. The curves
roduced using least-square method to best-fit experimental data.
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Fig. 4. Plot showing the evolving phase fractions during the oxidation ofmss
samples Fe6.4Ni1.6S8 (a) and Fe6.15Ni1.54S8 (b) at 830 K, 1 atm. Symbols
(©), (�) and (�) are the representative for the weight percentage of hematite,
mss, and pentlandite, respectively.

The weight fractions of each phase versus oxidation time
are shown inFig. 3. It is clear that the reaction rate was very
rapid at the beginning and levelled out after 5 h annealing. It
is worth noting that the residualmsswas not oxidized even
after prolonged oxidation. It was also observed that the former
finely powdered samples formed hard conglomerates during
oxidation. This inhibited the diffusion of oxygen and left an
unreactedmsscore.

The phase evolutions for the nickel containing (iron rich)
msssamples, Fe6.4Ni1.6S8 and Fe6.15Ni1.54S8 are shown in
Fig. 4a and b. The compositions of both samples were cho-
sen to give an Fe:Ni atomic ratio of 4:1 but with different
metal to sulfur ratios, 0.96:1 and 1:1, respectively. Hematite
and Ni17S18 are the major final products (also seeEqs. (11)
and (12)). An intermediate phase, pentlandite, was observed
for the composition richer in metal Fe6.4Ni1.6S8. The phase

fraction of pentlandite reached a maximum after oxidation
for 1 h. The following continuous decrease of pentlandite
can be explained by the oxidation of pentlandite. Different
onset decomposition temperatures of pentlandite have been
reported by several researchers[2,4]. The maximum onset
decomposition temperature of pentlandite was reported at
883 K, where Fe to Ni ratio was 1:1[49]. This temperature
decreased rapidly as the Fe to Ni atomic ratio deviated from
the ideal value of 1:1. In the current oxidation study, the inter-
mediate phase, pentlandite (exsolved frommss), is believed
to have a changing Fe:Ni ratio. This may explain the lower
oxidation temperature for pentlandite in this work. The com-
position of pentlandite can be determined from its cell edge
[15]. Using the cell parameter data inTable 2, the calculated
pentlandite compositions are Fe4.5Ni4.5S8, Fe4.9Ni4.1S8, and
Fe5.6Ni3.4S8 after mssFe6.4Ni1.6S8 was oxidized at 830 K
for 0.5, 1.0 and 1.5 h, respectively.

The exsolution of pentlandite from the host phase and its
subsequent oxidation are competitive steps, which result in
a maximum weight fraction of pentlandite at some time dur-
ing oxidation. Increasing metal content retards the oxidation
of the metal sulfide but facilitates the pentlandite exsolution
from themsshost[15,48,50]. In the current study, pentlandite
was only observed in the metal richer sample (Fe6.4Ni1.6S8),
which is related to the rapid exsolution of pentlandite from
m rich
s er-
w and
n

( ed
2

4

or
h n ex-

F 30 K
f
F

ssat the beginning of reaction. For the more sulfur
ample (Fe6.15Ni1.54S8), the accelerated oxidation rate ov
helmed the decelerated exsolution rate of pentlandite
o pentlandite was detected.

The oxidation of the Ni-rich sample, Fe2.37Ni5.53S8
830 K, 1 atm.) reached equilibrium within 1 h and yield
6.7 wt.% hematite and 74.2 wt.% Ni17S18.

.4. Structural modification

It is shown in Tables 1–3that the cell parameters f
ematite and mikasaite did not change significantly, whe

ig. 5. Plot of c parameter versus retaining time over the oxidation at 8
or three iron–nickelmsscompositions (Fe6.4Ni1.6S8, Fe6.15Ni1.54S8 and
e2.37Ni5.53S8).
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Fig. 6. Plot showing the shift of (0 1 2) peak in the X-ray profile ofmss(Fe2.37Ni5.53S8) during the oxidation at 830 K. The symbol (©), (�) and solid curve
represent the X-ray intensity for samples prior to oxidation, after 0.5 and 1.5 h oxidation.

perimental uncertainties are considered, during the oxidation
indicating their compositions remains more or less constant
on the time scale of these experiments. Formss, on the other
hand, some distinct variation in the cell parameters was ob-
served over the course of oxidation. This was caused by the

F
a

variation of stoichiometry ofmss. In general, sulfur-richmss
produces more cation vacancies, which results in a smaller
unit cell volume. Replacing Fe with Ni also reduces unit cell
volume ofmss, especially thec parameter due to the smaller
atomic diameter of Ni[51]. Fig. 5shows the variation of thec
ig. 7. The X-ray diffraction patterns taken before and after oxidation at 830 Km
t small 2θ = 14.1◦ and 16.1◦ (d-spacing = 8.9396 and 7.8024Å) indicated the for
forsssample Fe2.37Ni5.53S8. The appearance of two distinct diffraction peaks
mation of super-lattice formss.



22 H. Wang et al. / Thermochimica Acta 427 (2005) 13–25

parameter for three iron–nickelmsssamples (Fe2.37Ni5.53S8,
Fe6.15Ni1.54S8, Fe6.4Ni1.6S8) during the oxidation at 830 K.
The c parameters for these samples start from 5.530, 5.772
and 5.810̊A respectively at the beginning of oxidation. The
smallestc parameter ofmsscorresponds to the most nickel-
rich sample, and the largest for the most Fe and also metal
rich sample. As the oxidation progressed, thec parameter for
all the three samples converged to a value around 5.330Å.
This is related to the formation of Ni17S18. The preferential
oxidation of Fe inmssto hematite left a progressively nickel-
enrichedmssand eventually an almost pure nickel compound,
Ni17S18 (pyrrhotite-type structure), at the end of oxidation.
The ever nickel-enrichingmssresults in a decreasingcparam-
eter during the oxidation. This is characterized by the (0 1 2)
peak shifting to a smallerd-spacing in the X-ray diffraction
pattern ofmss. Fig. 6shows that the (0 1 2) peak moved from
d-spacing 2.0336 to 1.9858̊A after 1.5 h oxidation at 830 K
for themsscomposition Fe2.37Ni5.53S8.

X-ray patterns were collected for these samples after the
oxidation reaction reached equilibrium. The occurrence of
two distinct diffraction peaks atd-spacing = 7.8024 and
8.9396Å (correspond to the planes (0 1 0) and (0 1 1) of nickel
sulfide Ni17S18) after the oxidation of sample Fe2.37Ni5.53S8
for 1.5 h, indicates the formation of a super-lattice of Ni17S18
(Fig. 7). These peaks conformed to the X-ray diffraction pro-
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Fig. 8. Comparison of the crystal structure between iron–nickelmss(Fe,
Ni)S and the nickel sulfide Ni17S18. The (Fe, Ni)S unit cell is enlarged for
the purpose of good illustration.

achieved equilibrium (Table 4). The theoretical equilibrium
hematite weight fractions are in good agreement with our ex-
perimental results, except for themsscomposition Fe7.9S8.
This may be caused by the effect of sintering of the finely
grindedmss(Fe7.9S8) powder during the oxidation.

The samples were placed in a reheated furnace. If the sam-
ples were ignited at the elevated temperature, the surface tem-
perature of these samples will differ from that of the furnace,
and the calculated activation energies would have no general
thermodynamic meaning. The possible ignitedmsscomposi-
tion under current experimental conditions is Fe7.9S, which
conglomerated as the results of sintering. TheEa was only
calculated for the compositions Fe6.15Ni1.54S8 and Fe6.4-
Ni1.6S8.

Table 4
Comparison of the theoretical and experimental hematite weight fraction
after the oxidation ofmssachieved equilibrium

Oxidation
condition

Bulk mss
composition

Theoretical
equilibrium
hematite (wt.%)

Experimental
equilibrium
hematite (wt.%)

830 K, 1 atm. Fe7.9S8 100.00 80.00
Fe2.37Ni5.53S8 26.97 25.25
Fe6.15Ni1.54S8 77.50 76.15
Fe6.4Ni1.6S8 77.50 76.85

850 K, 1 atm. Fe6.15Ni1.54S8 77.50 76.90

T e the
t

le of the Ni17S18 with space groupP3 2, which was reporte
y Collin et al.[24]. It appears that themssevolved from an

ron–nickelmsswith space group P6/mmc at the beginnin
xidation to a pure nickel sulfide (Ni17S18) with space grou
3 2 at the end. The super-lattice of Ni17S18 has a tripledcpa-

ameter compared to the hexagonal iron–nickelmss(Fig. 8).
he cell projections along [0 1 0] for (Fe, Ni)S and N17S18
how that the structural modification ofmssfrom space grou
6/mmc toP3 2 is a topotactic transition in which the anio
rray is unchanged during the transition but cation is repl
nd reorganization occurs, as (Fe, Ni)1−xS→ N17S18.

.5. Oxidation kinetics

The oxidation ofmsshas multi steps, involving variou
eactions. These make its kinetic analysis difficult, as
echanisms cannot be elucidated in detail for every step
ineral reactions of this type, the true functional form of

eaction model is almost never known, thus the Vyazovk
otion of model-free determination ofEa should be applied t

he kinetic study ofmssoxidation in order to avoid any ov
implified assumption of the kinetic models. The calcul
a is empirical activation energy for the overall oxidat
rocess, and is not confined to a specific step. TheEa varies
ith the reaction extent (y).
The effect of stoichiometry on the kinetic behavior ofmss

xidation was investigated. Reaction extent was determ
singEq. (3). We assumed that all Fe inmsswas oxidized to
ematite and the Ni transformed to Ni17S18 at the end of oxi
ation. This hypothesis was verified by comparing the ca

ated and measured hematite weight fraction after oxid
Fe6.4Ni1.6S8 77.50 76.65

he completion of iron oxidation to hematite was assumed to deriv
heoretical equilibrium hematite.
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In this study, the equilibrium was defined as the oxida-
tion products vary very little even over a prolonged period of
reaction. The equilibrium phase fraction was determined by
averaging the value of phase fractions over the two longest
oxidation periods.

Reaction extent (y) is a function of reaction time (t). The
plots of y versust for the oxidation reactions of samples
Fe6.15Ni1.54S8 (M:S = 0.96) and Fe6.4Ni1.6S8 (M:S = 1.00)
are shown inFig. 9a. Since the S-rich sample oxidized more
rapidly and achieved equilibrium within 1.5 h, we can spec-
ulate that the increasing sulfur content inmssaccelerates the
oxidation process. For the sulfur-rich sample, more sulfur
atoms were vapourized and reacted with oxygen. The sulfur
oxidation to SO2 is an exothermic chemical reaction. Cham-
berlain and Dunn proposed that abundant evolved sulfur, re-
acting with oxygen at the surface of the particle, increases the

F
d
0
t
e
o
c
T

surface temperature of the particle and speeds the oxidation
of iron to hematite[48]. Fig. 9b shows the time function of
the reaction rate (dy/dt) for both samples (the S-rich and non-
S-rich). These time functions were derived from the curves
of y ∼ y(t) in Fig. 9a by differentiatingy with respect tot. In
order to show the induction stage (discussed inSection 4.1)
for mssoxidation, the third order polynomial data fitting was
used to givey∼ y(t). The derivative dy/dt ∼ t curves inFig. 9b
show that the reaction rate increases to a maximum and then
decreases to zero when the reaction approaches completion.
It is worth noting that the induction stage was shown with the
aid of a theoretical model. However, the experimental data in
Fig. 9a only show a decelerating reaction rate due to the diffi-
culty of data collection in a very short time frame, where the
ig. 9. (a) Progress of reaction extent with retaining time during the oxi-
ation at 830 K for samples Fe6.4Ni1.6S8 (M:S = 1), Fe6.15Ni1.54S8 (M:S =
.96). The circle symbol represents experimental data of reaction extent for

he sample Fe6.4Ni1.6S8; symbol star, for the sample Fe6.15Ni1.54S8. The av-
rage reaction rate is derived from the slope of dashed line. (b) Dependence
f reaction rate (dy/dt) on reaction time (t). The circle symbol represents
alculated reaction rate for Fe6.4Ni1.6S8; symbol of star, for Fe6.15Ni1.54S8.
he dashed line is the calculated average reaction rate over 1.5 h oxidation.
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ig. 10. (a) Graph showing the variation of hematite wt.% and reaction extent
ith oxidation time. The time function of hematite wt.% (ory) evolves with

emperature (T). (b) Dependence ofEa ony for the oxidation ofmsscompo-
itions Fe6.4Ni1.6S8 and Fe6.15Ni1.54S8 in the temperature range 830–850 K.
he calculated values of activation energy are represented by symbols (©)
nd (�) for compositions Fe6.4Ni1.6S8 and Fe6.15Ni1.54S8, respectively.
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induction stage occurs. It is clearly shown inFig. 9b that the
S-rich sample oxidized at a more rapid rate at the beginning
and the oxidation rate approached zero after 1.5 h, whereas
the non-S-rich sample was still under oxidation at a reaction
rate of 5× 10−4 s−1. The average reaction rates within 1.5 h
for the samples Fe6.15Ni1.54S8 and Fe6.4Ni1.6S8 are 1.85×
10−4 and 1.22× 10−4 s−1, respectively. The activation ener-
gies for the oxidation of both compositions are calculated us-
ingEq. (6)assuming the reaction mechanism does not change
significantly in the temperature range 830–850 K.Fig. 10a
shows the time dependence of hematite wt.% (or reaction ex-
tent) evolves with temperature. This time function ofy ∼ y(t)
is used to determine theEa dependence ofy (Fig. 10b). It
is shown that the oxidation of Fe6.4Ni1.6S8 has a higherEa
than Fe6.15Ni1.54S8 over the course of reaction. The activa-
tion energy increases withy from 67.1 to 103.3 kJ mol−1 for
msscomposition Fe6.15Ni1.54S8; 76.1 to 195.0 kJ mol−1 for
Fe6.4Ni1.6S8. The thickening of oxide layer, which inhibits
the diffusion of O2 into the unreactedmssparticles, causes
the increasingEa with y.

The effect of nickel content on the oxidation rate ofmss
was investigated by performing oxidation experiments on two
msscompositions Fe7.9S8 and Fe2.37Ni5.53S8. The oxidation
achieved equilibrium in 1 h for the nickel-rich composition
and 5 h for the pure Femsssample. It appears that adding
n the
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Chapter 8: Summary and Conclusions 
 
 

8.1 Introduction 

The principal achievement of this work is the development of a new kinetic model, the 

Refined Avrami method, to solve the often-encountered difficulty of predicting the kinetic 

behavior caused by changes in the activation energy (Ea) over the course of a reaction. By 

formalizing time functions of Ea, the kinetic data fitting is significantly improved. This 

method is used in solid-state reactions involving nonstoichiometric phases (e.g. (Fe,Ni)1-

xS, Ni1-xS) for which variations in Ea with time appear to be more significant than for 

reactions that involve only stoichiometric compounds. The Refined Avrami method also 

allows us to identify different reaction stages by analyzing the Ea variations during the 

reactions. An example of using this method to differentiate two dominant reaction 

mechanisms is illustrated in Figure 8.1. Pentlandite exsolves from two different mss 

compositions, (Fe0.77Ni0.19)S and (Fe0.8S0.2)S. These exsolution processes are initially 

controlled by nucleation mechanisms but switch to crystal growth mechanisms as the 

reactions near completion. The difference in bulk composition of the two mss hosts 

determines their specific activation energy profiles in the nucleation stage, as higher 

metal content facilitates nucleation. The compositions of the two mss hosts converge 

towards the end of the reaction, due to the depletion of metal content in the host. As a 

consequence the Ea in the crystal growth stage varies for the two mss hosts. 
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Figure 8.1. Curves showing the dependence of Ea (activation energy) on reaction extent (y) for 
the pentlandite exsolution from mss/pyrrhotite compositions: (Fe0.77Ni0.19)S and (Fe0.8Ni0.2)S. The 
calculated values of activation energy using the Refined Avrami method are represented by 
symbol “○” for (Fe0.77Ni0.19)S; “●” for (Fe0.8Ni0.2)S. The solid curves are produced by least-
square method (sigmoid function). Dashed lines represent Ea calculated using classic Avrami 
method. 
 
 

8.2 Exsolution of (Fe,Ni)9S8 from (Fe,Ni)1-xS 
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The first successful implementation of the Refined Avrami method was achieved in the 

study of the kinetics of pentlandite exsolution (from mss host). The mss/pyrrhotite host 

experienced progressive depletion in metal content during the exsolution. The 

nonstoichiometric nature of this mss/pyrrhotite distinctly impacts on the exsolution steps, 

such as nucleation, new phase growth and atomic diffusion, lamellae coarsening.  The 

changing chemical environment caused by metal depletion of mss makes the kinetic 

analysis very complex and the dominant mechanisms cannot be elucidated in detail. In 

mineral reactions of this type, the true functional form of the reaction model is almost 

never known, and the Arrhenius parameters determined by the classic Avrami method are 

skewed to compensate for errors in the model. The Refined Avrami method employs the 

important concept that activation energy depends on reaction extent (y). Kinetic study of 

pentlandite exsolution from mss/pyrrhotite was performed for the low temperature range 

from 200 to 300 oC. For mss/pyrrhotite with bulk composition (Fe0.77Ni0.19)S, activation 

energy of pentlandite exsolution, Ea varies from 49.6 kJ.mol-1 at the beginning of reaction 

(nucleation is dominant) to 20.7 kJ.mol-1 at the end (crystal growth is dominant). 

 In general, the activation energy varies during the course of solid reaction with the extent 

of reaction. The surrounding environment of reactant atoms affects an atom’s activity and 

consequently may more or less account for changes of activation energy Ea. 

8.3 Oxidation of (Fe,Ni)1-xS 

A second demonstration of the usefulness of the Refined Avrami method is illustrated by 

the study of the oxidation of mss, (Fe,Ni)1-xS. The oxidation process involves 

nonstoichiometric variation in mss composition. The activation energies of the oxidation 

for Fe6.4Ni1.6S8 and Fe6.15Ni1.54S8 steadily increase over the course of oxidation. The 



 120

oxidation products of mss depends on the composition and stoichiometry. Apart from the 

common oxidation products hematite and Ni17S18, mikasaite (Fe2(SO4)3) was observed 

during the oxidation of Fe7.9S8, whilst pentlandite was formed in the case of 

Fe6.15Ni1.54S8. Iron in the mss was preferentially oxidized to hematite, leaving a nickel 

enriched mss core. Nickel in the mss samples is less active than iron and eventually forms 

Ni17S18, a pyrrhotite-like phase. For iron-nickel mss, X-ray diffraction evidence 

demonstrates that the mss gradually underwent a topotactic structural transformation from 

hexagonal (P6/mmc) to trigonal (P3 2) during the oxidation. This transformation is 

related to the enrichment of nickel in mss. 

This study also demonstrated that increasing sulfur content in the mss accelerates the 

oxidation rate of mss. The oxidation of the sulfur content in mss is an exothermic process 

and is important in flash smelting. Abundant evolved sulfur, reacting with oxygen at the 

surface of the particles, increases the surface temperature and speeds the oxidation of iron 

to hematite. As well during the oxidation of mss samples, a decrease in reaction rate was 

observed as the Ni: Fe atomic ratio decreased. Oxygen diffusion into the particles is the 

controlling factor during the oxidation of metal sulfides. The reduction in the reaction 

rate for nickel-free mss is related to the high oxygen-consumption rate on the particle 

surface caused by high iron concentration, which inhibited the diffusion of oxygen into 

the particle. For the nickel-rich sample, on the other hand, oxygen on the particle surface 

is relatively abundant due to a lower iron concentration in mss. 

8.4 α → β transition in Ni1-xS 

The transition behavior of α- to β- nickel monosulfide is complex. When β-nickel 

monosulfide exsolves from the stoichiometric composition (α-NiS), little variation in Ea 
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was observed over the course of the reaction, as the composition of α-nickel monosulfide 

host varies very little during the transition. By contrast, when β-nickel monosulfide 

exsolves from a nickel deficient composition (α-Ni1-xS) the Ea changes significantly over 

the course of reaction, decreasing from around 70 kJ.mol-1 (in the initial stage) to near 20 

kJ.mol-1 (toward the completion of the reaction). 

8.5 Oxidation of NiS 

There is no obvious variation in Ea during the oxidation of equimolar NiS and very little 

compositional variations of phases were observed. The Refined Avrami and the classic 

Avrami methods produce similar kinetic results for these reactions. In an open-air 

environment, the oxidation mechanism of α-NiS is constant at 670 and 680oC, dominated 

by the direct oxidation of α-NiS → NiO.  However, the dominant oxidation mechanism 

changes to a two-step chain reaction:  α-NiS ⎯→⎯ 1k Ni3S2 ⎯→⎯ 2k NiO at 700oC. Clearly, 

different kinetic models ought to be applied to these two distinct reaction mechanisms. 

Activation energy for the oxidation, α-NiS → NiO, in the temperature range 670 to 

680oC was calculated to be 868.2 kJ.mol-1 using Avrami/Arrhenius method. The rate 

constant k1 and k2 are approximated to be 3.4×10-4 s-1 and 4.7×10-4 s-1 for the first part 

and second part of the chain reaction respectively. The study of the variation in reaction 

rate with oxidation time illustrates the optimum oxidation time zone for each 

temperature, where NiO was produced at the fastest rate. 

8.6 Kinetic Implications 

In these four sets of kinetic experiments, the changes in activation energy during the 

course of reaction are obvious for the reactions involving nonstoichiometric compounds, 

whereas for the oxidation of NiS, with little variation in the stoichiometry of NiS during 
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the reaction, the activation energy remains constant. It is plausible to relate the change in 

activation energy to the compositional variations of the nonstoichiometric compounds 

during the reactions. According to the “Transition State Theory”, the activation energy 

needed to form an activated complex (an intermediate species between reactant and 

product) depends on the chemical environment surrounding the reactant atoms. For 

example: in reactions involving nonstoichiometric mss (Fe,Ni)1-xS or nickel monosulfide 

Ni1-xS, the gradual changes in their compositions during the reactions lead to changes in 

the metal vacancy ratio in their crystal structures. Therefore, the chemical environment 

surrounding the reactant atoms varies during the reaction. The value of overall activation 

energy may be partially attributed to the formation/annihilation of metal vacancies. 

8.7 Suggestions for Further Work 

1. The Refined Avrami method, which employs the notion of changing Ea with y is a 

more generalized kinetic formalization, whereas the classic Avrami method is for 

the special case where the constancy of Ea is assumed.  The kinetic results 

produced by the Refined Avrami method conform to that produced by the classic 

Avrami method when the assumption of constant Ea does not introduce significant 

deviation in the linearity of the lnln(1/(1-y))~lnt curve (y, the reaction extent; t, 

the reaction time).  However, this assumption is not always sufficient. The 

compositional variation of nonstoichiometric compounds (e.g. (Fe,Ni)1-xS and 

Ni1-xS) during reactions is likely to result in distinct changes in Ea. The Refined 

Avrami method is designed to reveal the trend of Ea variations and differentiate 

different reaction mechanisms at different stages during a reaction. This method 
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can be applied to other nonstoichiometric systems such as: Fe-Co-S, Fe-Cu-S, and 

Fe-S-Se.  

 
Figure 8.2. Phase relations along the FeS-FeSe joint (after Ericsson et al., 1997). 

2. The Refined Avrami method can be used to study the kinetics of phase transitions 

in the FeS-FeSe joint (see Figure 8.2). The substitution of S with Se will certainly 

vary the chemical environmental within the crystal structure. This may cause 

distinct variation in activation energy during the phase transitions. The near end 

member compositions (FeS and FeSe) have 4C superstructures. At room 

temperature, the increase in substitutional anions in the FeS-FeSe solid solution 

results in a crystal structure evolution from 4C to 3C and finally 1C structure of 

NiAs-type subcell when 0.12 < Se: (S + Se) < 0.88 (Ericsson et al., 1997). The 

vacancy ordering is the direct cause for the formation of superstructures of NiAs-

type and the ferrimagnetic property of pyrrhotites. The vacancy ordering is 

affected by S-Se substitution and the kinetics of vacancy ordering depends on 

temperature and the stoichiometry of Fe-S-Se solid solution. 
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3. The kinetic method developed in this work can also be used for industrial 

applications such as nickel extraction from nickeliferous sulfides. Pyrrhotite 

group minerals often contain reasonable amount of nickel impurities as cation 

substitutions in their crystal structures. The nickel extraction from its host 

pyrrhotite phases is of economic interest. An important step of the nickel 

extraction is pyrrhotite leaching, which removes both nickel and iron from the 

solid pyrrhotite minerals by dissolving them into acidic solutions (e.g. sulfuric 

acid, nitric acid) (Queneau, 1973; Van-Weert et al., 1974; Yan and Xianluang, 

1988; Prater and Shang and Van-Weert, 1993; Droppert and Shang, 1995). A 

metal deficient layer forms on the surface of metal sulfide after leaching in acidic 

solutions. The formation of nonstoichiometric layer (NL) proceeds via the 

removal of metal (e.g. Fe + Ni) from the sulfide structure leave the metal depleted 

zone. A kinetic study of the formation of NL layer on the leaching rate of the 

nickeliferous sulfides could be of significant economic interest.  

4. The α- and β- transitions of pyrrhotite group minerals are well recognized, 

however, the accurate phase curves of the α- and β- transitions of pyrrhotite have 

not been established. Pyrrhotite group minerals experience rearrangements of 

their magnetic moments upon heating. Figure 8.3 shows that the moments flip 

from // c axis of pyrrhotite to ⊥ c during α- transition and experience moment 

disordering during β- transition  (Li and Franzen, 1996). Neutron diffraction 

technique and Mössbauer spectroscopy are recommended to characterize 

magnetic property variations during the kinetic studies. 
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Figure 8.3. The transitions of magnetic moments configuration in FeS during a heating process 

(α-transition at 140oC, β-transition at 315oC). 

5. In this work, anneal-quench technique was used to investigate kinetic behaviors of 

several solid-state reactions in metal sulfide system. However, numerous phase 

transitions in metal sulfide systems are very rapid. This trend becomes more 

significant in high temperature ranges. It is important for further work being 

carried out in-situ in order to study faster solid-state reactions at elevated 

temperatures. 
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