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Abstract

The lunar Cherenkov technique is a promising method to resolve the mystery of the origin of
the highest energy particles in nature, the ultra-high energy (UHE) cosmic rays. By pointing
Earth-based radio-telescopes at the Moon to look for the characteristic nanosecond pulses
of radio-waves produced when a UHE patrticle interacts in the Moon’s outer layers, either
the cosmic rays (CR) themselves, or their elusive counterparts, the UHE neutrinos, may be
detected. The LUNASKA collaboration aims to develop both the theory and practice of
the lunar Cherenkov technique in order to utilise the full sensitivity of the next generation
of giant radio telescope arrays in searching for these extreme particles. My PhD project,
undertaken as part of the collaboration, explores three key aspects of the technique.

In the first three chapters, | describe a Monte Carlo simulation | wrote to model the full
range of lunar Cherenkov experiments. Using the code, | proceed to calculate the aperture
to, and resulting limits on, a UHE neutrino flux from the Parkes lunar Cherenkov exper-
iment, and to highlight a pre-existing discrepancy between existing simulation programs.
An expanded version of the simulation is then used to determine the sensitivity of past and
future lunar Cherenkov experiments to UHE neutrinos, and also the expected event rates for
a range of models of UHE CR production. Limits on the aperture of the Square Kilometre
Array (SKA) to UHE CR are also calculated. The directional dependence of both the in-
stantaneous sensitivity and time-integrated exposure of the aforementioned experiments is
also calculated. Combined, these results point the way towards an optimal way utilisation
of a giant radio-array such as the SKA in detecting UHE particles.

The next section describes my work towards developing accurate parameterisations of
the coherent Cherenkov radiation produced by UHE showers as expected in the lunar re-
golith. | describe a ‘thinning’ algorithm which was implemented into a pre-existing elec-
tromagnetic shower code, and the extensive measures taken to check its veracity. Using
the code, a new parameterisation for radiation from electromagnetic showers is developed,
accurate for the first time up to UHE energies. The existence of secondary peaks in the
radiation spectrum is predicted, and their significance for detection experiments discussed.

Finally, | present the data analysis from three runs of LUNASKA's on-going observa-
tion program at the Australia Telescope Compact Array (ATCA). The unusual nature of
the experiment required both new methods and hardware to be developed, and | focus on
the timing and sensitivity calibrations. The loss of sensitivity from finite-sampling of the
electric field is modelled for the first time. Timing and dispersive constraints are used to
determine that no pulses of lunar origin were detected, and | use my simulation software to
calculate limits on an UHE neutrino flux from the experiment.
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Introduction

1.1 Outline of the Thesis

My PhD Thesis — "Ultra-High Energy Particle Detection with the Lunar Cherenkov Tech-
nique" — deals with three aspects of the ultra-high energy (UHEO eV) particle (cos-

mic ray and neutrino) detection technique known as the lunar Cherenkov technique, in
which Earth-based radio-telescopes are pointed at the Moon to search for the characteristic
short-duration pulses of radio-wave radiation generated by UHE particle interactions in the
Moon'’s outer layers. Loosely, these aspects can be described as simulations of the entire de-
tection process, simulations of UHE particle cascades in particular, and experimental work
at the Australia Telescope Compact Array (ATCA). The work was conducted as part on the
LUNASKA collaboration (Lunar UHE Neutrino Astrophysics with the Square Kilometre
Array), and deals with virtually all aspects of the collaboration’s activities to a greater or
lesser degree.

The Thesis is organised as follows. This chapter is intended to gitieisnt intro-
duction that subsequent chapters — which present my original work — can be understood.
Firstly, | outline the motivation for a project such as LUNASKA, which boils down to the
unknown origin of the highest-energy cosmic rays. | describe the link between cosmic rays
and neutrinos at the highest energies, and the physical mechanism — the ‘Ask@egtn e
— by which they may be detected. The method and history of lunar Cherenkov technique is
described, and its current status and near-future prospects are outlined.

The next three chapters — Chapt2r8, and4 — are each articles (the first two published,
the second submitted) dealing with my simulations of the lunar Cherenkov technique. These
works are all based on extensions of my Honours project, in which the fundamentals of the
simulation were developed. Chapt2ipresents my calculations of the sensitivity of the
Parkes lunar Cherenkov experiment, which was the first to utilise the technique. It is a short
paper, and the limits from the experiment were neither expected nor found to be significant
at the time of publication. Beyond completeness however, it does contain several useful
results. Firstly, that the sensitivity obtained when pointing the antenna at the lunar limb
is very high, and secondly, the paper discusses for the first time an apparent discrepancy

1



2 INTRODUCTION

between pre-existing simulation results. Cha@tesr based upon essentially the same sim-
ulation as in Chapte?, though with some significant modifications. The chapter idess
the simulation techniques used in detail, and calculates the sensitivity of a wide range of
experiments — including a likely model of the SKA, the Square Kilometre Array — to an
isotropic flux of UHE neutrinos. It also, for the first time, analyses fffiecés of observing
over a very broad bandwidth, and also estimates fileets on the sensitivity of the interac-
tion between cosmic rays and large-scale lunar surface features. Importantly, the sensitivity
estimates contained therein indicate that the SKA could be an extremely powerful instru-
ment for UHE cosmic-ray and neutrino detection. Chagteéakes the results on UHE
particle detection from Chapt@&and asks the question: ‘How do we turn UHE patrticle de-
tection into UHE particle astronomy?’. It thus examines the directional-dependence of the
lunar Cherenkov technique, both in terms of the instantaneous sensitivity, and the integrated
exposure over an observation period. The key results indicate to which areas of the sky are
current limits strongest in the 10°° eV energy range, which regions will be accessible in
the near future, and how to choose observations times and the antenna pointing position in
order to maximise the sensitivity to particular regions of the sky.

In Chapter5, | describe a joint investigation between myself and J. Adwavufiz
into the use of ‘thinning’ techniques to extend the energies at which full simulations of
electromagnetic showers are possible into the EeV range, as required to model experiments
such as those described in Chapt2rd. This chapter is also based heavily on an article
— Ref. (18) — in the process of being submitted. However, | am not the gmynauthor,
and thus it only includes sections where | made a significant contribution. Using thinning
techniques, we modify an existing code to allow us to develop updated parameterisations of
the radiation from UHE electromagnetic showers, which for the first time includes a method
to simulate the variation in shower length introduced by LPM fluctuations.

Finally, Chapter6 describes the data analysis for the LUNASKA lunar obsermatio
at the Australia Telescope Compact Array (ATCA). Both because this chapter is the only
one not based on an article, and because it must serve as a record for the rest of the col-
laboration, it is by far the longest chapter of the thesis, despite much of the technical data
being placed in an Appendix. The chapter described our unique experimental set-up, and
the problems of dedispersion, sampling, triggering, sensitivity, and time-alignment are dealt
with in detail. For the first time, thefkacts of dispersion over a broad bandwidth, and the
effects of a non-infinite sampling rate, are dealt with quantitatively. The two key problems,
that of determining the experimental sensitivity, and aligning the times at each of the anten-
nas, are solved with substantial detail, using unique methods developed specifically for this
experiment. A pulse search is described, which eliminates all candidate pulses. My simu-
lation (described mostly in Chapt8) is used to determine the instantaneous aperture and
integrated limit from the experiment, both to an isotropic flux, and to neutrinos originating
from the nearby radio-galaxy Centaurus A and the galactic centre. | find that while the sen-
sitivity to an isotropic flux is not the most limiting over the whole range of neutrino-hunting
experiments, both the instantaneous aperture and limits are the most sensitive of all lunar
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Cherenkov experiments in the3 x 10?? eV range.

Finally, the three Appendices contain respectively a comparison of my simulation re-
sults to those from other experiments, further calculations applicable to Cl3aptat data
tables from the experimental analysis of Chafter

Together, this work represents significant progress towards the stated aims of the LU-
NASKA collaboration, that of developing both the theory and practice of the lunar Cherenkov
technique. Where the results are not conclusive, they highlight key areas for further treat-
ment; where they are conclusive, they provide insight into how a giant radio array such
as the SKA might be utilised in the search for the highest energy neutrinos and cosmic
rays. Most importantly, the results are promising, and suggest that investigations such as
the LUNASKA project should continue.

1.2 Cosmic Rays, Neutrinos, and the Lunar Cherenkov
Technique

The UHECR mystery

In their 2003 report ‘Connecting quarks with the cosmos’, the Turner committee named
"How do cosmic accelerators work and what are they accelerating?" as one of the Eleven
Science Questions for the New Centutyl4). A key motivator behind this was the mystery

of the ultra-high energy (UHEE > 10 eV) cosmic rays (CR): microscopic particles —
thought to be primarily protons and atomic nuclei — with macroscopic energies of ten joules
or more. Impacting the Earth at a rate one per square kilometre per year, the UHE CR are
the highest-energy particles in nature. Their source remains a mystery.

The origin of the UHE CR remains obfuscated because cosmic rays are primarily charged
particles, so that, unlike photons, their paths are bent in the magnetic fields pervading the
universe. While more relativistic particles are deflected less, only recently has an exper-
iment — the Pierre Auger Observatory (PAO) — shown that at the very highest energies
(5.6 101 eV and above) do UHE CR retain some directional informatibn However,
at these very highest energies, the flux of UHE CR is even lower, at approximately 1 per
km? per century. Thus the 3000 KnPAO had less than 30 events from which to extract
information on the arrival direction, and only a correlation with the broad-scale distribution
of galaxies in the nearby universe was observed.

One logical way to proceed is thus to build bigger UHE CR detectors. The proposed
Northern site for the PAO observatory is planned to covef@0 kn? (34) and target UHE
CR above 18 eV, while the EUSO experiment — planned to be installed onboard the In-
ternational Space Station — will have an instantaneous coverage of ord@0Qda?. It
remains to be seen whether improved statistics will be able to pinpoint the source(s) within
this distribution, or whether the deflection is such that this will remain impossible even with
the vastly improved statisticsfered by these planned experiments.
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UHE neutrinos

Another method to determine the origin of the UHE CR are observations of the as-yet
unseen UHE neutrinos. During propagation, cosmic rays will interact with background
radiation fields, for example via pion photoproduction on the CMB&&+ycmer — 7+ +n,
as predicted by Greiserb?) and Zatsepin and Kuzmiril24). Inevitably, the decay of
interaction products will produce neutrinos, for instance— u + v, and subsequently
1 — € +ve+v, (27). Some models of UHE CR production also predict a flux of UHE
v from UHE CR production sites — therefore, some flux of UHIE almost guaranteed to
accompany UHE CR.

Observations of UHEr have been proposedq; 91) as holding the key to the origin
of UHE CR because they are both uncharged and weakly interacting: they will travel in
straight lines, and the source flux will be observed directly. The observed spectrum is
expected to be sensitive to the UHE CR acceleration mechar@§n gnd their arrival
directions could point back to their source. More generally, observations of JJ&uld
open up a new window on the highest-energy astrophysical processes, and the potential
discovery of entirely new phenomena.

The Askaryan Effect

While UHE v observations are very attractive, they are also vefficdit. Though the flux

may be more than an order of magnitude above that for UHE CR, an extremely low inter-
action rate (penetrating of order 200 km of water &°/) means that a massive detector
volume is required. Directly implementing such a volume with (say) scintillating material
— as used to detect cosmic raysecondaries — would be prohibitively expensive, and so
remote detection methods have been proposed. Experiments use either the optical (e.g. Ice-
Cube 33, Nemo (@32, and ANTARES (31)), acoustic (e.g. the AMADEUS sub-array

in ANTARES), andor radio (e.g. RICETL; 72), ANITA (134)) signatures expected to be
produced by the cascades of secondary particles resulting from a primary UHE neutrino
interactions. Of the three, the radio technique is the most attractive at the very highest
energies.

The production of radio emission from UHE patrticle showers is known as the Askaryan
Effect, after G. A. Askaryan who predicted the mechanism in a series of papers in the 1960s
(22). A high-energy patrticle interaction in a non-tenuous med{ile. not in space) will
rapidly evolve into a cascade of numerous secondary particles, so that instantaneously the
shower appears as a ‘pancake’ of particles moving at very closdtie speed of light in a
vacuum — and almost certainly faster than the speed of light in the interaction metium
wheren is the refractive index. This will result in the emission of Cherenkov radiation —
the electromagnetic analogue of a sonic boom — at the characteristic Cherenkoficaagle
cos(1/n) for highly-relativisticv ~ ¢ particles. Askaryan’sféect describes how some of
the secondary patrticles will collide with electrons in the interaction medium, knocking them
into the shower, while positrons in the cascade may annihilate with electrons in the medium.
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particle
trajectory

Figure 1.1: Huygens’ Wavelet illustration of the Cherenkondition.

The gain of electrons and loss of positrons in the cascade causes a charge imbalance, so that
at wavelengths comparable to the instantaneous size of the pancake, the cascade appears as
one large concentration of negative charge. At these wavelengths, the Cherenkov radiation
from each individual charge will add coherently, with radiated power scaling as the square

of the number of excess electrons. In a dense (Oy/cm?®) medium, the instantaneous size

of the shower will be a few tens of cm, so that the coherent part of the radiated spectrum
extends into the GHz (microwave-radio) regime. If the medium is comparatively transparent

to radio waves, this radiation — which manifests itself as a short-duration pulse — can escape
and be detected remotely. Since the electron excess in a high-energy cascade is proportional
to the number of shower particles, which in turn is proportional the primary particle energy,
the power in the coherent Cherenkov radiation scales with the square of the primary energy,
so that very energetic showers produce extremely energetic pulses which can be detected
at large distances. Viewing a dense, radio-transparent medium with a radio antenna thus
allows huge volumes of material to be utilised as UHE patrticle detectors.

1.2.1 Cherenkov radiation
Radiation from a single particle track

Cherenkov radiation can best be understood using a Huygens’ Wavelet diagram such as that
in Fig. 1.1 A charged particle travelling to the left at velocityravels a distancd = vtin

the same time as radiation from its original position trawtfs, wheren is the refractive

index of the material. Provided> c/n, the wavelets add up along a wavefront propagating

at an angl® = cos!(c/vn). Whenv ~ ¢, the angle is the characteristic Cherenkov angle of

the mediumgc = cos1(1/n). Note that the refractive indaxwill in general be frequency-
dependent — unless otherwise noted | use that applicable at radio-frequencies, where it is
approximately constant over the frequency ranges of all experiments considered here.
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Figure 1.2: Cherenkov radiation of electric field strenBilw, X) for a single par-
ticle track, as seen by an observer in the farfield at distance R and&tugtbe z
(particle) axis. The charge varies in generaldg) from an initial positionzy.

A derivation based on Maxwell's equations (see R&8)) leads to the formula for the
radiation electric field strength from a single linear track from a particle of chagieen
in Eq. (L.1), where the geometry is defined in Fig2 The definitive paper on the radiation
produced from a charged-particle shower is that of Zas, Halzen, and Stanev (1299) (
Eg. (1.1) can be made equivalent to Eq. (12) from that work by seffirgcz andt; = 0.

E(xw) = "“—"é—kRéL f sin 6 dzqd/n-cost)z (1.1)
2r R

Though apparently for a simplistic case, Ef}.1j contains most of the essential properties
of Cherenkov radiation from a high-energy cascade. The phase fatgn—cost)zcomes
from the phase from the particle az being advanced bk/n(z — zy) relative to¢g due to
the radiation being emitted later, but retarddd — z;) cosf due to having less distance
to travel. The well-known Cherenkov condition for a particle travelliny at ¢ can be
derived by setting this phase factor/(1- cosf) equal to zero. The linear dependence of
the emission on the frequeney(here | use the angular frequenoy= 2zv) in the coherent
regime is also present. The gidz factor is most usefully interpreted as stating that the
peak field strength at the Cherenkov angle is proportional to the total tracklength as seen
by the observer — the ‘total projected tracklength’. The polarisation is i thairection,
i.e. the radiation is linearly polarised in the particle-tratiserver plane. Finally, the field
strength is proportional to the charggeso the total power radiated goesegs

At higher frequencies and longer tracklengths, the phase factor becomes non-negligible
for smaller deviations away from the Cherenkov angle, and for tracklengths of only a few
wavelengths, the radiation is emitted in a ‘cone’ about an aftgte the particle track. The
cone width decreases with frequency: at very low frequencies where the wavelength compa-
rable to the tracklength, the radiation is almost isotropic (bar the fsictor), while at very
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Figure 1.3: Coherent and incoherent conditions for Chenem&diation, and the
scaling of the power at the Cherenkov angle.

high frequencies (i.e. visible light) where the tracklength might be a near-infinite number of
wavelengths, the emission formg-éunction at the Cherenkov angle. The reduction in field
strength away fronfc due to the changing phase-factor represents destructive interference
along the length of the particle track, and is termed ‘longitudinal decoherence’.

Other results pertaining to Cherenkov radiation are not relevant to a calculation of the
coherent emission from a high-energy cascade. For a derivation of the radiated power per
frequencysolid angle, and other expressions similar to the above formula, refer to/Bef. (
Quantum défects cause Eql(l) to break down when the wavelength becomes comparable
to the particle localisation, so thatas— inf the field strength remains finite. For radiation
from a single patrticle track, the peak power is emitted in the UV part of the spectrum, though
the rising power with frequency causes Cherenkov light (e.g. from radioactive particles in
a nuclear reactor’s coolant water) to appear blue to the human eye. Coherent Cherenkov
radiation however has completelyfidirent éfects governing the peak emission, which is
the subject of the next section.

Coherent Cherenkov radiation from high energy cascades

Coherent Cherenkov radiation occurs when the emission from multiple particle tracks adds
coherently. Intuitively, this will occur when the distance between the tracks is small com-
pared to the wavelength in question. In the case of a high-energy particle cascade, the
relevant distance is the instantaneous size of the shower, which will look like a thin pancake
travelling with velocityv ~ c. As shown in Figl.3, for small wavelengths, the emission is
incoherent, and the power p is proportional to the sum of the square of the charges. For long
wavelengths, the emission is coherent from all the charges, and the power is proportional to
the sum of the charge squared.

The largest instantaneous dimension of a shower is its width, the characteristic size of
which is the Moliere radiu®y;, which is of order 10 cm in media of comparable density to
water. Therefore, in such media, emission can be expected to remain coherent into the GHz



8 INTRODUCTION

regime. The charge excess predicted by Askaryan has since been determined by experiment
and simulation to be of order 10% of the particles in an electromagnetic shower (or 20%
more electrons than positrons), while the number of particles in a 1 EeV shower might
be of order 1&'. The coherent part of the radiation therefore has power proportional to
(10%x 1012 — which is a very big number indeed. It is this quadratic scaling of radiated
power with energy in the coherent regime that suggests that at some appropriately high
energy (which turns out to be around!4a0” eV), the low (radio-microwave) frequency
emission from a particle cascade surpasses the high (optical-UV) frequency emission in
strength.

The coherent Cherenkov emission from a particle cascade has a similar form to that
from a single particle track: the total length of the shower replaces that for a single particle
track, and the excess char@€z) replaces the unit chargg Two new factors are introduced
into the formula, the first being the large increase in peak field strength, which for a shower
of energyEs will appear as a constant factorEs multiplying Eq. (L.1). The constantC will
mostly represent the number of excess electrons per unit enetgy, aftered slightly to
reflect dfects such as some particles travelling with c. The most important term however
is a ‘lateral decoherence factor’, to reflect interference over the width of the shower. This
factor — which is usually expressed as a multiplier to Hqgl)(— must by definition be 1 for
A > Ry, and~ 0 for 1 < Ry, and it provides the high-frequency cut-to the coherent
part of the spectrum.

1.2.2 Interaction phenomenology and the radiated spectrum

Any high-energy particle interacting in a dense medium will initiate a cascade of secon-
daries leading to coherent Cherenkov radiation. There are two types of cascade processes
relevant to high-energy showers in dense media — electromagnetic cascades, and hadronic
cascades. Electromagnetic cascades consigtanfd €*, progressing via bremsstrahlung
(e* — €* +y) and pair productiom( — e* + €7). Hadronic cascades propagate by shower
hadrons interacting with atomic nuclei, and consist primarily of both charged and neutral
pions, and also more exotic hadrons. It is the electromagnetic component which, at MeV
energies, gives rise to the charge excess and results in coherent Cherenkov radiation.
Cosmic rays will always initiate a hadronic cascade. Neutrinos will also, interacting ei-
ther via a ‘neutral current’ (transfer of momentum to a nuclear quark ¥ ar a ‘charged
current’ (transfer of momentum to a nuclear quark vi&/d). In each case the quark will
recoil with high momentum and initiate a hadronic cascade. A charged-current interaction
will also result in a leptonic product corresponding to the neutrino type, which can lose en-
ergy via (for instance) pair-production and bremsstrahlung. Only in the casestffeom
a charged-currenty/ve interaction will this energy loss will be rapid enough to consider the
lepton as initiating a single electromagnetic cascade, rather than a series of widely-spaced
sub-showers of mixed hadronic and electromagnetic type. Therefore only a fraction of UHE
neutrino interactions, and no UHE CR interactions, will begin purely cascades with a 100%
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electromagnetic component (primayywill too, though | do not consider these here), and
even these will coincide with a shower of initial hadronic component.

Depending on the density of the medium and the energy of the partidigsedt mech-
anisms exist to transfer energy from a hadronic cascade into an electromagnetic component.
The most relevant for a dense medium is the decay of neutral pi8ns: y + y. Although
the more numerous charged pions do not decay to produce electromagnetic products, due to
time dilation and a longer lifetime they decay only at much lower energy scales than their
neutral counterparts, so that in each generation more energy in the hadronic component
is converted into an electromagnetic component. For ultra-high energy primaries, most of
the energy ends up in the electromagnetic component, so that the amount of charge excess
from all cosmic-ray and neutrino initiated cascades is expected to be similar for a given
cascade energy. See RdJ) {or a further description of this mechanism. Note that at the
highest energies, both photons and electrons can interact with medium nucleons to intro-
duce a hadronic component into an initially purely electromagnetic shower — however, the
cross-section is uncertain, and | ignore thi®et here.

While all UHE particle interactions are expected to lead to coherent Cherenkov radia-
tion, the distribution of this radiation depends on three key shower properties. Loosely, each
shower can be described as developing inside a ‘box’, with characteristic lengtialth
W, and total excess tracklengih each of which governs key properties of the radiation.
The width of a shower of particles — the Moliere radius —is largely governed by low-energy
processes, since only then is the longitudinal momentum small enough to allow any signif-
icant angular deviation from the direction of the primary particle. Therefore, for a given
medium, the width (and hence high-frequency cfii}-@ almost independent of the nature
and energy of the original particle. A similar argument applies to the excess tracklength,
though here this is proportional to the primary particle energy — both are discussed in more
detail in Chapteb.

It is therefore the shower lengthwhich differentiates the two types of cascades. The
longer the shower, the more significant the longitudinal decoherence term, and the thinner
the width of the Cherenkov cone. Although all showers increase in length with primary
energy, the growth for hadronic showers is approximately logarithmic, since each genera-
tion of particles will develop over a similar distanc®.( For high-energy electromagnetic
showers however, the Landau-Pomeranchuk-Migdal (LPEBat leads to a much more
rapid growth in length with energy78; 80), approximately asVE. The LPM efect occurs
when the formation length for bremsstrahlung photons (there is a sinfiitant éor a pair-
producingy) becomes dticiently long that there is a significant probability of a second
interaction occurring over this length, suppressing the emission. The gt eperates
only at very high energies, though the denser the medium, the lower the energy (the LPM
energy,E| pu, is typically of order 1 PeV in dense media) at which it becomes significant.
Above this energy, the cross-sections for the interactions propagating an electromagnetic
cascade reduces with energy, leading to an extremely long shower. As a result, the width
of the Cherenkov cone for such showers is extremely thin, making them less detectable
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Figure 1.4: Radiated spectrum (arbitrary units) from typi@edronic (solid) and
electromagnetic (dashed) cascades in ice, for primary neutrino energies of (top to
bottom)E, = 10?2, 10?°, and 188 eV, as a function of angle from the shower axis.
Shower energyEs is assumed to be.ZE, for hadronic showers, and8E, for
electromagnetic showers.

than their hadronic counterpartsl{ 123). Fig. 1.4 gives approximate radiation patterns as
afunction of angle from the Cherenkov angle for electromagnetic (dashed) and hadronic
(solid) cascades, using the parameterisations of Alvarez-Maifik (11; 9), with hadronic
shower width extended beyond 1 EeV as per Williarh21).

1.2.3 The lunar Cherenkov technique

Utilising the radio technique requires a large volume of radio-transparent material. The
primary condition for radio-transparency of a medium is dryness, and suitably large vol-
umes of such material exist naturally on Earth. Both salt dorh@$) @nd the permafrost

of the Arctic tundra 84) have been proposed as suitable media. The most useful vainme
Earth however is the Antarctic ice sheet, as utilised by both the RT@Eafd ANITA (50)
experiments.

One of the original media proposed by Askaryan as suitable for the detection method
was the lunar regolith, being composed of the fragmented surface layer of debris from me-
teorite impacts. It is also comparatively radio-transparent, and has a massive volume of
approximately, 400,000 kfr(conservatively) assuming a 10 m depth. Askaryan’s original
idea was to use radio-detectors on the Moon itself, and this idea has not entirelg38ied (
However, the sole technique of current experimental interest was proposed by Dagkesaman-
skii and Zheleznykh37), who suggested using Earth-based radio-telescopes tovelibe
entire visible volume of the regolith at once. Known as the lunar Cherenkov technique,
its advantages are that the detectors — radio-telescopes — already exist, and that the entire
visible volume of the regolith can be observed at once. The disadvantage is that the Moon
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is over one light-second away, resulting in a big hit to sensitivity from i law. Con-
sequently, the technique is best suited to the detection of the very highest energy particles
only, although this is somewhaffeet by the high sensitivity of modern radio telescopes.

Another advantage of the technique is its (theoretical) ability to detect UHE CR also.
UHE showers initiated by UHE CR will generally appear similar to those initiated by UHE
neutrinos, though for Earth-based experiments the atmosphere provides a shield against
the CR. There is no such shield on the Moon, which also provides a challenge — that of
distinguishing between UHE CR and However, since observations of either UHE CR
andor UHE v promise to aid in solving the UHE CR mystery, it should be seen as a positive
that the technique is sensitive to particles of both types.

Experimental history

The first attempt to detect coherent Cherenkov radiation from UHE particle interactions in
the lunar regolith was made at Parkes in New South Wales in 1995 by Hankins &8)al. (
Using the 64 m Parkes radio-antenna, the Moon was observed for approximately 10 hours.
Five 100 MHz (centred at1.5 GHz) data-channels at each of two circular polarisations
were returned to the control room, for a combined area-bandwidth-polarisation product
of 3200 nf GHz. RFI discrimination was basedfdhe expected ionospheric time-delay
between the signals in two 100 MHz sub-bands. However, only two of the ten data channels
could be used in real-time to form a trigger, and then only in coincidence; also, the majority
of the observation time was spent pointing at the lunar centre, since it was not realised at
that time the majority of events would appear to come from the limb of the Moon. Of the
order 300 candidates, all were eliminated as potential events. Nonetheless, the experiment
did show that the expected delay in the ionosphere could be used to discriminate against
terrestrial RFI.

The most well-known lunar Cherenkov experiment was the Goldstone Lunar UHE neu-
trino Experiment, or GLUE47). Run from 2000 to 2003, GLUE utilised two antennas
—of 70 m and a 32 m diameter — at NASA's Goldstone Deep Space Tracking Station in
California. Each antenna had an approximate bandwidth of 150 MH2 &2z at a single
polarisation (RCP), each of which was generally split into two 75 MHz bands. Also, the
70 m antenna returned a 40 MHz LCP band, and a global trigger required a five-fold coinci-
dence over all bands. Three observing modes were used, which are fairly self-explanatory:
limb, centre, and half-limb. For the latter two modes, the 70 m antenna was defocused so
that its beam matched that of the 34 m antenna. Over 100 hours of raw observation time
was accumulated - much of it on the limb — with the separation between the two antennas
used to rule out terrestrial RFI. Again, no events were positively identified. Importantly,
simulations were used to determine tlieetive aperture of the experiment to UbtEand
the resulting limit was used to place constraints on some of the more optimistic models of
UHE CR and neutrino production.

Simultaneously with GLUE, a Russian group used the 64 m antenna at Kalyazin in an
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ongoing observing program, approximately 30 hours of which were reported by Beresnyak
et al. (26) in 2006. Like Parkes, observation bands at multiple freqiesnwere used to
eliminate RFI, with the main detector bandwidth being 128 MHz21@2Hz. All the obser-

vation time was spent pointing at the limb, and again, no candidates passed all acceptance
criteria.

This was the status of experiments at the beginning of my PhD in 2005. Since then, the
LUNASKA collaboration has made observations at the ATCA (Australia Telescope Com-
pact Array) 61), and a group have begun an experiment (‘NuMoon’) using l@gtdency
observations at the WSRT (Westerbork Synthesis Radio Telescope) in the Netherlands
(203). Neither have detected plausible candidate pulses, gththe experimental sen-
sitivities are ahead of the aforementioned experiments. Proposals for further observations
with both are in the pipeline, while there has also been interest in using three antennas at
the NRAO Green Bank observatory4); the (currently) decommissioned 25 m antenna
at Stockert 65); the Low Frequency Array, or LOFARLQ4); and with Australia’'s SKA
pathfinder, ASKAP §4). The ultimate goal for all these collaborations will be tdisg the
Square Kilometre Array, even though this is the stated goal of our (LUNASKA) collabora-
tion only.

The Square Kilometre Array and LUNASKA

The Square Kilometre Array (SKA) is a giant radio-array to be built in either Southern
Africa or Western Australia beginning around 2015. The name derives from the total
planned collecting area of 1 Kingiving it a sensitivity (collecting area over system tem-
perature) of ten times that of the800 m dish at Arecibo. The planned frequency range is
from 70 MHz up to at least 5 GHz (and possibly up to 40 GHz), with a large instantaneous
bandwidth. For more information, see the project wehgite skatelescope.org. Sufice

to say that in the forseeable future, the SKA will be the ultimate instrument for a wide range
of radio-astronomy, including the lunar Cherenkov technique.

The LUNASKA project (Lunar UHE Neutrino Astrophysics with the SKA) is, in the
words of R. J. Protheroe, “a theoretical and experimental project for UHE neutrino astro-
physics using a giant radio observatory". The goal is to develop the theory and practice
of the lunar Cherenkov technique in order to enable an instrument such as the SKA to be
used at its full potential for UHE particle searches. The LUNASKA methodology was to
develop simulations to determine the ideal configuration of cyftdate experiments and
the sensitivity of past ones, while using the Australia Telescope Compact Array (ATCA) as
a test-bed for a much larger array such as the SKA. My original role in the project was only
on simulation development, however eventually | became very involved in the experimental
side also. It is my hope therefore that the work contained in this thesis has gone some way
towards realising ultra-high energy particle astronomy with the SKA.
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Abstract

The first search for ultra-high energy (UHE) neutrinos using a radio telescope was con-
ducted by Hankins, Ekers & O’Sullivarb8). This was a search for nanosecond duration
radio Cherenkov pulses from ultra-high energy (UHE) neutrino interactions in the lunar
regolith, and was made using a broad-bandwidth receiver fitted to the Parkes radio tele-
scope, Australia. At the time, no simulations were available to calculate the experimental
sensitivity and hence convert the null result into a neutrino flux limit.

Proposed future experiments include the use of broad-bandwidth receivers, making the
sensitivity achieved by the Parkes experiment highly relevant to the future prospects of
this field. We have therefore calculated theeetive aperture for the Parkes experiment
and found that when pointing at the lunar limb, thEeetive aperture at all neutrino ener-
gies was superior to single-antenna, narrow-bandwidth experiments, and that the detection
threshold was comparable to that of the double-antenna experiment at Goldstone. However,
because only a small fraction of the observing time was spent pointing the limb, the Parkes
experiment places only comparatively weak limits on the UHE neutrino flux. Futioese
should use multiple telescopes and broad-bandwidth receivers.

Keywords:neutrinos — instrumentation: detectors — telescopes.
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The sensitivity of the next generation of lunar Cherenkov observations to UHE
neutrinos and cosmic rays

C.W. Jamek R.J. Prothercge
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Abstract

We present simulation results for the detection of ultra-high energy (UHE) cosmic ray
(CR) and neutrino interactions in the Moon by radio-telescopes. We simulate the expected
radio signal at Earth from such interactions, expanding on previous work to include interac-
tions in the sub-regolith layer for single dish and multiple telescope systems. For previous
experiments at Parkes, Goldstone (GLUE), and Kalyazin we recalculate the sensitivity to an
isotropic flux of UHE neutrinos. We find the published sesitivity for the GLUE experiment
to be too high (too optimistic) by an order of magnitude, and consequently the GLUE limit
to be too low by an order of magnitude. Our predicted sensitivity for future experiments
using the Australia Telescope Compact Array (ATCA) and the Australian SKA Pathfinder
(ASKAP) indicate these instruments will be able to detect the more optimistic UHE neu-
trino flux predictions, while the Square Kilometre Array (SKA) will also be sensitive to all
bar one prediction of a ffuse ‘cosmogenic’, or ‘GZK’, neutrino flux.

Outstanding theoretical uncertainties at both high-frequency and low-frequency limits
currently prevent a reliable estimate of the sensitivity of the lunar Cherenkov technique for
UHE cosmic ray (CR) astronomy. Here, we place limits on ftifieots of large-scale surface
roughness on UHE CR detection, and find that when near-surface ‘formation-ftewse
are ignored, the proposed SKA low-frequency aperture array could detect CR events above
56 EeV at a rate between 15 and 40 times that of the current Pierre Auger Observatory.
Should further work indicate that formation-zonffeets have little impact on UHE CR
sensitivity, observations of the Moon with the SKA would allow directional analysis of UHE
cosmic rays, and investigation of correlations with putative cosmic ray source populations,
to be conducted with very high statistics.
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lunar Cherenkov technique, UHE neutrino flux limits
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The Directional Dependence of Apertures, Limits and Sensitivity of the Lunar
Cherenkov Technique to a UHE Neutrino Flux

C.W. Jamek R.J. Prothercge
Department of Physics, The University of Adelaide, Adelaide, SA 5005, Australia

Abstract

We use computer simulations to obtain the directional-dependence of the lunar Cherenkov
technique for ultra-high energy (UHE) neutrino detection. We calculate the instantaneous
effective area of past lunar Cherenkov experiments at Parkes, Goldstone (GLUE), and
Kalyazin, as a function of neutrino arrival direction, finding that the potential sensitivity
to a point source of UHE neutrinos for these experiments was as much as thirty times that
to an isotropic flux, depending on the beam pointing-position and incident neutrino energy.
Convolving our results with the known lunar positions during the Parkes and Goldstone
experiments allows us to calculate an exposure map, and hence the directional-dependence
of the combined limit imposed by these experiments. In thé-1073 eV range, we find
parts of the sky where the GLUE limit likely still dominates, and areas where none of the
limits from either Parkes, GLUE, or experiments such as ANITA or FORTE are likely to be
significant. Hence a large anisotropic flux of UHE neutrinos from these regions is not yet
excluded.

We also determine the directional dependence of the aperture of future planned experi-
ments with ATCA, ASKAP and the SKA to a UHE neutrino flux, and calculate the potential
annual exposure to astronomical objects as a function of angular distance from the lunar tra-
jectory through celestial coordinates. We find that the potential exposure of all experiments
at 1¢° eV and below, integrated over a calendar year, is flat out 5° from the lu-
nar trajectory and then drops$taapidly. The region of greater sensitivity includes much
of the Supergalactic Plane, including M87 and Cen A, as well as the Galactic Centre. At
higher energies this high-sensitivity region becomes broader, and we find that the potential
exposure of the SKA at 2 eV and above is almost uniform over celestial coordinates.
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5.1 Introduction

Assessing the viability of UHE neutrino detection experitsaelies upon accurate simula-
tions of the hadronic and electromagnetic showers prodbgegrious mechanisms from
the initial interaction, and the coherent Cherenkov raaliaproduced at cm-m scales. Be-
cause the number of particles grows linearly with the endtdlysimulations (where every
particle is tracked in three spatial and one time dimensidrghowers become computa-
tionally prohibitive at energies above *QeV, whereas fluxes of UHE particles have been
predicted up to 1# eV. Future simulations, which may take into account tramsitadi-
ation arising from partially developed showers, /mndhe near-field roughnesstects of
transmission through the lunar—vacuum interface, wilydntrease the time required for
any given shower energy. This motivates a search for a methsipeed up such codes.

This chapter deals with a joint investigation by myself andlarez-Mufiiz of the Uni-
versity of Santiago de Compostela (USC), Spain, into theofi@nning algorithms to en-
able a faster computation of purely electromagnetic shewésing the thinning technique,
only a fraction of particles are followed by a simulationtlwihe remainder having an in-
creased statistical weighting in the calculations to camspé&e. By reducing the number of
particles which must be tracked, the computing time reguioe calculations of Cherenkov
radiation — or indeed any other calculation — is decreaseada result of this investigation,
a dual-threshold thinning algorithm — optimised for thecoddtion of both the frequency-
and angular-distribution of Cherenkov radiation — was ted and implemented in the
purely electromagnetic ZHS (Zas, Halzen, Stanev — see R23))(code. Using this algo-
rithm, we analysed the structure of radio-emission from WHetromagnetic showers, and
developed new parameterisations for the radiationfiieint media, accurate to eV —
six orders of magnitude higher than those previously atde

The results of this work — titled "Thinned simulations ofrexbely energetic showers in
dense media for radio applications" by J. Alvarez-Mufiz\WWC James, R. J. Protheroe, and
E. Zas — have been submitted as a papékdiwoparticle PhysicsSince my contribution is
not a majority of the paper, it would be inappropriate to uile the whole as a stand-alone
chapter in this thesis. Rather, | have included segmentswinére | feel my contribution
was stificient to warrant this - this is noted in the relevant sectidigsires, and tables. For
further information, please see the declaration by myseifmy co-authors at the start of
this chapter.

The following section — Se&.2— introduces the ZHS code and outlines UHE shower
phenomenology. Sectidh3describes the thinning method, specifies its implememtatio
the ZHS code, and presents a formalism to quantify ffects of thinning. Sectiob.4is
taken from the aforementioned paper R&B)( and describes my method of optimising the
thinning parameters. Appended to the section are furthiilslevhich did not make the
paper, but are nonetheless useful in aiding the undersiguadithinning behaviour. Section
5.5is also taken from the aforementioned paper, and presentma@del parameterisation,
fitting results, and discussion thereof, although the fittaldies themselves (which were



80 |MPLEMENTATION OF A THINNING ALGORITHM IN THE ZHS CopE

B =
— > o -
(\J (\J B (\]
——N———j;\/\(‘d c
B N
B K*J'C

Below Threshold

oy

Figure 5.1: Diagram illustrating the ftierence between the subdivision of tracks
under approximations A, B, and C in the ZHS code.

generated by my co-author) are left for the submitted worlefoB: the obligatory con-
clusion, Secbh.6 discusses qualitatively thefects of significant secondary peaks in the
radiated spectrum, which for the first time can be simulatedu code.

5.2 Preliminaries

5.2.1 The ZHS code

ZHS is an electromagnetic code developed by Zas, HalzerStamev 123) specifically for
calculating the far-field coherent Cherenkov radiatiomfra high-energy electromagnetic
shower. The code takes an initial electron, positrony photon, and follows it and any
subsequent secondaries down to energies at which they ckomger produce (or in the
case ofy, no longer give sfiicient energy to electrons in the medium to produce) Cherenko
radiation. The code runs in a uniform medium — originallyyoicke — and calculates the far-
field radiation pattern as a function of a user-defined gridngle-frequency space.

The goal of the code is to generate linear charged-partiatks to pass to the routine
empsuM, Which then calculates that track’s contribution. Exattbyv the code subdivides
the tracks therefore influences the final calculation of théted radiation, with finer sub-
divisions being valid to higher frequencies. Three methedgproximations A, B and C
— have been implemented in the code, and are illustratedgnSEL  In approximation
A, a particle track is defined between the points when thagarenters the shower — is
created, knocked from the surrounding medium, or is ingeet®the primary particle —to
when it leaves — either falling below the Cherenkov thredtoslannihilating. Approxima-
tion B divides the tracks as being between every ‘significat¢raction — that is, between
interactions which are modelled as being discrete by the,cadd which typically add
new particles to the shower. Under approximation Cgth@sum routine is called at every
step in the multiple-scattering routine, so that low-eggygrticles may have thousands of
tracks. Because th@mpsum routine typically dominates the time taken to run thauka-
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tion, the times taken to run the simulation are in the rat®30 for approximations A:B:C.
For a comparison of the accuracies of the three methods, Isaeca-Mufiizet al. (2000)
(13); to summarise, in ice, a spectrum generated under appatiximA is identical to one
generated under B or C until 500 MHz, and one from B is idehtigane from C up to
5 GHz, above which only approximation C gives accurate tesul

5.2.2 Electromagnetic shower phenomenology

The minimum electron kinetic energy required to producer@iv radiation in ‘normal’
media 6 ~ 2, e.g. ice, the regolith, and salt) is of the order of 100 ks&)/that the code
must trace particles down to an energyf E = mc& + 100 keV:~ 600 keV fore*, and
~ 100 keV fory. Interesting primary particle energies range into the hedsl of EeV,
unsurprisingly the interaction phenomenology changesifsigntly over this range, and it
is worthwhile briefly discussing how the phenomenology desnwith energy.

Firstly, the ‘normal’ regime, in which Heitler's toy model shower development36))
can successfully explain many properties. Here, the damhiraiation process for elec-
trons is bremsstrahlung, while forit is pair-production; the energy-loss distance — the
‘radiation length’, yo — of the former approximately equals the interaction lerfgththe
latter, and these distances are approximately constantemirgy, so that the total shower
length increases logarithmically with primary energy. $&sto the medium in this regime
are small, so hence energy conservation dictates that théetuof particles of energl
grows asE~L. The shower profile (number of particles vs. shower depth)beadescribed
well using Greisen’s parameterisatio®d), Also, the charge is balanced.

The lower limit to this regime is given by the ‘critical engirgE.i;, often defined as
the energy below which the ionisation energy-loss rate liteons is greater than that for
bremsstrahlung (see Refl9) for a discussion of the various definitions of and approxi-
mations toEgt). Loosely, belowEi — typically O~50 MeV for media considered here
— dfects such as Compton, Moeller, and Bhabha scattering (whespectively,y, €,
ande" knock a medium-electron into the shower), and electroneosannihilation, be-
come important. It is in this energy regime that the chargeess which produces coherent
Cherenkov radiation develops.

At energies of a few MeV, interactions producing secondaviith energy above the
Cherenkov threshold become scarce, so for simulation gespthe shower ceases to grow.
Particle tracks in this regime tend to be strongfieated by multiple-scattering from atoms
in the medium, sometimes causing patrticles to travel baksvaThis regime is still im-
portant though, since the charge-excess has already gedegland the number of particles
is large, so that while individual tracks are typically shane total contribution to excess
tracklength is significant.

The high-energy limit to Heitler's model is determined by thandau-Pomeranchuk-
Migdal (LPM) Effect (73; 80). For ane* of energyE near the characteristic ener§ypwm
(typically a few hundred TeV to a couple of PeV), the formatiength for low-energy
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bremsstrahlung photons becomes large enough that thehiglk probability that the emit-
ting particle will undergo a significant perturbation oviee formation-length of the radia-
tion, thereby suppressing the emission. Here, a ‘signifisarturbation’ is typically one (or
many) multiple scatterings which deviate the particle byaagle of order Ly, = mp/Ep
(67). A similar efect occurs for pair-production by high-energyAt energies much higher
than E_py, effectively all emissiory pair-production is suppressed, with the cross-section
decreasing aB~%°. The result is both that the shower length increases rapiitlyprimary
energy, and that the profile becomes ‘lumpy’, being compadeaglatively isolated sub-
showers. It is this LPM-elongation which causes the veryavawidth of the Cherenkov
cone from the highest-energy electromagnetic showers.

The very highest energy regime cannot be modelled by the Zd8.cWith a rapidly-
dropping pair-production cross-section with energy duthtoLPM-dfect, eventually the
photon-nucleon photohadronic cross-section (and aldes$isewell-known electron-nucleon
photohadronic cross-section) will become important, aniiibily purely-electromagnetic
showers will have a significant hadronic component. For npostlictions of the cross-
sections — Ref.98) — this is expected to occur for photon energies arourid &0, or ap-
proximatelye* energies of about 8 eV, so that above this energy, ZHS-based simulations
of UHE electromagnetic cascades will become unrealistic.

5.3 Thinning Electromagnetic Showers

5.3.1 Thinning basics

The basic idea of thinning (also known as ‘thin samplingirsple - track fewer particles,
while assigning those kept a statistical weighting to conspée for the lost particles. Each
time a particle interacts to produce multiple secondaidedy a representative sample of
the secondaries are followed to save computing time, biit avitincreased weight to com-
pensate for the missing particles. Thus the thinning dlgariis called at each vertex in a
simulation code (whereviesum is called under approximation B).

A thinning algorithm is defined by how it chooses which pédesco keep and which to
ignore, and what weights to give the remaining particlese @oice should befiectively
random to ensure an unbiased selection, so that for a gémeralctionA — B+C+D+.. .,
particle B (and similarly forC, D etc.) is followed with probabilitypg and weightWg =
wgWa, wherews is called the ‘weight increase’. For an unthinned showenettoee, particle
P hasWp = wp = pp = 1 always.

The goal is to minimise both computing time and artificiali@aon — that is, to get
quick and accurate results. Except perhaps in very unusweaintstances, any acceptable
thinning algorithm should obey conservation of particlenter, i.e.wp = 1/pp. This
ensures that basic properties like energy, momentum et@atdeast statistically conserved,
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e.g. as demonstrated below for partiélavith energyEa:

< Efinas > = <WgEg >+ <WcEc > +... (5.1)
= pgWgEg + pcWcEc +... (5.2)
= pgWsWAEg + pcWcWaAEC + ... (5.3)
= WaEg + WaEC + ... (5.4)
= WaEa (5.5)
= Einitial (5.6)

where < f(xX)> denotes the expectation value of a random quarftitand we assume for
now thatEg + Ec +- - - = Ea. From here on therefore, we only consider thinning algorih
wherewp = 1/ pp always.

While statistical conservation of energy can be assuredetjngwp = 1/pp, it is
possible to do even better than this by the following choicerobabilitiegweights:

pe = Eg/Ea (5.7)

and choosing to follow one @&,C,D... only. Eq. 6.7) is so useful because energy is con-
served explicitly at each vertex, not just statistically,shown below, assuming arbitrarily
thatB is chosen:

Efina = WasEsp (5.8)
= pg'WaEs (5.9)
= WiEa. (5.10)

Some procedure must also be devised to determine when amdneteéo thin, since ap-
plying the above (or any) thinning algorithm over the entife of a shower will produce
very variable results, since only one particle will ever tacked. Hillas $6) used thin-
ning thresholds based on particle energy: if an interadibak place below some critical
energyEwin, it was thinned; otherwise, it was not. This is known as @Hglel thinning.
More commonly, it is usual to proceed as Kob@®), and define two thinning thresholds,
Emin and Emax, SO that the thinning algorithm only gets called if the iaion energy
lies betweerEmin andEmax. SettingEmin = Emreshrecovers the original Hillas algorithm.
The main advantage of a two-level algorithm is that it alldiws weights to be limited,
so that the greatest weight that any given particle can mligajiven by the thinning level
fL = Emax/Emin, thus preventing undue statistical fluctuations.

5.3.2 Thinning and ZHS

While thinning techniques have been successfully apptiddgh-energy air-shower simu-
lations 66; 69; 44), we expect the calculation of coherent Cherenkov radidtiarequire a
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new optimisation. Note that all electromagnetic intei@wsiin ZHS can be characterised as
A — B+C (only two interaction products), which greatly simplifies/ahinning algorithm.
Since the charge-excess is produced at low energies, andshidavaccurately model the
effects of LPM elongation abovel00 TeV, using a two-threshold algorithm makes intuitive
sense. The goal will be to optimise the paramekggg, andEnin as (in general) a function
of shower energy and the interaction medium. But first, sonbdeties.

Thinning and approximation A

Approximation A defines a ‘track’ as being from the point wiagparticle enters the shower
to when it leaves. If the particle is an electron or positibwjll generally undergo multiple
significant interactions during this time, so that if thetjude is kept, the weight will change
over this tracklength. When the particle leaves the showdrits track is passed to the
Cherenkov algorithnempsum, the final weight will be (incorrectly) applied to thatiee
track. Fig.5.2 demonstrates this in the case of a simple ‘doubling’ showdere each
particle interacts after a uniform distance to produce wemtical secondaries. Th&ect
of thinning under approximation A is an obvious artificiatiease in theféective number
of tracks. Note that this also cannot be corrected for by gleme-weighting by a factor
of (in this case) 3241, since both the centre and width of the shower have chaingeded
left and increased, respectively). Assuming the trackaeth generation are at positions 0,
1, 2, 3 and 4, the centre under Approx. A has shifted frob6 3o 286, while the standard
deviation about the centre has increased from approxignatélto 12, i.e. the shower is
thinner by 10%.

To test this model, a simple single-threshold thinning atgom was implemented in
the code, with the simulated spectra at the Cherenkov amgfieq in Fig.5.3. Evidently,
as thinning level increases (athi, decreases for a given thinning level), the simulated
strength increases significantly. Therefore we concludédpproximation®8 andC only
are appropriate for a thinning implementation. As the tialeeh for approximatiol€ is so
much longer with a gain in accuracy only at the highest fraqigs (where no experiments
plan to observe anyway), we only considered thinning ungdpraimation B.

Threshold-crossing interactions

Itis not possible to use both a well-defined thinning thrédlhad explicitly conserve energy
at each vertex as per E&.7). Consider the casé — B+ C whereEa > Eg > Emax > Ec.
Applying Eq. 6.7) would result in a particle with enerdys > Emax being either discarded
or having it's weight increased; also, the weightHy, if it is followed, could exceed the
weight limit. However, not applying Eq5(7) would result in an infficient algorithm with
many more low-energy particlés being tracked, possibly giving a bias to those resulting
from high-energy interactions. Here, we present and aedlys solutions to this problem.
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No Thinning Approx A Approx B

w=1l ! w=1 ! w=1l!w=1l w=1 w=1l | w=1,| w=1l, w=2! w=4 w=1l | w=1l' w=1l, w=2' w=4

1+ 2 + 4 +8+ 16 =31 2 +4 + 8 +12 +16 =42 1 +2 + 4 + 8 +16 =31

decr easi ng ener gy decr easi ng ener gy decr easi ng ener gy

'n’ = new particle selected: weights of prior tracks unaffected
0" = old particle selected: weights of prior tracks updated

* mean val ues

Figure 5.2: A simple 'doubling’ shower under#irent thinning methods and thin-
ning thresholEyin (energy is decreasing from left to right). The unthinnedigro
(left) gives the correct number of tracks as 31. Thinningasrapproximation B
(right) reproduces this number correctly, since the waiglsmpensate for the re-
duced particle numbers at low energies. Thinning underceqipiation A (centre),
however, artificially increases the weighting of previotacks whenever the old
(‘0" particle is followed, since the new weighting is apgali to previous tracks.
Here this is assumed to occur with 50% probability, so thattttal number of
tracks is overestimated at, on average, 42.

One possible thinning algorithm, referred to in our papethas‘alternative’ routine
though also dubbed ‘exclusive thinning’ since interactioemain unthinned unless all their
particles lie inside the thinning thresholds, is definedadlews:

1. IF Emax> Ea, Eg, Ec > Emin, chooseoneof B or C with pgic] = Egic)/Ea.
2. ELSE do not thin.

The standard procedure however is to maintain the nice mmiranf the weights with parti-
cle energy at the expense of explicit energy conservatioomHmere-on called the ‘standard
algorithm’, it treats both thinning thresholds in the sananmer as Hillas’s treatment of the
single threshold in his well-known algorithrb) — that is, by only thinning fi the energy
‘within’ the thinning regime:

1. IF Emax> Ea, Eg, Ec > Enin, chooseoneof B or C with pg = Eg/Ea,
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Figure 5.3: Radiated spectrum at the Cherenkov angle eadzlifor 100 GeV
showers thinned under Approximation A for three combinaiof thinning pa-
rameters (five showers simulated for each combination).

2. ELSE IF Ea, Eg, Ec > Emax OREa, Eg, Ec < Emax do not thin,

3. ELSE choose either, none or both B anth@ependentlywith probability of retain-
ing particleP given by:

1 if  Ep> Emax

Ep/Emax if  Ea> Emax> Ep > Emin,
Emin/Ea if  Emax> Ea > Emin > Ep,
Emin/Emax if  Ea > Emax Emin > Ep.

pp

It is only in ‘threshold-crossing’ interactions (case 3)est the two algorithms ter,
but it is an important one. Energy cannot be conserved etplio the standard routine
since for such threshold-crossing interactions the testethin B and C are necessarily
independent. However, a quick inspection will show thatwhgght of a particle will be
completely determined by its energy as per BqL)):

Wp = max(1 min(f., Emax/Ep)). (5.11)

In the case of the alternative routine this imposes only greufimit on the weight. We
initially considered both routines.
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The base thinning energy

The above discussion of energy conservation avoids a basgtign: which energy do we
want to conserve? The ZHS simulation workBthe total (kinetic plus rest mass) energy,
and at first this seems like the obvious answer. But therevasdrportant reasons why
not to use the total energy of massive particles in determinimdpailities and weights.
The first is that it is generally the kinetic energy of the jmd&s which is the energy avail-
able to produce observable results — this is especially dfue relativistic process such
as Cherenkov radiation. The second is in fact to ensure grengservation in Moeller,
Bhabha and Compton scatterings, in which electrons frormébdium are knocked into the
shower. Including rest-mass energy means that the finafjgiigy + Ec is greater than the
initial energyEa by the 511 keV rest-mass energy of the knock-on electronlevihé ki-
netic component is conserved. Admittedly, this logic doatsfollow for a shower-positron
annihilating with a medium-electron, where the rest massiwerted into ‘useful’ energy,
since they-ray products can Compton-scatter medium-electron irgskiower with energy
above the Cherenkov threshold. Howeegr,e~ annihilation contributes only of order 10%
to the charge exces4Z3), and does so only for positrons at low energies — for which a
thinning base energy excluding the rest mass is preferalyteoa.

5.3.3 Definitions and approximations

In the following | take time to define some basic relationsahhaid in understanding the
behaviour of the ZHS code with a thinning algorithm impleneeln Throughout, a super-
script of ‘0’ indicates the properties of an unthinned shoaed an implicit dependence
on Ep, while any quantity with athin’ superscript indicates it applies to a thinned shower
with an implicit dependence dgy, f, andEnqin. Note also that in general | use the §&t,
Emin} to describe a choice of thinning parameters rather thanghisaent{Enyax = fL Emin,
Emin}, for reasons which will become obvious later.

Number of particles in the shower

The behaviour of thinning — time saved, amount of artificiafiation etc — can be mostly
explained with the simple model of electromagnetic shovdeselopment used by Hillas
(56) and illustrated in Fig5.2 Note that in this model, the ratio of particles at any given
instantne-:ne+:n,, is maintained at 1:1:1 throughout, though at low energieexect the
charge excesse- > ng-. This process stops once the particles reach some critiesd)y
Ecs Where continuous energy-loss mechanisms (ionisatiore®ssominate, so that the
total number of particledl, in an unthinned shower of primary energy is given by:

NO

0 1+2+4+-+Eo/Exs (5.12)

ZEO/ECtS - 1. (5-13)
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In reality E¢s is not be a well-defined physical boundary below which noréigcinterac-
tions take place, but rather a characteristic energy belbighwery few new particles are
added. However, counting the total number of particles imailated shower is easy, so
that E¢s is most usefully defined as per E§.14) by approximately inverting Eq5(13):

Eo

E —. 5.14
cts 2N8 ( )

Note that a post-bremsstrahlugfjis counted as a new particle. Aldgys will generally be
less tharEgi;, since many electrons are knocked into the shower belowetigsgy, while
Ecis must be at lowest equal Bnresh Since particles belovEyesy are either not counted
or treated as continuous losses. Running simulationsateticthat for iceEs ~ 915 keV.
The low value is largely due to the number of very low-energgdk-on electrons, since
these outnumber all other particles; usm&: 3Ne+ (as in Hillas’s toy model) giveEs ~
2.25 MeV.

Number of particles in a thinned shower

First let me make a distinction in the notation: a lower-caseadenotes the number of
particlegparticle tracks (in Approximation B the two are equivalesitpparticular energy,
while an upper-case ‘N’ denotes the total number of padigiesome energy range. With
this defined, | proceed:

Thinning at energies abovg.s will reduce the number of particles in the shower, with
the total number of particlelSi})hin given by separate contributions from each of three energy
regimes:

N})hin = NEO>E>Ema>< + NEmax>E>Emin + NEmin>E>Ects (515)
N1 + Nz + Ns. (5.16)

Note thatN, and N3z will be dependent on the thinning method — the following d&sion
applies to the standard algorithm only. For the alternatinathod, it may be possible to
defineEf .« < EmaxandE_ ;. > Emin Where the following relations approximately hold —
however, | do not investigate this explicitly.

The contributionN; from the pre-thinning (high-energy) part of the shower caresti-

mated trivially as:
N1 = 2Eg/Emax—1 (5.17)

since the high-energy component develops exactly like d@hninmed shower witheqs re-
placed byEmax The contributiorNs from the post-thinning (low-energy) part of the shower
is similarly trivial: n3 = Eo/Emax particles are ‘injected’ into this regime with individuai-e
ergiesE = Emin, €ach of which subsequently develops a sub-shower oventrgyerange
{Emin, Ects}- The only complexity is that the particles appearingat, must themselves be
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excluded, since these are counted\in or N1 for the unthinned case. Therefdxg is given
by Eq. 6.18):

Eo Emin
N3 = E (2 Eoe 2). (5.18)
The contributionN, from the thinning regime is more complex to calculateNjf= gxno,
wheren, (~ Eg/Emay) is the (constant) number of particles in the thinning resyimndg,
is the mean number of interactions after which a followedigler of initial energyEmax
has energ\Emin, then in the simplest case 8f — B + C whereEg = Ec = 0.5E5 we find
02 = log,(fL) and hence get:

Eo

Emax’

N2 = logy(fi) (5.19)

In general howevelkg # Ec; the thinning routine will be likely to keep the more eneiget
product, and the number of interactions in the thinningmegwill be increased; thus we
expectgy > log,(f ). If the mean energy fraction of a followed particleyiswe find it
useful to defingg = 1/y, so thatg, = log,(fL), and hence:

Eo

Emax’

N, = logq(fL) (5.20)

Observe that k q < 2, where the minimum off = 1 arises from one secondary always
containing all the primary energy. In this (obviously urigi&) case, the energetic sec-
ondary will always be followed, the shower will not be reddida energy, and hence it
will have an infinite number of tracks. The maximumap£ 2 occurs for the equipartition
(Eg = Ec) assumption above, while for a flat energy distribution & $econdaries, it can
be shown that] = +/e. The actual value ofj thus depends on the distribution of product
energy-fractions and so will be energy-dependent.

Combined, Eqsb.17, 5.18 and5.20 give the total number of particles in a thinned
showerNI"™" as:
E0 Emin

Nthin - — 2= 1 log,(f —1). 5.21
P Emax Ects gq( L) ( )

ProvidedEnin > Ecs andor logy(fi) is small,N"" can be approximated as:

EO Emin

Niin o 2 5.22
P Emax Ects ( )
NO
P (5.23)
fL

That is, the total number of particles is approximately by a factorf. .
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Time-saving and efficiency

The goal of thinning is to save calculation time, which is @pgmately proportional to
the number of particle tracks. We define the ratio of tinfedf as f;, where ¢ (t"'") is
the actual time taken to run an unthinned (thinned) simutatit some energy. Since the
time taken will be platform-dependent, a more useful (argilymeasured) quantity is the
ratio Ng/Ng‘i”, defined here a$§,. Almost every aspect of the simulation code takes time
proportional toNp, and we always use the proXy ~ f;, which should be accurate to a
good degree of accuracy. From E§.43), we also expecf, ~ f,, and hence the time
saved should be proportional to the thinning lefel

The actual time reduction factdy will likely be greater than the expectation valfie
for several reasons. Most obviously, if the dropped lobarit term in Eq. $.21) becomes
significant, more tracks will be generated thfy/f_. Also, for the alternative thinning
algorithm, interactions spanning the thinning boundasidisot be thinned, so theftective
thinning levelf; will be less thanf. Finally, any continuous energy-losses in the thinning
regime will reduce the féective thinning level, since thinning can only act on sigrifit
interactions.

To measure thefiects of all of deviations from the simplified model above, ¢fie
ciencyé is defined as the ratio between the actual and expected tihetien factors as

per Eq. 6.24):

fn_l
£ = 77 (5.24)

This definition, rather tha# = f,/f_, was chosen so that ff, = 1 (no time reduction) and
fL # 1, we find¢ = 0; also, this measure is sensitive at small value of

Measures of variability

It is important to understand and clearly define thedéent sources of variability associ-
ated with thinned HE showers, and their measurement. Inrgeneo types of variability
are discussed: the intrinsic random variation betweew githulated (‘real’) showers, and
the artificial variation introduced by thinning. The firstdefined as the mean variation
between an ensemble of initially identical showers, witile second is the expected dif-
ference between a thinned shower and it's otherwise-id&@ntinthinned (real) counterpart.
Mathematically, | use the largely-intuitive definitionssdebed below.

For Nshwr independent, unthinned showers, each simultaneouslgetifsee Se&.4)
Nwin times, X; j is defined as the estimate of a parametdérom the j simultaneous thin-
ning of thei® shower, and the estimate ¥ffrom thei" unthinned shower is denote(f.
Note that the only dference between the simultaneously thinned shoyésa giveni is
randomisation within the thinning algorithm — outside taigorithm, the showers are iden-
tical. Also note that in the following | do not work at the in@iual particle level, although
necessarily eacl j is calculated as a function of the individual particigg (K" particle,
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it shower) and weighté/ j « (weight applied to thé&™" particle due to thé™ thinning result

in thei™" shower).

Using this formalism, we can now define the ‘intrinsic vaadat VQ in X betweershow-
ers by first calculating the mean ¥fover all showersx°:

1 Nshwr
X0 = x? (5.25)
Nshwr i-1
Z_l\_lshwr(xp _ )ZO)Z
VO = = . 5.26
X \/ I\lshwr -1 ( )
(5.27)

To calculate the accuracy of the particular combinatiorhofrting parameters in question,
we define the variatioNy; in X for thei" shower according to Eg5(28), and consequently
evaluate the average variativiy caused by thinning as per E&.29):

y \/z,-“;“l‘“(xi, = X0
Xi =

5.28
Nthin (5.28)

_ 1 Nshwr
Vx = Vxi. 5.29
X Nshwr Z X ( )

i=1

Vx therefore measures the mean artificial variation inducethimning, which we have
decided to tolerate up to the 10% level. At high energies ehdly-simulated (unthinned)
showers are not possible, E§.28 must be approximated by replacing; by Vi, where

Vi, is defined as the value &fx; calculated by estimating the vali@ from the thinning

estimates themselves:

. 1 Nthin
TR Xij (5.30)
thin =1
y \/ T (X = X0)? 5.31)
X Nipin —1 '

A value of Vx calculated by replaciny/x; by Vi, in Eq. .29 is correspondingly denoted
V.

Note that only by using the simultaneous-thinning algonittan we determine if there
is a bias introduced by the thinning algorithm. We found niglence for such bias in any
case investigated.
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Quantity | T {r) M; z (2) M,

Def: i | Ti | # ¥ +¥ | F0¢+Y) | 72 | #3-4 | 7@ -2?

Table 5.1: (Reproduced from Table 1 of Ref8)) Definitions of variables used to
assess the accuracy of our thinning routine. The sums irotineulas run over all
particles in the showefl; is the tracklength of each particlese for positrons;ve
for electrons, so the excess is a positive quantity locatetean positionX;, y;, z),
wherex = y = 0 corresponds to a particle travelling along the shower. axis

5.4 Testing Thinning Methods

| implemented both the standard thinning algorithm (energyconserved explicitly) and
the alternative thinning algorithm (energy forced to besaaed) into the ZHS code. The
thinning routine is called after every discrete interatticeturning a flag to keep or dis-
card each particle, and an updated weighting for that pertiereliminary tests indicated
that thinned simulations gave reasonable results — thegtage was to define a way of
guantifying the best thinning routine.

The remainder of this section — S&c4— comes from Sec. 3 of Retg].

Our goal with the introduction of thinning in the simulat®of Cherenkov radio emis-
sion from high energy showers is to reproduce the spectruiaagular distribution of
Cherenkov radiation predicted in full simulations as aately as possible while at the
same time minimising the computing time. Since the specwfi@herenkov radiation is
approximately the Fourier transform of the distributioneatess negative charge3 33),
we assess the goodness of the thinning algorithms basedemraHility to reproduce this
distribution, reflected by the parameter set defined in TaldleOf these, total excess track-
length T is the most useful, since it has very low intrinsic variahjland scales with the
primary particle energy. Also defined is the shower “centie(x = 0,y = 0, 2), and the
means (linearly-weighted variation) and “moments" (qa#idally-weighted variation) of
both shower length(g), M,) about the shower cent® and shower width{¢), M,) about
the shower axis( = 0,y = 0) in the direction perpendicular to the shower axis, alightd
by excess tracklength.

We measure the artificial variation in any given quantityadticed by the thinning
algorithm using two methods. One is to generate a large numbéhinned and un-
thinned showers, and compare the variation in (for exangptegss tracklengti within
the thinned showers to that of unthinned showers. Folloa®y this allows the definition
of the quality paramete®x for an arbitrary quantity< and a particular thinning level as
Qx « (t%°Vyx)™1, wheret is the CPU time taken, andy is the relative variation (standard
deviation) in the quantityX. Botht, Vx and henceQyx depend on the thinning levd] .
Here, we use the number of particle trackas proxy for CPU time, and normalise quality
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by that for an unthinned shower. Our definition then becomes:

0.51/0
_ M7 Vy
n0-5 Vx

Qx (5.32)
wherevg stands for the intrinsic variability of the quantik/in the set of unthinned show-
ers. For a purely random quanti¥; Qx = 1, since the variatioVy will go asn~%° andt
goes as. If the chosen thinning parameters are such @at- 1 thenX (the mean value of
X) is better estimated in a given time from the thinned showaard on the contrarQ)y < 1
means that the fully simulated showers give the best estmarthe selection process for a
suitable thinning algorithm using this method involves @$iag a set of thinning parame-
ters (thinning levelf, andEqn) corresponding to computer-time constraints, and selgcti
those which give the highest quality parameter estimatethéset of relevant observables
in Table5.1

The above method is relevant for estimating the mean priegeof electromagnetic
showers at a given energy. It cannot however determine #awtk accuracy in estimating
a quantity X for an individual shower. To do this we have simultaneousiy multiple
copies of the same shower each of them witfedent thinning parameter$ ( Eqnin) andor
algorithms. In this way we minimise thefect of the intrinsic shower fluctuations and
we are confident that theftierences in the values of the observables are solely due to the
different thinning levels. For this purpose the ZHS code was fieddio allow exactly
the same shower tracks to be assigndtedint weights according to ftierent thinning
parameters aridr algorithms. Observables such as those in Tableestimated from the
thinned showers can then be compared to their “true” (il fimulated) values. Optimal
thinning parameters afat algorithms can then be selected based on their attairdegised
level of accuracy and maximising time reduction. Here, wauiiee a minimum level of
accuracy of 10% between the thinned and the fully simulatedvers, which is at the level
of agreement betweenftirent cascade simulations below PeV enerdiés (

5.4.1 Quality of thinning

This section — Se&.4.1- comes from Sec. 3.1 of Ref8].
We have calculated the quality factor corresponding ftedént combinations of thinning
parameters f(, Enin) and to the observables in TalBel for primary shower energies of
Eo = 1 TeVtoEyp = 10 PeV, using one hundred showers for each energy and thinnin
parameter set.

The quality of length-related parametéds,, Qu, was found to be the highest among
the observables in Tabi1 for all thinning parameters and algorithms, since lengttheis
termined by the high-energy component which remaingfanted by thinning. Conversely,
both the quality of total excess tracklendfi, and measures of widi,,y andQy, , were
found to be the lowest, since these are governed by the lenggr{and thus most highly
thinned) component on the shower. Excepting a very few caseoundQr < {Qqy, Qwm, },
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10 TeV Showers 1 PeV Showers
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Figure 5.4: (Reproduced from Fig 1 of Rel8]) Quality of total excess track-
lengthQy in (a) 10 TeV and (b) 1 PeV showers for variofjsas a function of
Emin Using the standard algorithm. The (dotted) trend lines avad by fitting

a constank only to the rangeéEnin < 300 MeV data forQy = k (flat line), and
Emin > 3 GeV forQr = k E 0 (sloped line) — not all fitted points are shown for
purposes of clarity. Th@t = k EZ2° trend is clearly present fdmi, > 1 GeV.

min

and therefore in this section we choose the worst possilsie iwaselect the optimal thin-
ning parameters and u€® exclusively, keeping in mind that the quality factor of thber
observables is almost always better.

In Fig. 5.4, we have plotted our results f@ againstEn, for 10 TeV and 1 PeV
showers in ice. Two regimes f@m, are clearly visible Qr decreases aEr;?hS for Emin =
500 MeV, and is stable witkmin for Eqnin < 500 MeV. These two regimes are apparent in
the whole energy range we have explored, 1 kel, < 10 PeV.

This behaviour arises because increadiig, reduces the thinning level — and hence
the artificial variation due to thin sampling — proporticgigt while the artificial variation
associated with not enforcing energy conservation is éisfigrunaffected. Since increas-
ing Emin also proportionately increases the number of particlesat@explicitly tracked
(and hence the time takenQr stays stable if the dominant component of artificial vari-
ation is due to thin sampling. However, forfBaiently largeEn,;,, variability due to not
enforcing energy conservation will dominateso thatQr will decreases aE;q?hS. The
turnover energy betweef i, = 500 MeV andEni, = 1 GeV observed in Figh.4 gives
the point where the two components of artificial variatioa aqual. Altering eitheEg or
Emax changes the contribution of both sources of variabilityadiguso the critical energy
at which they equate is independent of both parameters.

Though we have a condition dfy, so that the “standard thinning algorithm" produces
maximum values of quality which are stable wih,,, the question remains as to whether
or not it is in fact a superior thinning algorithm. Since ttadt&rnative thinning algorithm"
forces conservation of energy by not thinning over the thoiss, the time reduction will
clearly be less than in the case of the standard thinningidigofor a given set of thinning

1Energy is only conserved explicitly when, Eg andEc € (Enin, Emax)
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Figure 5.5: (Reproduced from Fig. 2 of Re18f) Comparison of quality in total
excess tracklengtlQy in 100 TeV showers between the two thinning algorithms,
for the full range of thinning parameter§ ( Emin), plotted as a function of;, (see
text). For eachEnin, fL is increasing to the right in factors of 10, beginning at
fL = 10.

parameters. From our simulations we found that the altemnahinning routine forcing
energy conservation explicitly takes between one and taersrof magnitude longer than
the standard routine.

Given the diference betweerfii and f, (the actual reduction in computing time) for
the two thinning algorithms, the quali@y of excess tracklength must be compared in the
context off,,, since this is an actual measure of the time saved. We thergfot Qr against
f, in thinned 100 TeV showers using both algorithms, shown g &i5. For the same
reduction in computing time, the standard thinning aldponitprovides a higher quality in
T than the alternative algorithm, provided the conditip, < 500 MeV is met, and even
whenEn;, is slightly greater, e.g. 1 GeV. These results held througtiee 1 TeV-10 PeV
energy range studied. Therefore, we reject the alterntitimaing algorithm, and proceed to
analyse the standard thinning algorithm only i, < 1 GeV by simultaneously running
the same shower with fiierent thinning parameters.

At this stage we briefly summarize our findings:

e WhenEnin < 1 GeV, the quality factot ~ O(1) regardless of thinning levd .

e WhenEnin > 1 GeV for the standard algorithm, the quality fac@f < 1 and
declines rapidly with increasinBmin.

¢ In the standard thinning algorithm (energy conservedstieaily) the reduction in
time is larger than in the alternative thinning algorithmegegy conserved explicitly
at every vertex) for any giveBRg, Emin, fL.
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e For the same reduction in time, quality is better in the statidhinning routine (pro-

e The above conclusions hold for a wide energy range (1 TeV tBel) and diferent
media, and the behaviour of the standard thinning routistaisle over this range.

5.4.2 Addendum to the testing of thinning methods
Comparison of quality for different parameters

In Sec.5.4.11 claimed that the quality of total excess tracklen@his the least of the five
observables, thus justifying it as a proxy for the accurdalo This claim was made from
results similar to that presented in Fig6, which plots the artificial variation in the five ob-
servables. The variation in the momeMsandMz have been halved to compensate for the
fact that these are squared quantities. ExcepEfgy = 1 GeV, the total excess tracklength
T is the quantity with the poorest estimate. Note that inéngaboth the primary energy
and thinning level by a factor of 10 while keeping tBgi, constant produces essentially
the same level of artificial variation, indicating that wendacrease primary energy and
thinning level proportionately while keeping both accyraad time constant.

*

The critical energy E . for different media

In Fig. 5.7, | show plots ofQr for 10 TeV showers in four dlierent media. While the
densities are the same as in ice, the variation in the cortiogatomic-number density)
will strongly affect the relative cross-sections offdrent interaction processes. Therefore,
| use both pure lead and pure beryllium as extreme exampleiglof and low-Z materials,
with zirconium being a mid-range example, and ice incluadeadtdmparative purposes. The
thinning level chosen was only 48, in order to be more sensitive to a particular energy
range.

From Fig.5.7, quality is generally decreasing downwards with increadSgg even at
low energies. That n@t ~ 1 behaviour is seen is typical of low values fpf— the same
results are evident in Fid.4 (a) and (b). However, turnover energies i, evidently
exist between 500 MeV and 1 GeV depending on the medium, aalll @ases folEmin =
1 GeV, theQ; o« E;]?f trend is obvious. Most importantly, the quality is good i, <
500 MeV, so that points 1 and 2 of the summary in Se4.1hold for these extreme media.
Therefore we concluded that our findings could be genethtisall media.

Accuracy of parameter estimates

Using the simultaneous-thinning method developed by mgagle, | was able to calculate
various measures of the variation as given in b (taken from our paper, Refl@)). The
table gives the three measures of variability as defined ins&.3for 100 TeV and 1 EeV
showers in ice. The moment of raditg shows the greatest amount of artificial variation,
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Figure 5.6: Relative variation of thinned simulations froneir simultaneously
unthinned counterparts, for (a): 10 TeV, and (b): 100 TeWsrs in ice. At

each energy, three independent shower simulations weresaah thinned three
times at each of many combinations of thinning parameteiitifeach bin, the
horizontal axis is meaningless, and is only included foppses of clarity. The
simple least-squared fits in log-log space are plotted titrdhe central x-value of
each bin.
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Tracklength Quality for 10 TeV Showers
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Figure 5.7:Qr (arbitrary units) againgEm, for f, = 10°° in various media. Also
plotted are by-eye fits to the highmin and lowEni, parts of the graph. Each point
represents the average of 100 simulations.

which pushes against our limit of a 10% accuracy requireméen f, = 10°%(Eq/1 MeV)
andEmin = 10 MeV, and breaks it whek,in, = 100 MeV. Generally we therefore run at
fL = 1077Eg/1 MeV.

A note on further findings

Further tests were carried out by J. Alvarez-Mufiiz usingsineultaneous-thinning tech-
nique, which is described broadly in S&c4. This was almost exclusively his work, and |
refer readers to Sec. 3.2 of our paper — R&8) ¢ for the details.

Another important technique used by J. Alvarez-Mufiiz teeasshe validity of thinned
simulations of UHE showers at energies where full simutetibecome infeasible is to use
‘hybrid’ simulations. In such a simulation, showers belowwn® energy (which must be
below the LPM energy) have their tracklength approximatgd bne-dimensional Greisen
parameterisation5(; 66). While a hybrid simulation can only estimate the total essce
tracklength via an approximation such&s_e+ = kTe-1e+ (eXcess tracklength proportional
to the total tracklength) for some consténthe ZHS-thinned code can exactly calculate the
1D distribution of total tracklength, allowing a comparis@gain, this showed for energies
at 1 EeV and over that our thinning method was accurate.

5.4.3 Summary of thinning methodology

This section — Seé.4.3— comes from Sec. 3.2 of Reffg]
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i Emn |45 (%) &) SE%) Z®) 2 ®%)

Eo = 10" eV | VO: intrinsic variation between fully simulated showers.

1 0 0.21 019 044 41 7.8

Eog = 10 eV | Vx: variation of thinned from fully simulated showers.

10 10 0.19 Q7 15 015 03
10 100 05 10 34 0.25 05
100 10 0.7 22 7.8 05 0.95
100 100 19 33 105 0.9 17

Eo = 10'8 eV | V4: variation between thinned showers only.

100 10 023 065 24 0.16 Q3
10° 100 | 055 Q95 33 0.28 Q55
106 10 0.65 22 75 05 0.9
106 100 1.55 29 95 0.65 14

Table 5.2: (Table 3 from Refl@)) Variation in shower parameters (see Tabl#)

for sample optimal thinning parametek&? is the variation in parameters between
unthinned showers (the ‘intrinsic variation’; see E&20); Vx the variation of the
parameters from simultaneous thinnings of the same shdveert ahe unthinned
(fully simulated) values (‘artificial variation’; see Ecp.29); V5 — used only at
energies where full simulations become impossible — is Hr&tion between si-
multaneous thinnings of the same shower (i.e. it estim&esttificial variation;
see Eq.5%.31).

Summarising, we have found that the thinned showers getebgtour thinning algorithm

with optimal combinations of parameters reproduce the étlev radiation spectrum from
full simulations with an excellent degree of accuracy uprtergies of~ 1 PeV. Above this

energy full simulations become infeasible, but we have shtivat the frequency spectra
are internally consistent to within a few percent for indival showers. Moreover, a totally
independent hybrid simulation gives results for the lamdjital development in very good
agreement with the optimally thinned simulations. The tim@uction thinning allows at
the highest energies is huge: whereas the radiated speftboma 100 EeV shower would
have taken a few years to calculate with the standard ZH$uising our ZHS-thinned
code we can now achieve acceptable accuracy in less tharuanTias enables us to run
numerous showers of energies above 1 EeV, and we therefee®dgarameterisations for
the Cherenkov radiation produced based on these thinnedeshitor practical applications.
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Figure 5.8: (Fig. 6 from Ref.18)) The “box model" of shower development over
the lifetime of the shower. A shower has dieetive lengthL and widthR, giving
characteristic time delays ot, andétg. Forét, = 0, we obtain the condition
L cost = L/n for the Cherenkov anglé = 6c.

This is the subject of the next section.

5.5 Model and Parameterisation for Coherent Cherenkov
Radiation

This section — Se&.5— comes from Sec. 4 of Ref8]
The physical basis for our parameterisation of the radiafmttrum is the “box model"
of shower development (Fi.8), which has been used to explain the radiated spectrum
from fully simulated showers at sub-LPM energies in a varigt media (7, 123 33).
In this model, the distribution of particle tracks making ting shower over its lifetime
has a characteristic length and widthR, from which the resultant time delay#, and
otg from radiation emitted over the length and breadth of thengne- with respect to
a patrticle travelling along the shower axis at the speedgbit - can be calculated with
simple geometry (see Fi§.8) for any viewing angle. The conditioft, = 0 (no delays
associated with the longitudinal spread of the shower) defihe Cherenkov angte, so
that interference over the width of the shower only (latel@toherence) determines the
spectral shape when the shower is viewed Wgawhile far froméc, interference over the
shower length (longitudinal decoherence) dominatds. (The radiated spectru(y) can
then be described as a fully coherent amplitéde— increasing linearly with frequency
— multiplied by lateral and longitudinal decoherence feetik andd, , defined such that
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drL < 1withdg — 1 asv — 0. Also,d. = 1 at the Cherenkov angte= 6c. In general,
A, d. anddg will be dependent upon the shower enekgy frequencyy, and viewing angle
0 with respect to the shower axis, leading us to the followimngctional form:

rlE(Eo,6,v)] = A(Eo,6,v) x di(Eo,6,v) x dr(Eo,6,v) (5.33)

wherer is the (far-field) observation distance. In this paper, weagh include both deco-
herence terms, although only for a small range of angleshetlh be relevant at the same
time. We use the forms of Alvarez-Mufiiz et al7f — given in Eq. 6.34 — for the deco-
herence factors, which have been shown to provide a goodtfietspectrum for showers
with primary energies belo, py:

1

S —— 5.34
1+ (V/VR[L])‘;[IB] ( )

dryL)
Here,vg andv are characteristic frequencies at which lateral and lodgitl decoherence
become important, while and give the strength of the decoherence. The frequencies
v andvg will be inversely proportional to the time delayg anddétg, which are in turn
functions ofL andR. The amplitudeA of the fully coherent (low-frequency) component
will be proportional to the total excess tracklendth The proportionalities of, R, andT
with properties of the interaction medium are well-es&ti®id theoretical resultd 23, 33,
11; 96; 97). We use the formalism of Alvarez-Mupiz et al7:

C 1 Je, C

() L |1 - ncosf| ki Xg |11 — ncosd| ( )
Loy o~ N e
vr(@=6c) = R ~ Ry v 1 (5.36)
A = . = Eo Xo .
(Eop, 0,v) = ke v Tsing =~ kEE_CFVsme (5.37)

where the medium properties, n, p, Ry and Ec are respectively the radiation length
(g cnm?), refractive index, density (g cm), Moliere radius (g cr?), and critical energy
(MeV). k., ks, andke are proportionality constants. Throughout, we use the -
tion vr(0) = vr(6c), since lateral decoherence is only important near theéZikev angle.
Simulations by Alvarez-Mufiiz et al17) in ice, salt, and the regolith have shown that vari-
ation in EL andER between these media for showers at sub-LPM energies is afrther

of 10%, while forEE it is of order 30%. Also, and as we have previously mentiorneid,
dependent upon the shower enekgy so that the “constank_ is in fact energy-dependent.
For suficiently low-energy showers, the dependencé oh Eg is small, while at energies
where LPM-elongation is significant (typically f& > E|pm), L increases rapidly with
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Ep (109 11; 93; 70). Thus we exped?L to be fit well by the following relation:

o = { ko (E/E{pw)® E <Elpy (5.38)

kL % %
ko (E/E[p)"* E>Elpy

whereko, yo andy; are constants, anl’,,, is an dfective energy — typically larger than
E.pm itself —at which LPM-elongation of the shower longitudipabfile begins to fiect the
emitted electric field. The quantiti&g andkg are energy-independent however, since both
excess tracklength and shower width are determined by fewgy interactions. Likewise,
we expecte o be constant, while in generdlmay vary at high energies as the shape of
the shower changes. Note that while our toy model of showeeldpment describes the
shower as a box, our parameterisation E§23), (5.34) donotassume this shape, with the
parameters éndﬂ_ related to the precise distribution of tracklength wittie box.

Our fitting procedure is thus as follows. For each shower, g, 6.33 and 6.34) to
the simulated spectrum at the Cherenkov angle for the paesste, v, anda by setting
d. = 1 (v = ), and we then relater to kg via Eq. 6.36. Given these constraints,
we allow v, to vary, and then fit for, andg at various angles away from the Cherenkov
angle. Plotting the fitted, against givesEL according to Eq.5.395. We repeat this many
times at each energy, and vary the energy in multiples® over the energy range 1 TeV
to 100 EeV. Above this energy, the cross-section for photdear interactions becomes
comparable to the pair-production and bremsstrahlungsesestions €8), which is not
included in the (purely electromagnetic) ZHS code. Howgthar energy range applicable
to our calculations includes the full range of predictioosd GZK-flux of UHE neutrinos
(88; 41; 7), while the relevance of UHE neutrino interactions abeveé00 EeV reduces as
limits on models predicting a flux of UHE at energies above that from GZK interactions
become strongei2@; 47).

We repeat the above procedure in ice, salt, and the lunalittegond megaregolith. The
parameters for the first three are thoselaf)(while the megaregolith is treated as per Ref.
(62) as regolith with refractive index.@8 and density ® g/cm®.

5.5.1 Results for different media

This section — Se&.5.1—- comes from Sec. 4.1 of Reff8)

The fitted parameterEE, kr, @, B for each medium are given in Tab&3 (Table 4 of
Ref. (18)). Fork,, we find the form given in Eq.5(38 to be suitable, and the parameters
defined therein are summarised in Tablé (Table 5 of Ref. 18)). We also find an upward
trend in,B_with energy for all media, consistent with the shower becgmmore elongated
and less singly-peaked. Since thiéeet is small, due to the emission falling rapidly for
v > v, we do not include this trend in our parameterisation. Walil¢he fitted parameters
vary on a shower-to-shower basis, variations tended to k#l,sso that approximating
ke ~ ke, B ~ B, etc. for individual showers is appropriate. The exceptok,, where
we find (not unexpectedlyl(; 93, 70)) that variations from the mean fitted valugsare
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Medium ke kR a B
Ice 46510 154 137 274
Salt 31210% 139 132 270
Regolith 3371016 150 132 279
Megaregolith| 3.46 106 147 132 268

Table 5.3: (Table 4 from Ref1@)) Fitted shower parameters, as defined by Egs.
(5.35-(5.37). Units forke are VenyMHZ2. k. (not shown in this table) was fitted
to Eq. 6.38 with parameters given in Tab&4.

Medium | logigko  10gs0 (E; py/EV) Yo Y1

Ice 1.52 1661 559 10° 0.39
Salt 171 1644 821102 044
Regolith 1.58 1640 671102 043
Megaregolith| 1.57 1638 639102 046

Table 5.4: (Table 5 from Refl1@)) Parameters of the fit fdq , as defined by Eq.
(5.38.

large, particularly at high energies. These fluctuatiorisdeiminate the radiation pattern
in the regime where longitudinal decoherence dominateg;hwéit the highest energies is
everywhere except within a small fraction of a degree f@gmWe assume that at a given
energyk, is log-normally distributed about the meé&pn as given by Eqg.%.39, with an
energy-dependent variance in Iog—space-ﬁzf.

logiotk) ~ N(logig(ke). o, ). (5.39)

Fitting for o in each medium, we find that above a characteristic engggyhe variation
in shower length increases rapidly, while bel&y the variation is approximately constant
and very low. This leads us to use a parameterisationrjfor— Eq. (6.40 — similar to Eq.
(5.38) for k_ itself:

0 100,o(E/E,) E<E,
T = {"f’* 010010(E/Er) - E < (5.40)

oo+ 61 l0g;o(E/E;) E>Es

with parametersrg, E,, 6o, ands; again fitted separately to each medium, with results
given in Table5.5(Table 6 of Ref. {8)). These parameters complete the parameter set with
which we characterise electromagnetic showers.
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Medium | oo log,o (Es-/€V) o 61

Ice 339107 14.99 ~0 225107
Salt 4.98 102 14.99 ~0 240102
Regolith 5.04 102 14.98 ~0 2441072
Megaregolith| 5.19 102 14.99 ~0 250107

Table 5.5: (Table 6 from Refl1@)) Parameters relating oy (the variation of
log; (ki) about logy(k.)) as defined by Eq5(39 and Eq. §.40.

5.56.2 Comparison with other calculations and discussion

This section — Se&.5.2— comes from Sec. 4.2 of Ref§].

Comparisons of our parameter estimates with those fromiquewsimulations are only
possible for ice over the entire energy-range, and for saltlae regolith folEy < 100 TeV.
The parameter estimates obtained by Alvarez-Mufiiz etla). for ice and the regolith at
low energies agree with our results to withir8% forkg, and within 10% folkg anda in all
media. The larger flierences in the shape parameters are not unexpected, skiseeviry
more on a shower-to-shower basis, and the fitted values aiallyasubject to the fitting
procedure.

Comparisons ok, andp with the estimates inl(7) must be viewed with caution. Here
these parameters have a slightlffelient meaning to those obtained 17, since we retain
the transverse decoherence tedmfrom Eq. 6.33 at all angles. A better comparison
is to the one-dimensional results of Alvarez-Mufiizet &ll)( who found a parameter set
approximately corresponding {twg,o(E; 5\/). ¥1. 2} = {16.15,0.03,0.3}, whereas here we
find (for our full 3-D simulation) the sef16.69,0.04,0.45}. The most important update
to this parameterisation is the steeper increase in shamgth with energy, and hence
narrower emission at the highest energies.

In Fig. 5.9, we plot the radiated emission at various angles from a 100 sf®wer
in ice (Fig.5.9(a)) and a 100 EeV shower in the megaregolith (Bi@. (b)), which is the
least “ice-like” medium. For each shower, we show (i): theca from a particular simu-
lated shower as calculated by ZHS-thinned, obtained ukirgg tsimultaneous calculations
with (Emin, fL) = (100 MeV, 107) — we also plot (ii): the fitted spectrum for that particular
shower using the functional forms and fitting procedure deed in this paper, (iii): the
parameterisations presented here, using three valugs(kf — oy, k., andk, + o), and
(iv): the parameterisation of Alvarez-Mufiiz et al. irL3f for ice and extrapolated from
its known range of validity (100 TeV - 1 PeV at most), used dslipbed in ice in the top
panel, and scaled as per James e6). for the megaregolith. Also shown (V) is the spectra
calculated by Fourier-transforming the distribution otess tracklength from each of the
three simulated shower&3), normalising by our fitted constarits, and multiplying by the
lateral decoherence factdg.

The broad range of expected spectra given by the variatidq is immediately ap-
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Figure 5.9: 100 EeV electron showers in ice (top panel), &aedunar megare-
golith (bottom). Shown are both direct calculations of thedra and parameteri-
sations (see text for details).
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parent. whereas we have chosen a typical shower in the ngggjsine the shower in ice
is significantly shorter than average — more tham % as evinced by the high turn-over
frequencies. Itis also clear that previous parametegisativhich were not valid away from
the Cherenkov angle for energies abdsigy overestimate the width of the Cherenkov
cone at the highest energies. This emphasises the needdor simulations such as those
presented in this work. The overestimation is also greaténeé megaregolith than in ice.
The dfect on the sensitivity of neutrino-hunting experimentsas likely to be large how-
ever, since the shorter hadronic (and subsequent eledratie) cascades expected from
neutral-currenv-interactions are more readily detectable.

The similarity of our parameter estimates for the regolitid anegaregolith (identical
chemical composition, ffierent densities and refractive indices) reflects the siittabf
the scaling inherit in the box-model of shower developmérite largest relative parame-
ter difference between these media was 7%, and in particular, tingaéstl values fokg
(which have shown the greatest variatidY)) were within 3%. This compares toftér-
ences between salt-regolith parameter estimates (20%e+ahything & 30%), indicat-
ing that the variation is due to subtle compositiorfé¢ets, rather than easily-characterisable
bulk properties. We therefore expect that the box-modellbmunsed with confidence to
scale results for standard ice to variants thereon foundetdr the Antarctic ice sheet, or
equally from regolitimegaregolith to intermediateansitional layers.

5.6 Secondary Peaks

The remarkable agreement of thinned simulation resultéd($oes in Figs.5.9) allow
us to examine in more detail the radiation pattern away froengrimary maxima. Note
that calculating the radiated spectra from the 1-D traakierdistribution also provides a
reasonable estimate of these secondary peaks, but not dsgath a direct calculation
of the electric field from the tracks themselves. Howevaeg,tiitme saved is significant, and
far from the Cherenkov angle the approximation improves.

Previous parameterisations of coherent Cherenkov radiati as well as ours presented
here — model only the emission in the primary maxima, wheseasndary fringes of var-
ious heights are to be expected and are accurately reprbdyceur code (to within 10%
in the case of the second maxima using standard thinnings)eMadeed, for a long, thin
shower, with a uniform distribution of excess tracklengtie, expect the spectrum to go ap-
proximately asgE(#), v)| ~ cosf/(vo AB)), whereAd = 8 — 6c andyg is some constant. That
is, the height of all secondary peaks should be equal to tightef the primary peak. From
Fig. 5.9b), it is evident that th¢E| ~ cogv) behaviour is reproduced at least qualitatively:
the frequencies of the first three minimast = +1° are approximately equally-spaced at
130, 290, and 490 MHz. Importantly, the power contained énsbicondary maxima in both
the ice and megaregolith showersAat= +1° is greater than that in the primary maxima.

To investigate the behaviour of the radiated spectrum tekypfi.e. that part containing
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Figure 5.10: Four 100 EeV electron showers in the lunar neggaith. Top panel:
frequency spectra a = 6c + 0.2°, together with our parameterisations from
this work. Bottom panel: time-domain transforms of the abgpectra over a
0-3000 MHz bandwidth, with arbitrary vertical scale andibantal dfsets. The
parameterisations P1, P2, and P3 respectivelkusek, — oy, ki, andk_ + o .

the secondary maxima), we ran a small number of very detailedlations of 100 EeV
showers, calculating the spectra over a small range of aragley. Our results for four
showers in (arbitrarily) the megaregolith &8 = +0.2° only, together with the expected
time-domain pulses over a 0-3000 MHz bandwidth, are showridn5.10 Note that
we have not plotted the spectra on the usual log-log scalege dhis tends to mask the
significance of high-frequency peaks. Since the variatiothe frequency spectrum for
v > v between the showers plotted in Fig10is very large, we do not here attempt
to parameterise the spectrum beyond the primary maxim&esddswe discuss the results
gualitatively, and leave such a parameterisation (or nmkety] random generation method)
to a future work.

In two of the four showers shown in Fi§.10(upper panel), the power contained in at
least one of the secondary maxima\at= +0.2° is greater than that of the primary maxima
—in general, we find the fraction to be slightly higher thais tio first order, the spectrum
scales with angle a&(v, kA8) ~ (1/K)E(kv, A8), so that the shape appears constant with
angle to within a scale factor. However, the height of theoadary peaks relative to the
primary maximum does increase away frég) so that atc + 1° virtually every shower
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in the megaregolith exhibits a secondary peak of greateeptvan the primary maximum.
The width of each secondary peak tends to be similar to thideoprimary maxima, i.e. of
width ~ 2y, with a tendency for the width to slowly increase with theesrdf the maxima

(as observed previously in Fi§.9b)). Finally, in the regimes > v, lateral decoherence
renders all secondary maxima negligible, and the aforeoreed scaling breaks down.

Our results suggest that the sensitivity of detection eérpants to purely electromag-
netic showers in the frequency rangg & v > v) could be significant, whereas the steep
spectral fall-¢f beyondy, used in current parameterisations (and hence simulatvomsld
suggest anféectively zero detection probability in this range. Naivehere will approxi-
mately be a 50-50 chance ofva > v > v, observation falling on a peak in the spectrum
rather than a trough, so the detection probability in thigyeawill be of order half that at
low (v < v.) frequencies.

The lower panel of Figs.10shows the time-domain transforms of the spectra in the up-
per panel, covering the full frequency range 0—3000 MHz.tkiarbroad frequency range,
the height range of the simulated pulses is covered by ogerahparameterisations, though
this would not be true for experiments observing onlyfos v.. However, the simulated
pulses do not appear as the clean impulse-like signals v@ichimeterisations predict, but
rather exhibit oscillations due to interference betweengicondary peaks. Such “noisy”
signals would be expected for any broad-bandwidth obsernjatvhere the definition of
a “broad" bandwidth in this context i&v > 2y , i.e. greater than the approximate full
width of the secondary peaks, and thus dependent on thevaktisarangle. Experiments
which are anticipated to be sensitive to events at anglesiatvthe observation bandwidth
becomes broad should therefore take care not to too reddsgify such signals as RFI.

5.7 Conclusion

The following quoted segment comes from Sec. 5 of B&f. (

“We have used thinning techniques to develop a robust versiche ZHS
code able to calculate the frequency spectrum of coheresmte@kov radiation
from ultra-high energy (UHE) electromagnetic showers iradnitrary dense
medium. Using this code, we have identified a range of thippiarameters
able to produce accurate results with a large reduction rimpeing time, and
extended the energy range at which full calculations of #ukated spectrum
are possible from 100 TeV to 100 EeV. This has enabled us tlysmahe
structure of highly-elongated LPMAacted showers in unprecedented detail,
and the parameterisations we have developed should prosefal and accu-
rate tool in simulations of UHE neutrino detection using theio technique.

In particular, we have shown that the spectral fdllee to longitudinal deco-
herence occurs at a lower frequency than scaling of resolts iower energies



5.7 CONCLUSION 109

would imply, and for the first time give a method of includingM-induced
fluctuations into the parameterisation by varying the lerggtrametek, ."

Also, we have drawn attention to the existence of secondaima in the frequency
spectra beyond the characteristic roll-over, which wiNédamplications for choosing the
“optimum" frequency range for experiments which are samsiio UHE electromagnetic
showers.



Data Analysis for LUNASKA
Lunar Observations with the
ATCA

6.1 Introduction

This chapter describes my work as part of the LUNASKA collaboration’s use of the Aus-
tralia Telescope Compact Array (ATCA) to observe the Moon using the lunar Cherenkov
technique. It is broken into eight sections, including this introduction. Almost all collab-
oration members contributed significantly towards the LUNASKA lunar observations, and
at times distinguishing between my contribution (that which should be counted towards my
PhD) and that of others can be difficult. This applies chiefly to the first non-trivial section
(Section 6.2), which gives an outline of our equipment, methods, and our observations —
essentially an overview of LUNASKA’s experimental activities towards lunar pulse detec-
tion. The work described in this section can therefore be assumed to be a joint collaborative
effort included in my thesis for purposes of clarity; I have noted those instances where the
work is chiefly that of a particular individual, myself or otherwise.

My involvement was chiefly in the data analysis (although I also participated in the
observations and — more importantly — planned the observation dates), which is the subject
of the remainder of the chapter, and is entirely my own work using (with minor exceptions
noted in text) methods developed entirely by myself. The first ‘analysis’ section — Sec. 6.3
— calculates the efficiency in the use of the observation time, via estimating the dead-time
caused by a trigger event. The next (Sec. 6.4) is also in a way an efficiency calculation, being
the efficiency in the use of our raw (collecting-area-limited) sensitivity, which is reduced
due to our use of a finite sampling rate and only approximate dedispersion. While the
calculations in Sec. 6.3 are standard procedure, those in Sec. 6.4 are — to the best of my
knowledge — a first, with no previous experiment taking these effects into account.

The longest section is Sec. 6.5, which describes my work towards aligning the times
on each antenna, and is vital to determining the arrival direction of any detected events
and therefore their status as lunar or otherwise in origin. It was anticipated pre-experiment
that this procedure would be simple; however, due to a programming error in the sampler
boards, it proved extremely complex, and much of the chapter is devoted to undoing the
complexity. The last purely ‘analysis’ section, Sec. 6.6, describes my work towards deter-
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mining the sensitivity of the experiment to lunar Cherenkov pulses, using the Moon itself
as our calibrator.

The results of the experiment are presented in Section 6.7. I describe the search for lunar
pulses in each of the observation periods, and the methods to eliminate false RFI events. It
should be said now that this search detected no lunar pulses, so I calculate apertures and
limits of the experiment based on this result. Finally, I summarise the significance of our
observations, and what we have learned, in the Conclusion (Sec. 6.8).

6.2 Description of the Experiment

The ATCA (Australia Telescope Compact Array) is an aperture synthesis telescope located
near Narrabri, NSW, Australia, consisting of six identical 22 m dishes. While the West-most
antenna is fixed in position, the other five can be moved along a 3 km East-West baseline,
and also a ~ 150 m North-South baseline. Antennas are numbered ‘CA01°, ‘CA02’, ...,
‘CAO06’ in order from East to West, and I use these labels throughout.

The ATCA was chosen as an ideal SKA test-bed for the Lunar Cherenkov technique
for four major reasons. Firstly, the small antenna size was comparable to the expected dish
size for the SKA, and also the beam-size matches the lunar disk at 1 GHz. Secondly, the
CABB (Compact Array Broad-Band) upgrade provided us with 600 MHz of bandwidth, and
programmable hardware capable of performing pulse-detection in real time. Thirdly, it is
an array (albeit a mostly one-dimension one), providing both strong timing discrimination
against terrestrial RFI, and suggesting that methods and techniques useful for the ATCA
would be applicable to the SKA. Fourthly, it was in Australia, so that the scientists and
engineers who were most familiar with the telescope could be accessed to enable such a
non-standard experiment to go ahead in the first place.

6.2.1 Observations

The observations described here cover three observing periods spanning a year: May 2007,
February 2008, and May 2008, all at the ATCA. Other experimental work at the ATCA has
been carried out by the LUNASKA collaboration — both to measure ionospheric dispersion,
and also to ensure correct lunar tracking by the antennas — but I was not involved in this.
In none of the three periods was the set-up the identical, though the evolution has been
sufficiently gradual to describe all observations as one experiment. The aim of the observa-
tions reported here was to actually detect lunar Cherenkov pulses, or at least improve our
methods in the attempt.

Antenna configurations

Table 6.1 specifies which antennas at what station were used in each observation period.
The station numbers are given in the format Wxxx, where ‘W’ stands for the East-West
baseline, and “xxx’ is the number of ‘station increments’ (units of 15.306 m) West of the



6.2 DESCRIPTION OF THE EXPERIMENT 113

Date ‘ Antenna ‘ Stations ‘ Baselines (m)

May 2007  5™-70 [ CA03/04/05 | W173 W190 W195 | 260.2 336.8 76.5
Feb2008 26M-28M" | CA01/03/05 | W98 WI113 WI148 | 229.6 765.5 535.8
May 2008 16™-18™ | CA01/03/05 | W147 W172 WI195 | 382.7 7348 352.1

19t CA01/03/05 | W102 W109 WI125 | 107.2 352.1 2449

Table 6.1: Positions of the antennas used during the LUNASKA lunar observa-
tions, and the baselines in order 1-3, 1-5, 3-5 (3-4, 3-5, 4-5) for 2008 (2007).

East-most station. We attempted to get short baselines if possible, since this reduces the
window in the time-domain (caused by the large angular diameter of the Moon) from which
true pulses could arrive.

In all my calculations, 1 assume that the baseline is exactly East-West, and does not
follow the curvature of the Earth but is straight. Neither are true, but the associated errors
(e.g. 5 cm in altitude) are negligible. The antennas’ centre is taken from the ATNF website
(Ref. (130)) as being 30° 18" 52.048" S, 149° 32’ 56.327" E, and 209.3 m above sea level.

Observation modes

We had three observing modes during these observations. In all three, the data returned
was first processed by our pulse-detection hardware. This hardware analysed the full band-
width in real time and triggered (returning data kept in a running buffer) when a signal of
appropriate strength was detected. The modes are described below:

o Pulse detection mode. In pulse detection mode, we tracked the Moon (centre or
limb — see Sec. 6.2.1) with the noise-calibration diode off to reduce false events (see
Sec. 6.2.3), trigger rates set at 5-10% of the maximum rate to balance efficiency with
sensitivity (see Sec. 6.3), and buffer lengths typically short (except in 2007 — see Sec.
6.2.2) to increase the maximum trigger rate. All available time not spent in other
modes was dedicated to pulse detection.

e Sensitivity calibration mode. In sensitivity calibration mode, buffer lengths were set
to maximum to obtain the highest total data rate (trigger rate times buffer length), with
trigger levels set to zero to ensure unbiased samples were obtained. Again, the noise
diode was turned off. The antennas were pointed successively at the Moon, and two
points in the sky containing no strong sources, one with a similar galactic latitude as
the Moon, and one far from the galactic plane. This calibration was performed once
per observation period.

e Timing calibration mode. In timing calibration mode, trigger levels were set suffi-
ciently high that only the noise diode (which was turned on) could be detected, buffer
lengths were maximised to give the greatest possible overlap in the signal between an-
tennas, and the antennas were set to track a strong point-like source, being either M87
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(only approximately point-like on our longer baselines) or 3C273. The timing cali-
bration was performed about twice per night in 2008, while it was not implemented
in 2007.

Observation times and antenna pointings

We had two main considerations in choosing our observation times, the first being to con-
fine the observations to within the approximate hours of 10 pm to 6 am, in order to have a
stable ionosphere (see Sec. 6.2.2). The requirement of the Moon being visible meant that
this gave us a window of perhaps five days in every 29.5-day synodic lunar month where the
Moon would be sufficiently visible during this period to warrant observations. The second
requirement was that the Moon be ‘near’ (within ~ 35°, beyond which the ATCA sensitiv-
ity drops markedly) particular regions of sky deemed to be of interest. This occurs once
per 27.3-day lunar orbit, so that combined, we typically had three good and two marginal
periods of a few days each year in which to observe any given source.

The 2007 and February 2008 runs were tailored to ‘target’ a broad (> 20°) region of the
sky near the galactic centre, harbouring the closest supermassive black hole to Earth, and
a potential accelerator of UHE CR. Preliminary calculations showed that for beam-sizes
similar to that of the ATCA, the greatest total effective aperture (and hence sensitivity to
an isotropic or very broadly-distributed flux) is achieved in centre-pointing mode. Since
any UHE neutrino flux from this region is likely to be broadly-distributed, we pointed the
antennas at the lunar centre for these runs. Our May 2008 observing period targeted Cen-
taurus A only, a nearby active galaxy which could potentially account for two of the UHE
CR events observed by the Pierre Auger observatory (1). Regardless of their source, this
suggested the likelihood of an accompanying excess of UHE neutrinos, and we could not
exclude the possibility of seeing the UHE CR themselves. Since this source is point-like
compared to the angular size of the ‘moon-beam’ (effectively the beam-shape of the entire
antenna-Moon system — see Sec. 6.7.3), we could achieve maximum sensitivity by targeting
the portion of the lunar limb closest to Centaurus A.

Software to track either the Iunar centre or an arbitrary point on its surface already
existed at the ATCA, though we still had to determine which part of the limb to track. I
wrote software to determine the direction of Centaurus A from the Moon at a given point in
time, and hence the desired antenna pointing position on the limb (being that closest to Cen
A). Converting to approximate selonocentric coordinates allowed NASA’s Horizons data
system (129) to produce a pointing solution. System temperature measurements at the time
were consistent with these pointing positions, indicating that the procedure worked.

6.2.2 Specialised hardware

Fig. 6.1 gives a diagram of the hardware and signal path at each antenna. In order to perform
a search for short-duration lunar pulses, we had to build specialised hardware to detect and
store candidate events in real time. For this we used the digital, FPGA-based sampler boards
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NOTE:
This figure is included on page 115 of the print copy of
the thesis held in the University of Adelaide Library.

Figure 6.1: Diagram of the signal path at each antenna, adapted from Ref. (79)
with the permission of R. A. Robinson.

developed by the ATNF (Australia Telescope National Facility) for the CABB (Compact
Array BroadBand) upgrade, each of which could digitise and perform simple logic (from
a computer’s perspective) on two data streams at a rate of 2.048 GHz. As well as this,
we required software to be run on the control-room computers to interface with the CABB
sampler boards and record candidate events, and also a hardware method to correct for
the dispersive effects of the Earth’s ionosphere. Mostly this hardware is one-of-a-kind, so
although I had little to no involvement in developing the equipment, I include the details
below, which are essential for understanding the experiment.

Data channels and signal path

For each observation period, our specialised hardware was implemented on both linear
polarisation output streams from the standard L-band signal path on three antennas. This
gave a nominal bandwidth of 600 MHz between 1.2 and 1.8 GHz. For 2007 and February
2008, no filtering was applied to this output, while for May 2008 a filter was implemented
to remove the v < 1.2 GHz component, which was the source of much RFI. Aside from
the relatively clean cut-off provided by this filter, our bandpass was by no means a clean
box-function over the nominal bandwidth.

Each polarised data stream was fed through an analogue dedispersion filter before
sampling, and then into a CABB sampler board. This operated at 2.048 GHz (really
8 X 256 MHz) at 8-bit effective precision. Since the (then) 100 Mb/s connection to the
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control room was inadequate to return the full data rate (2 x 2048 MB/s per antenna), we
had to reduce our data rate by triggering independently at each antenna and returning only
chunks of data containing candidate events. The signal was thus copied into both a running
buffer and passed to a trigger algorithm (Sec. 6.2.2), and on fulfilling the trigger conditions
a portion of the buffer was returned to the control room and recorded.

Trigger logic and levels

The trigger algorithm was set up to be a simple threshold trigger at each antenna — if the
square of any single sample on either the A or B polarisation data streams was above a
certain value, both buffers were returned. The thresholds were set by specifying a four-digit
hexadecimal number, giving a range from 0 to 65, 534. Since the squares of the digitised
data could only take on 129 values (0, 1, 22, ..., 128%), most values were redundant, so
that two slightly different trigger levels would in practice be the same. The thresholds
were set so that both polarisations on all the antennas were generating a similar (40-50 Hz)
trigger rate. No real-time noise-discrimination (such as not triggering if too many samples
in a short time interval were above threshold) was implemented. The trigger levels were
generally adjusted only when the slowly-varying background temperature (e.g. from the
ground) increased, since periods of intense RFI were short-lived and of sufficient strength
that even a very high trigger level would still result in many false triggers.

Dedispersion filters

The dedispersion filters — designed by P. Roberts of the ATNF — were variable-width waveg-
uides of approximately one metre in length, with the output being the continuous sum of
reflections along the length. Upon reflection, high frequencies experienced a greater delay
than low-frequencies, with the design such that this cancelled out the delay due to iono-
spheric dispersion at low frequencies. Thus an in-phase signal (e.g. coherent Cherenkov
radiation from a UHE particle interaction in the Moon) entering the top of the ionosphere
should appear in-phase after dedispersion, provided the correct dispersion measure was
used.

R. A. Robinson used NASA data (128) to predict typical values of the ionospheric
dispersion at Narrabri, with results reported in Ref. (79). The results show that between the
hours of 10 pm and 6 am the ionosphere is comparatively stable, with low and predictable
VTEC measures around 7 + 1.3 TECU. Using Eq. (6.9), this corresponds to a vertical delay
of 3.65 ns over a 1.2-1.8 GHz bandwidth. Since the actual delay will reflect the slant angle,
we chose to build the filters assuming a 5 ns delay over the band, i.e. a TEC along the line
of sight (slant TEC, or STEC) of 9.67 TECU; this is also equivalent to the mean VTEC of
7 TEC with a lunar elevation of 47°. Therefore we expected to lose some sensitivity when
the Moon is directly overhead, and also very near the horizon. The sensitivity lost due to
deviations of the actual VTEC from the mean and variations in lunar elevation is discussed
in Sec. 6.4.
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Baseband recording

During out May 2007 observations, we did not have timing information available on each
event, and had to rely on the computer clock. Our method to recover the timing was to utilise
the baseband recording equipment developed for pulsar astronomy at Swinburne University,
which was capable of writing up to four streams of 64 MHz data with 2-bit sampling con-
tinuously. This data would have accurate timing information, so that by correlating the
appropriate spectral components of the returned buffers with the sub-band data, the correct
time could be extracted. For this reason, we set the buffer length to the (then) maximum of
1024 samples, to give the greatest possible correlation. The data acquisition hardware was
set to record only one polarisation channel from each antenna, since the two polarisation
channels from each antenna are aligned with respect to each-other.

Ultimately, this technique proved impractical, for two reasons. Firstly, although the
correct time produced a significant 40 correlation, the search space was of order ten mil-
liseconds. Thus each event typically produced of order 40 potential candidate correlations,
with no further was to distinguish between them. The second was a failure on the CA04
sampler board which changed the sampled frequencies, making the procedure of extracting
the sub-band from the returned buffers very difficult. Though for our 2008 observations we
could prove the computer clocks were generally accurate to within a few tens of microsec-
onds (which would have reduced the search space sufficiently), this was not necessarily the
case during 2007, where the set-up of the network was different.

Since these observations therefore could not produce highly accurate times, we had
a very large window within which a three-fold coincidence could potentially be of lunar
origin, and consequently our rejection power was much less strong. Nonetheless, we found
we were able to exclude the vast majority of candidates, as discussed in Sec. 6.7.1.

6.2.3 Miscellaneous phenomena

Under the following sub-headings I discuss miscellaneous but important issues relevant to
the analysis.

Obstruction of CA01 by CA02 during May

The configuration used for May 19" 2008 positioned CA02 partly in the path of CAOI,
thus possibly obscuring CA01°’s sensitivity to the Moon. In order to avoid this, CA02 was
pointed at a target 90° away from the Moon, so that the actual dish would be out of CA02’s
path. For such a configuration, no pre-existing shadowing data were available, so that suc-
cess or otherwise of this effort remains partially unknown. However, the sensitivity cali-
bration of May 19" was performed during this period, which will include a contribution
of thermal emission from the CA02 antenna, and exclude a contribution from the Moon.
While there is no easy method to distinguish between the two, the similarity of the May
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Figure 6.2: (a): A typical noise-cal pulse — in this case, from CA01 A on Feb 26™;
(b): Predictions of an observed impulse of different origins.

19 results to those of May 18" in Fig. 6.23 suggest there was little effect. Here this is
ignored.

The noise diode

During testing, we observed numerous strong pulses similar to that in Fig. 6.2, at a rate
of approximately 8 Hz — a typical pulse is shown in Fig. 6.2. It was discovered that these
pulses were generated by the switching of the noise-calibration diode, located in the receiver
to calibrate the power. Thankfully, the switching of the noise diode could be turned on and
off from the control room, avoiding a cost to experimental efficiency, albeit at the cost of
measurements of 7y for parts of our bandwidth.

This seemingly trivial piece of information proved exceptionally important at various
stages of the experiment. Firstly, from Fig. 6.2, there is obviously a pre-pulse to the noise-
cal pulse, arriving approximately 18 ns (peak-to-peak; start-to-start is closer to 14 ns) ear-
lier, and with a height approximately fixed as a fraction of the main pulse. This agrees
with the interpretation of the ‘wobbly’ spectrum (seen in Sec. 6.6) given in Sec. 6.2.3. Sec-
ondly, since this signal is obviously terrestrial in origin, it allows us to test the use of the
predicted dispersion in the Earth’s ionosphere to determine the origin of the signal as ter-
restrial (direct-path), terrestrial (satellite bounce), or from within the solar system. I wrote
a quick program to simulate the effects of the dedispersion filters on an impulse in each of
these cases — the output is shown in Fig. 6.2(b). Obviously the prediction for a terrestrial
pulse is correct. At the time of this analysis however, we did not know the origin, so that
the comparison in Fig. 6.2 gave us our first hint of what was causing the pulse. It was only
the next day, after this analysis, that we discovered the periodicity and then the noise-cal as
the source.

A third — and ultimately essential — use for the noise diode was to create approximately
coincident false triggers between the three antennas, since the time difference between the
turning on and off of the noise diode between each antenna was small (< 1 us) and the
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variability smaller (~ 200 ns). The strength of the pulses also meant that trigger levels
could be set above the level of almost all RFI (and well above the RMS noise level) so that
only these pulses were detected.

Impedance mismatch in the dedispersion filters

It was discovered during the May 2007 run that each filter suffered from an impedance
mis-match at the connection between the filter and the cable to it. This caused a significant
reflection which, not passing through the dedispersion filter, arrived earlier than that part of
the signal passing through the filter. The clue was the observed pre-pulse from the noise-cal
— the approximate 20 ns time delay was as expected given the extra path-length.

A useful calculation is to determine the effect that this reflection should have on a signal
in the frequency-domain — that is, the bandpass. The recorded signal £’(¢) can be repre-
sented in terms of the standard (unreflected, dedispersed) signal as E() as follows:

E'(t) = E(t)+kE(t— 1) (6.1)

where ¢t is the time difference between the fast and standard signal, and £ is the ratio of
strengths of the two components. Both k and 67 can be measured easily in either the time-
or frequency-domains: from Fourier-theory, Eq. (6.1) implies that the recorded spectrum
E’(v) is given by:

E'(v) = (1+kexp(-2nvét)))E®).. (6.2)

The mathematics simplifies when finding the magnitude of the recorded spectrum |E’(v)|
satisfies the following relations:

E'0G)P = (1 +kcos(=2rvst))* + (k sin(—2mvét))? (6.3)
IE'W) = 1+ 2kcos(=2nvst) + O(k?) (6.4)
~ 1+ kcos(-2nvét). (6.5)

Thus an approximate sinusoidal ‘wobble’ is predicted in the spectrum, while in the time-
domain a pre-pulse will be expected from an impulse-like RFI event or true signal. The
accuracy of measuring £ and 67 in the time-domain is determined by the size of any given
pulse compared to the noise, and thus is limited when the pulse height exceeds the maxi-
mum value of the analogue-digital converter (ADC); the accuracy in the frequency-domain
depends only on the total length of buffers captured, which could, in theory, be infinite.
Using the recorded spectra (see Section 6.6.2 and, for example, Fig. 6.22), the spectral half-
amplitude of ~ 0.15 gives k, while the periodicity of ~ 50 MHz gives 67 as 20 ns. The
pre-pulse in fact appears at slightly more than 15% of the noise-cal pulse since it is not
dedispersed and thus more condensed.

Since the interference between the standard and reflected signals alternates between be-
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Size | 16256 8192 4096 2048 1028 512 256 128 64
Rate 22 42 83 163.5 317.5 581 1040 1690 2450

Table 6.2: Maximum trigger rates (Hz) as a function of buffer length for 2008.

ing constructive and destructive, the mean power remains that of a standard signal, whereas
the height of the Cherenkov pulse will be that of the unreflected, dedispersed part only.
This is accounted for in the sensitivity calibration of Sec. 6.6 by averaging the ‘wobble’ in
the frequency spectrum over the bandwidth in the electric-field (rather than power) domain,
since the mean electric field strength is unaffected.

Amplification and quantisation

One important lessons learnt from the first run in May 2007 was that 8-bit sampling is barely
sufficient for this type of experiment. The RMS noise level during these first observations
was set quite low, of order 3 (the sampler ran from —127 to 128), meaning that the trigger
thresholds could only be adjusted in increments of approximately 0.30-. When triggering
at levels of approximately 50, this meant the rates could only be altered in factors of 5,
whereas obviously a finer adjustment is required. Changing the sampler levels for an RMS
of 8 or so to allow for finer adjustment meant that a 5o threshold was at a level of 40. Since
the full range at 8 bits is +£128, the dynamic range was severely limited. Ultimately we
decided that sacrificing dynamic range was the lesser of two evils, on the basis that having
a real event with an unknown pulse height would be a problem we’d like to have. The
measured RMS rates are given in Appendix C.

6.3 Dead-time and Efficiency

A certain degree of dead-time loss is suffered for every trigger. This is important since
setting the thresholds too low (trigger rates too high) can make the effective observation
time negligible, especially so when considering that all three antennas need to be ‘on’ to
record an event. This dead-time can be easily measured by setting the thresholds to zero
and recording the maximum trigger rate for a given buffer length. Such measurements were
performed at each observation period, and the results for the 2008 run are recorded in Table
6.2.

For the May 2007 run, the maximum trigger rate was highly variable. The computers
used to receive the buffers are not isolated, and are thus subject to traffic from other users
with clogged the network. Thus while the ‘maximum maximum’ trigger rate was 300 Hz
per antenna, the actual maximum rate varied between 40 and 300 Hz. This problem was
fixed for 2008, so that the maximum trigger rate was both higher and more stable. The
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exception was May 171 2008, where network errors on antennas CA01 and CA03 reduced
the maximum trigger rate by a factor of approximately 5.

Using Table 6.2, the dead-time per trigger for a buffer length of 256 samples (the stan-
dard in 2008) was approximately 1 ms. The efficiency of the experiment can be defined as
the time-fraction when all three antennas are sampling and ready to trigger. For a sampling
rate 7; (Hz) on antenna i, max rate R;, and purely random trigger events, the efficiency ¢ is
given by:

& = H,-(l——') (6.6)

where the i multiplies over all three antennas. A non-random fraction to the trigger rate
requires an alteration to Eq. (6.6), since the dead-times on all three will tend to coincide. If
the three-fold coincident rate due to non-random triggers is 73, with the random rate being
r! = r; — 3, then the efficiency equation becomes:

r.

r3 i
= -2 s1mf1- 6.7
g Rlow l( Ri_r3) ( )

where here Rjoy, is the lowest maximum trigger rate of all antennas, since in general the
R; could be different. This equation assumes that the dead-time is much larger than the
window to accept triggers as being ‘coincident’, which is the case here. See Sec. 6.5.4 for
an in-depth discussion of coincident events.

Using the observed trigger rates on all antennas, Fig. 6.3 plots the trigger rates (Hz) and
efficiency ¢ for the 2008 period, assuming a constant R; = 1040 from Table 6.2. Triggers
are considered ‘three-fold’ if they arrive within an 8 us window — again, see Sec. 6.5.4. The
calculations in Fig. 6.3 estimate 3 from the observed three-fold rate, whereas some of the
three-fold events will actually be due to random coincidence. Since random coincidences
will either be a small fraction of r3, or 3 itself will be small, this approximation is sound.

The effective observation time 7. can be found by integrating the efficiency over the
observation time 7, SO that 7o = g?tobs. These are given in Table 6.3 for 2008.

A summary of data rates and efficiency for May 2007 is given in Table 6.4. Note that the
efficiency estimate is a minimum, since it assumes complete independence of the triggers.
However, the maximum rates are only approximate and tended to vary — those in the table
are estimated from nineteen minutes of data on the 6, between 19:02 and 19:21 UT.

6.4 Dispersive and Sampling Effects

6.4.1 lonospheric dispersion

To our nominal experimental bandwidth of 600 MHz at 1.5 GHz, the effects of dispersion
in the Earth’s ionosphere are significant. The dispersion is due to a frequency-dependent
refractive index caused by free (ionised) electrons in the ionosphere. Using the standard
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Figure 6.3: Trigger rates (lower lines) and efficiency (upper lines) from Eq. (6.7)
for the night of May 18™, 2008.

Date Tobs & leff

May 2007 70 254 825 210
26 239 855 204
Feb.2008 271 319 869 277
18" 314 874 274
17" 324 69.0 224
May 2008 18" 376 72.8 274
19t 440 719 316

Table 6.3: Raw observation time 7,,s (minutes), mean efficiency .g? (%), and effec-
tive observation time z. (minutes), for all observation periods.

CA03 CA04 CAO05
Triggers 99556 155654 121494
Rates (Hz) 6.53 10.2 7.97
Max Rate (Hz) | 120.6  147.1 126.9
Dead Time (ms) | 8.29 6.80 7.88
Efficiency (%) 94.6 93.1 93.7
Global Efficiency:  82.5%

Table 6.4: Calculation of mean experimental efficiency for May 2007. No cor-
relation between trigger times is assumed — such a correlation would imply an
increased overlap of dead-times between triggers, and hence increased effective
observation time when all buffers were untriggered.
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uUT 10:00 12:00 14:00 16:00 18:00 20:00
AEST | 20:00 22:00 00:00 02:00 04:00 06:00

5t 45 5.0 6.1 7.5 6.1 5.1
May 2007 6™ 5.6 55 6.6 63 6.1 5.1
7th 7.0 7.0 6.9 8.8 8.8 6.3
26M 6.4 5.4 6.0 5.5 5.2 5.8
Feb2008 27" | 11.0 100 95 8.7 7.1 7.4
28th 8.9 6.9 7.7 6.8 5.7 6.0
17% 5.6 5.5 6.6 6.2 6.7 5.8
May 2008 18 5.2 6.0 5.9 7.9 7.7 6.9
19t 107 103 938 11.1 8.2 6.4

Date\Time

Table 6.5: Values of VTEC (Vertical Total Electron Content) in TECU (10'¢ ¢~
cm™2 as interpolated from GPS measurements (95; 128), both in UT, and AEST,
the local (non-daylight savings) time.

measure for the number of electrons (total electron content units, or TECU: 106 e‘/cmz),
the time-delay ot relative to a vacuum for a frequency v is given by Eq. (6.8):

st = 134107 TECUv 2. (6.8)

Of more use is the dispersion over a bandwidth Az, given by Eq. (6.9):

At = 134107 TECU (Vi — Vi) (6.9)
~ 2.68 1077 TECUAvy? (6.10)

if Av < v, where v is the mean frequency (Vimin + Vmax)/2. Note that in terms of phase delay,
the correction goes as V2.

For typical night-time values of TEC (approximately 7 TECU), the induced delay is 3—
4 ns over our bandwidth, which is significant. The effects of this dispersion (or equivalently,
incorrect dedispersion, since we partially correct for these effects) will depend not just on
deviations of the line-of-sight (LOS) TEC from that assumed in our dedispersion filters, but
also on both the sampling rate and the intrinsic pulse spectrum. All of these effects are dealt

with here.

Measured VTEC

As discussed in Sec. 6.2.2, our dedispersion filters were only set for a typical TEC (total
electron content) at an elevation of 47°, so that the actual differential delay (and hence
sensitivity) will be affected by the elevation and real VTEC values. The actual dispersion
measurements over the observation dates (supplied by R. Robinson from the NASA Crustal
Dynamics Data Information System (128)) are given in Table 6.5.



124 Dara Anarysis FOR LUNASKA LuNarR OBSERVATIONS WITH THE ATCA

As well as the TEC itself, The effects of ionospheric dispersion will depend both on the
sampling rate, and on the spectral shape. I therefore treat each effect individually, before
proceeding to estimate the combined effect of only an approximate dedispersion on our
sensitivity.

6.4.2 Quantifying the loss of sensitivity
Sample spectra

The range of possible spectra is very broad. A general characterisation can be made based
on the relative strengths of the high- and low-frequency components. At one extreme is a
purely coherent pulse with E(v) oc v, which gives the greatest possible weight to a high-
frequency component — this is the case plotted in Fig. 6.5. The other extreme is given by
a high-energy shower viewed at a large angle away from the Cherenkov angle, but at zero
depth: a frequency turnover due to decoherence is generally sharper than that caused by
absorption!. Choosing increasingly high-energy showers viewed increasingly far from the
Cherenkov angle makes the spectrum tend towards a 6-function at the lowest frequency, so
that a highest ‘realistic’ energy must be chosen. Taking this as 10>} eV, and a spectral shape
of the form E(v) o exp(—Cv?*) (which has been shown to approximately fit the spectrum
far from the Cherenkov angle for hadronic showers (9)), allows the constant C to be solved
for by letting the total power in the bandwidth equate to that of a fully-coherent pulse at
1020 eV:

V2 V2
A f vdv = B f vexp(—Cv?)dy (6.11)
Vi ., V1 1 v
40577 = B[—O.S— exp(—Cvz)] . 6.12)
Vi C "
A
C (exp(—CV%) - exp(—Cv%)) = 3 (vﬁ - V%) . (6.13)

Since B = (1022/10?%)4, solving Eq. (6.13) numerically for v; = 1.2 GHz, v, = 1.8 GHz
gives C = 3.515 for v in GHz. The two frequency-spectra are plotted in Fig. 6.4, and used
throughout this section.

The effects of finite sampling only

Our sampling rate of 2.048 GHz, while less than the Nyquist rate of twice the maximum
frequency, was sufficient to prevent aliasing over the frequency range 1.024 to 2.048 GHz.
Within this range — and in the absence of signals outside this range — the full spectrum can be
reconstructed, since there can be no ambiguity between frequencies, and no information is
lost. Detection experiments (such as this one at the ATCA) however tend to rely on a simple

The extrema should in fact be defined in terms of the most and least broadband pulses. While the least
broadband pulse is the maximally-decoherent one described in text, the most broadband pulse will in fact have
some small decoherence term to reduce the high-frequency component. I ignore this minor distinction here.
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Figure 6.4: The two extreme spectra used in the estimates of sampling and disper-
sive: a fully coherent spectrum (dotted line), and a spectrum with a decoherence
factor of exp(—Cv~?2) (solid line).

algorithm based on the peak pulse height as captured by the sampling threshold. For any
finite sampling rate (including the Nyquist rate), there will be a random offset in the phase of
the sampler between the peak of the pulse and the (approximately instantaneous) sampling
times. Fig. 6.5 plots the peak pulse height as a function of the arbitrary phase offset for
three sampling rates: the minimal rate of 1.2 GHz required to avoid aliasing for a 600 MHz
bandwidth, with the nominal bandpass of 1.2-1.8 GHz downcoverted to 0 — 600 MHz;
the actual rate of 2.048 GHz as used in our experiment, with the downconverted bandpass
at 248-848 MHz; and a 4.096 GHz sampling rate with no downconversion, as might be
implemented in the final CABB upgrade. Since in this case the pulse peak is forced to lie at
the central sampling point, the sampling here makes only a cosmetic difference.

To first illustrate the effects of sampling before delving into dedispersive effects, in Fig.
6.6(a) and Fig. 6.6(b) are plotted the maximum measured values in the time domain rel-
ative to the peak value as a function of the arbitrary phase offset between the pulse peak
and the sampling values, for (a) a fully coherent pulse, and (b) an extremely incoherent
pulse. Immediately the advantages of a faster-than-minimal sampling rate when using sim-
ple threshold trigger logic becomes apparent: whereas on average the peak measured value
at the minimal rate of a coherent (incoherent) signal is only 76.5% (81%) of the peak (and
it can fall below 60% in both cases), for 4.096 GHz sampling the average is 93% (95.5%)
with a minimum of 84% (89%). For an incoherent pulse the effect is less since the power is

concentrated over a smaller frequency range.

Including (de)dispersion

For each combination of intrinsic spectrum, base phase offset, and dispersion measure, I
calculate the peak pulse strength in the time domain. Averaging this over all base phase
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Figure 6.7: Greatest detected amplitude of the time-domain signal relative to the
maximum undispersed amplitude, for two signal spectra and four sampling rates,
as a function of the line-of-sight total electron content, in TECU.

offsets (which will be random) and dividing by the magnitude of the peak undispersed
pulse at zero phase offset produces Fig. 6.7. The upper and lower sets of lines are for
incoherent and coherent pulses respectively. The coherent pulse is most adversely affected
by ionospheric dispersion, since the signal is spread over the greatest frequency range. The
rapid oscillations in average peak amplitude with changing TECU for the coherent pulse
are more evident at slow sampling rates. The means from Fig. 6.6 are given by the intercept
with the y-axis, allowing a comparison between the effects of finite sampling and dispersion.
By comparison with the estimates assuming an infinite sampling rate, the effects of finite
sampling and dispersion can be separated. For incoherent signals, it is interesting to note
that for a minimal sampling rate, the loss due to slow sampling of 19% at 0 TECU is greater
than that from dispersion only (infinite sampling rate) for a TEC less than 25 TECU. For
our actual experimental sampling rate, the extra loss from dispersion becomes equal to that
from finite sampling at ~ 11 TECU for the incoherent pulse, while for a coherent pulse the
two losses equate at approximately 8 TECU.

6.4.3 Loss of experimental sensitivity

The dedispersion filters were set to correct for a dispersion over the bandwidth of 5 ns,
equivalent to 9.67 TECU along the line-of-sight. Here I assume the filters correct perfectly
for such a dispersion — see Ref. (99) for bandpass measurement of our preliminary design:
variations from the ideal case are small. Since the pulses are symmetric, an over-correction
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in the dedispersion filters for a low STEC (‘Slant” TEC — the TEC along the line of sight) is
equivalent to an under-correction for a large value. Therefore the zero on the x-axis in Fig.
6.7 represents a real STEC of 9.67 TECU.

Using the measured values of VTEC, the lunar elevation, and the results given above,
the loss of sensitivity due to sampling and dispersive effects can be calculated. The results
are given in Fig. 6.8. The VTEC measures are given by the dashed lines — minima come just
after sunset and just before sunrise (local times 10pm and 6am). Interestingly, there appears
to be a secondary peak around midnight, which while much lower than the solar peak at
mid-day, still causes a significant increase in the TEC of 2 — 3 TECU above the minima.
Using a linear interpolation between these points and the known lunar elevation gives the
line-of-sight (LOS) TEC measure (dotted lines). Since the Moon transited almost overhead
around midnight, this secondary peak actually helped to keep the expected line-of-sight
TEC stable, since the VTEC is high when the distance travelled through the ionosphere is
low and vice versa. At low elevations, the LOS will probe a large horizontal distance, so
using a constant VTEC measure may not be appropriate. However, since the TEC goes as
sin~!(elev) and consequently blows up at low elevations, the sensitivity in this regime will
be low in any case. Combined with the mean losses for the two spectra in Fig. 6.7, the
range of losses for the experimental periods is calculated as the shaded regions, limited by
the extreme coherent/incoherent spectra. Also shown in Fig. 6.8 are the observation times
on each night.

The effect of the approximated de-dispersion is estimated by taking the mean loss over
both observation time and spectral type, giving equal weighting to both the coherent and
incoherent spectra (a full calculation of the time-domain signature of each event gener-
ated by the Monte Carlo simulation would take an exorbitant amount of computer time).
Though it is safe to assume that near the threshold neutrino energy for detection, the only
detectable events will be fully coherent pulses from near the Cherenkov angle, much above
this threshold there is no easy method to estimate the relative contributions of each spectral
type, though qualitatively one would expect an increasing contribution of incoherent events
with primary neutrino energy. For simplicity of simulation I use the mean of the fractional
losses for coherent and incoherent signals for all neutrino energies.

6.5 Relative Timing Calibration with Astronomical Point
Sources

For the 2007 observations, our timing was given only by the computer clocks to poor (1 ms)
accuracy, which generally is insufficient to either reject all false events or accept a real
one. This section deals exclusively with our 2008 observations, in which we had clocks
accurate to 0.5 ns running at each antenna, the value of which was returned with each
buffer. However, these clocks had unknown timing offsets between them, which had to be
determined to allow a sufficiently rigorous pulse search. In this section I describe my efforts
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Figure 6.8: (continued over page)
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Figure 6.8: lonospheric influence over our observation periods. The key of (a)
applies to all three plots. Dashed lines: measured VTEC (TECU) from Ref. (128).
Dotted lines: STEC (slant TEC along the line of sight). Solid lines: mean frac-
tional loss for coherent (lower line) and incoherent (upper line) pulses due to iono-
spheric effects only: the shading gives the range. Vertical solid lines indicate the
times of the observations, while horizontal solid lines give the mean fractional loss
during the ‘observations’.

Period May 07 Feb ‘08 May ‘08
Date 7th 26t 271 28t Mean || 17 18" 19" Mean
Best (%) 93 92 91 91 91 91 91 91 91
Worst (%) 86 84 80 8l 82 82 80 8l 81
Mean (%) 90 88 86 86 87 87 8 86 86

Table 6.6: Estimated nightly average fractions of the peak signal detected (%)
for the observations periods indicated. The best case corresponds to incoherent
signals, the worst case to completely coherent signals, as discussed in text.
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Symbols [F/M]LC/ M] describing continuous observations.

[F/M] Indicates F: February, M: March 2009.

[C/M] €: time calibration period, ™: on-Moon detection mode.
n n™ observation of that type in the observation period.

Symbols used in calculating calibration times (Sec. 6.5.1).
b, ‘Buffer overlap’: length of common captured signal.
tlfg , At‘?j Geometrical time delay from a source position.

Atl?j Trigger time for a noise cal pulse.
7, Atl?'l. Cable delay to an antenna.

Symbols used to calculate the time offsets (Sec. 6.5.3).
Iy Buffer length.
Atﬁ; Position of the peak in the correlation function.
AL,
1

Atl.]. Absolute time offsets between the clocks.

Time offset between the centres of returned buffers.

Symbols pertaining to individual candidate events (Sec. 6.5.4).
t; (At;;) Buffer trigger times (difference between).

A’t;;  Adjusted time between returned buffers.

0At;;  Magnitude of adjustment: A’z;; — A;;.

Table 6.7: Description of symbols used in the time alignment — units alternate
between seconds and samples (2.048 10° per second) in the text. Symbols with an
‘I’ subscript apply to each antenna, those with a ‘i;” give the difference between
the values for each antenna; the convention is that quantity i is subtracted from
quantity j when j > i (the 7, j indicate antenna number, e.g. ‘3’ for CA03).

towards determining these offsets and calibrating the clocks. Symbols used in this section
are defined in Table 6.7.

Regarding contributions from other members of the collaboration, the method described
in Sec. 6.5.1 below was developed predominantly by R. Ekers, while the software methods
described in Sec. 6.5.3 were largely based upon those developed by C. Phillips. An inde-
pendent analysis using Phillips’ software — similar to my work from Sec. 6.5.1 to Sec. 6.5.3
— was performed for the February 2008 data by R. Robinson and C. Phillips, with similar
results.

6.5.1 Method

To calibrate the times, we required both a common signal in each antenna with some known
time-delay, and a method to trigger the buffers with sufficient simultaneity that enough of
the common signal seen by all three antennas would be captured to produce a significant
correlation. For the trigger, we had the choice of using either a portable pulse generator
or the noise-diode pulse, while for a common signal, we had either the pulse generator
with a well-measured physical position, or a bright (and preferably point-like) astronomical
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source. In testing both before and during the observation, we failed to generate a signal with
the pulse generator strong enough to trigger all three antennas at once. Thus we used the
noise-cal pulses as our trigger, and the very bright sources 3C273 and M87 as our correlated
signal.

3C273 was chosen since it is the brightest (47 Jy at 1.4 GHz) point-like source near
the Moon at the time of the observations, and would thus give a strong correlation over all
baselines. M87 is brighter (215 Jy at 1.4 GHz) (130) but resolved on our long baselines, and
was chosen to maximise the correlated signal over our shortest (CA01-CAO03) baseline only.
Another consideration was the length of correlated signal between buffers at each antenna
(the ‘buffer overlap’), which is a function of buffer length, the relative trigger times of the
noise cal pulse, and the geometrical delay due to the position of the source.

Required buffer overlap

The calculations in this portion of Sec. 6.5.1 are independent from, but motivated by, those
of Ron Ekers, who attained similar results.

For each individual antenna, the signal-to-noise ratio per independent sample (o) from
a source of flux S (W/m?/Hz) viewed by an antenna of effective area A and system tem-
perature Ty is given by:

A eff
2kb Tsys

(6.14)

Oy =

where kp is the Boltzmann constant. The gain from bandwidth comes because samples
taken once every Av~! seconds are independent. Therefore, the strength of a correlation o,
over time ¢ is given by:

o. = 05 NtAv. (6.15)

Alternatively, the required time length of the correlated signal captured by a buffer to

achieve a given s/n strength in the correlation o is given by:

2k Teys \
! (E b SYS) _ (6.16)

A

For ATCA parameters (Ao = 266 m? for an aperture efficiency of 0.7 on a 22 m antenna,
Teys ~ 31° K (130), Av = 600 MHz), we find #3¢273 = 2.8 us for o = 6 on all baselines.

Buffer overlap - geometrical

The buffer overlap b, is given by b, = I, — |A#® — Af'|, where the terms are the buffer length
Iy, the geometrical time-offset A7® between antennas due to the source position as viewed
by the baselines, and the difference in triggering time A#. It is most useful to calculate the
factor |A#8 — A7| (the relative offset of buffer centres with respect to a source signal) for
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Table 6.8: Cable delays 7 and resulting time offsets Az for the February obser-
vations (see Table 6.1) as measured by P. Roberts. The cable refractive index is
specified as 1.47.
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Figure 6.9: Expected offsets of buffer centres with respect to signals arriving from
3C273 when triggered by the noise cal pulse for Feb. 27%, 2008.

all three baselines, and hence determine the optimal observation time and required buffer
length.

The factor A#' can be assumed to be a constant function of cable-delays which take
the signal to turn the noise-cal on/off from the control room to the antennas. The cable
delay times #“ and corresponding time offsets Az° ~ A# to the antennas were measured by
P. Roberts, and are given in Table 6.8 for the baselines of our February observations.

Assuming the in-antenna delays are constant (or at least small compared to the control-
room-antenna delays), the offsets Az¢ in Table 6.8 give the offsets in trigger times A#'. The
geometrical (or astronomical) delays are simply given by the source positions, which vary
with time. The factors |A78 — A#| between the antennas for the nights of our February 2008
observations are plotted in Fig. 6.9 for 3C273 — for M87, the plot is almost exactly the
same, since they have similar right ascensions. The variation is minor (+4 minutes) over a
three-day observation period.

From Fig. 6.9, note that we could accept times when only two of the three baselines
had a significant buffer overlap, since we could still solve for the time offsets — however, we
preferred to have all three baseline correlations to be visible to give us some redundancy.
Therefore times around 17:00 UT were ideal for calibration both on 3C273, and also for

M&7, since in the latter case the weakest (longest) baseline would capture the most signal.
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Since we require a minimum of ~ 3 us of common signal, and at the most ideal moment
there is approximately a 2 us offset between buffer centres, the minimum required buffer
length was determined to be 5 us. The maximum available was 16,324 samples (~ 8 us),
which should therefore have been more than sufficient to get a 60~ spike on the correlation.
However, the 25% of the buffers with no common signal provided correlation ‘noise’, and
the 60 correlation over the common part only was expected to be reduced by a factor of
v0.75 to 5.20-, which should still have been significant over the < 40~ expected random
maximum. Nonetheless, since the noise cal itself introduces a significant amount of power
into even a long buffer, we expected to add the correlations over multiple noise-cal triggers
to ensure the correct correlation peak was identified.

6.5.2 Observations

To observe in timing calibration mode, we pointed the antennas at either 3C273 or M87, set
the buffer length to maximum, switched the noise cal on, and set the trigger thresholds such
that we were triggering off all, and only, the noise cal pulses, at roughly 8 Hz. This could
be done because the pulses were far stronger than most RFI signals, although occasionally
we observed equally strong RFI. Triggering off an RFI signal could result in the triggers
missing a noise cal pulse due to the dead-time associated with long buffers, though this was
never a significant effect.

Although our calculations indicated that we only required a single coincident trigger
once over our entire observation period in order to align the clocks, we typically observed
in calibration mode for a few minutes at a time and thus took of order 2000 pulses, repeat-
ing this procedure a few times each night. Table C.1 in Appendix C gives the time spent
observing in calibration mode for both the February and May observations. Since during
the experiment we succeeded in obtaining correlation peaks only on the second night, we
cautiously spent more time observing the calibration source than our calculations indicated

was necessary.

6.5.3 Analysis

To extract a timing offset required knowing exactly which recorded buffers to correlate,
whereas we had no explicit way of knowing which returned buffer on antenna X corre-
sponded with which on Y and Z. However, the accuracy of the control-room computer’s
time stamp (O ~ 30 us) was much better than the typical times between triggers (0.128 s).
Therefore I wrote a simple routine to match buffers between antennas, which checked the
computer time stamps on all files from all three antennas during the calibration periods and
selected those with matching times on all three antennas and which were separated by the
characteristic 0.128 s interval from another three-fold match. Setting a tolerance of 30 us
for times between successive triggers on a given antenna, and 300 us to match coincidences
between antennas, typically accepted ~ 440 coincidences a minute from a maximum of 469,
giving an efficiency of 94%. A greater tolerance for the timing between antennas is allowed
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because only one buffer can be recorded at once, while the lower tolerance for successive
triggers on a given antenna reflects the stability of the system.

The correlation program

I wrote a program to sum the correlations between coincident buffers, as output by the

alignment procedure described above. The basic steps involved are as follows:

1. Initialise using the first coincident buffer set:

a) Calculate the base astronomical delays from the source position.

b) Note the time offsets between buffers — label these the ‘base offsets’.
2. Loop through and sum the correlations:

a) Extract absolute and relative timing information from the buffers.

b) Calculate the astronomical delays from the average computer clock time of the
coincident buffers.

¢) Determine the time offsets between buffers relative to the base offsets.
d) Zero buffer entries —150 to 50 to eliminate the noise cal pulse.
e) Fit the buffers and clean their spectra using a simple algorithm.
f) Multiply and reverse-fft to obtain the individual correlation functions.

g) Add to a running total, with offsets as given previously.
3. Clean the summed correlation functions:

a) Fast-Fourier-transform (fft) the correlation functions.
b) Eliminate spikes in the spectra with a simple cleaning algorithm.

¢) Reverse fft.
4. Run the above simultaneously over all three baselines and both polarisations.

5. Plot the correlation functions and extract the offsets.

It was found that the relative times between triggers on different antennas varied by
approximately +200 ns. This ‘jitter’ needed to be corrected for by a ‘de-jittering’ algorithm
when adding multiple correlations. This is performed easily in step 2(c), since the relative
times for any given buffer are known precisely. Note that the astronomical delays only need
to be compensated for relative to the original delay, since we want the ‘zero’ to correspond
not to a simultaneous arrival of an astronomical signal, but to ‘absolute’ simultaneity (or for
relativistic purists, simultaneity in the control-room frame).

An example of the process for Pol A of CA01/CAO03 is given in Fig. 6.10. The most
important step is the cleaning of each individual spectrum prior to correlation, which is
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Figure 6.10: (Continued over page)

done by using a running window (typical length 1000 samples) and setting each spectral
point with power more than 4 times the mean in the window to zero. For a white noise
spectrum, this would (falsely) reject approximately 2.5% of the available data, which is a
small price to pay for greatly increased quality. Despite this, at times the RFI environment
was sufficiently bad that no correlation could be extracted.

Relating the correlation peak to the timing offset

The values of the base timing offsets Atl(.)j (given by #; — ; for j > iand i, € {1,3,5})
are derived by adding the time offsets between buffer centres Atf.’j and the positions of the
cross-correlation peaks Ati. relative to a zero offset. Labelling the cross-correlation function
between buffers from antennas i and j as C;;(Az), the multiplication in Fourier space is
chosen such that if B(f) < B(v), then the cross-correlation theorem gives:

CifA) o Cy(v) (6.17)
= Bi(v)B(v) (6.18)
o ZBi(t)Bj(t—At) (6.19)

i.e. a peak in the correlation function C;; corresponding to a time delay Az;; = Atf;. means
that the buffer sample corresponding to the peak on CAOi matches in true time sample 0 on
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Figure 6.10: Effects of data manipulation in the correlation program. (a): raw
spectrum from an individual buffer, (b): the same spectrum after cleaning. (c—h):
Correlation functions with varying degrees of data manipulation over 100 aligned
buffers from CAO1 and CAO03 Pol A, with (c): no data manipulation, (d): cleaning
only the final correlation function, (e): cleaning each spectrum individually prior
to correlation, (f): cleaning both the individual and final spectra, (g) cleaning the
individual spectra and zero-ing the noise-cal pulse, (h) full cleaning and zeroing
as used to extract timing offsets.

ca0y, i.e. the clock at i is Atf} Jaster relative to the buffer centres. Therefore the total time
— AN e o b P
offset z; — #; = Atl.j is given by Atl.j - Atij.

The pathological data of May 17"

Network errors on May 17% reduced the trigger rate to 3 — 4 Hz when the buffer length
[, = 16320 samples. This meant that at most a third of all the triggers could be captured with
a full buffer length. It also meant that, in absence of some randomisation, the captured noise-
cal triggers must fall into a repeating pattern which may or may not correspond to the correct
alignment. It would be perfectly possible (actually, very likely) that triggers 1,4,7,...
would be captured from CAO1, triggers 2, 5, 8, ... from CA03, and triggers 3,6,9, ... from
CAO0S5, so that while one in three triggers would be captured, none would align properly.
Three methods were used to try to get a correct alignment: Mlc: reducing the buffer sizes to
8192 samples, hence reducing the overlap by perhaps two thirds but increasing the trigger



138 Dara Anarysis FOR LUNASKA LuNarR OBSERVATIONS WITH THE ATCA

rate; Mg: setting the buffer length on CA03 to 16320 while keeping that on CA01 and CA05
to 8192 samples; M3C: keeping all three buffers at length 16320 while setting the trigger rate
to ~ 1.5 with a threshold such that some triggers would be detected, while others would
not, thereby introducing a random factor to prevent long-lasting trigger patterns such as that
described above.

The resulting analysis must be done mostly manually, and is very time-consuming. Con-
structing an algorithm to match corresponding buffers did not work in this instance, since
the returned computer times are a function of the inherent delay in the network. Normally
quite low, the network errors meant the delay could be up to half a second, so that this search
had to be done manually via trial and error. Also, so few three-fold matches were found
that the correlation had to be done piece-wise, treating each of 1-3, 1-5, and 3-5 separately,
with no redundancy. Finally, the RFI environment for May 17" was very bad, and the only
attainable correlations were 1-3 and 3-5 for the Mg calibration. The most important re-
sult for any further investigations is that buffers 46 in May17/CA01_138_142100.1un, 47
in May17/CAQ3_138_142100.1un, and 321 in May17/CA®5_138_142100. lun originate
from the same noise-cal trigger — from here, further matches can be found with relatively
little effort.

Results of the time alignment

The full results of the timing alignment for each period are given in Appendix C, Table
C.6. The output in each case consists of the base offset (number of 2.048 GHz samples
between the centres of the first buffers to be correlated) and the position of the graphically-
determined correlation peak. In general, there was sufficient data to enable multiple inde-
pendent alignments to be derived from the same calibration pointing; in the odd instance
(particularly when the Moon’s elevation was low, so that there was little correlated signal
and more RFI) timing information for one or more baselines could not be extracted. The
exception is of course on May 17", where network issues caused significant problems (see
Sec. 6.5.3). The estimates were made by simultaneously looking at the Pol A & B data, and
the errors come from the peak having a finite width. When the correlation statistics were
low, this reflected our over-sampling (600 MHz b/w at 2.048 GHz).

A consistency check of the Az is given in Figs. 6.11 for both the February (left) and
May (right) observation periods. For the May observations, the clocks were reset inbetween
each day, less calibrations were performed, and on May 17" only one calibration produced
results. Therefore only the February data gives a good check of consistency, for which the
clocks continued over the entire period. In the top row of Figs. 6.11, the vertical axis shows
the calibrations At?j relative to the first calibration after each clock reset — i.e. the first data
points in February, and the first on each day in May, have been normalised to have y-values
of 0. The expectation was that all data would therefore have y-values within a small (O ~ 1
sample) error range of 0, reflecting uninterrupted clocks ticking at the same rate. Obviously
this is not the case: a cursory glace — particularly at the Feb. graphs — shows that the time
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offsets At?j jump around by up to ~ 800 samples. A less-cursory glace however shows that
the deviations are not random, with most being in multiples of 192 samples (93.75 ns). This
is illustrated in the middle row, where the offsets from the top row have been divided by
192. Most points take integer values. Suspiciously, calibrations within a period are always
consistent to within a few samples (a more extensive search than is evident here proved
this), indicating that between calibrations, something in the hardware sometimes caused
one or more of the clocks to jump in random multiples of 192. As it turned out, this was
indeed a hardware issue, which is discussed (and mostly solved) in Sec. 6.5.4. The effect is
less obvious in the May data where less correlations per clock reset were performed.

The bottom row of Fig. 6.11 shows the relative alignments after artificially adjusting for
the offsets in units of 192 samples, and dividing by the baseline length in units of ~ 15 m,
plotted against hours UT. The variation (of order a few samples) with UT is obvious, indi-
cating a systematic error in either the source or antenna positions. Neglecting the curvature
of the Earth over ~ 750 m in calculating antenna positions implies an error of ~ 9 cm
(0.3 ns), or perhaps one sample. More likely would be offsets in the positions of the an-
tennas themselves, the coordinates of the sources used, or the assumption of a pure E-W
baseline. That the data between 3C273 and M87 shows the same variation indicates that it
is probably the former.

The few calibrations during February which produced deviations from the 192-sample
intervals thus aroused suspicion. Using 3C273 as the source for Fg produced a much better
alignment, consistent with an offset in integer multiples of 192 samples. This demonstrates
the power of precise timing for correcting observer mistakes!

Similar calculations were performed by R. Robinson and C. Phillips, using completely
independent software and analysis. Importantly, the antenna positions used were those
utilised for VLBI, although the source positions were exactly the same. Both the 192 sample
jumps, and a (much larger) variation with UT, were confirmed. While the UT variation
introduces only a small error which could readily be corrected for by fitting a sinusoid, the
random jumps in units of 192 ns obeyed no specific behaviour. Since the error is extremely
large, considerable effort (and the next section) is devoted to correcting for these.

6.5.4 Aligning times in a world of 192-sample offsets

In this section I describe my efforts to account for the apparently random 192-sample offsets
in the timing calibration observed in Sec. 6.5.3. At a collaboration meeting in mid-2008
at the ATNF in Sydney, it was found that the clocks were not updated during the ‘set’
operation, which was needed to recalculate the buffer centre after the buffer length was
changed, and also upon initialisation. The length of this operation was 192 samples. This
explained why times during calibrations were consistent (buffer lengths do not change), but
why sometimes the calibration times between different periods did change, since in trigger-
mode the buffers were much shorter than during calibrations. If everything ran smoothly,
set-ing all three buffers would result in the same time loss between them, so that their
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Figure 6.11: Consistency check of correlation times in the February (left) and May
(right) data. Top row: alignment relative to the first calibration of the February pe-
riod (left), and to the first of each day in May (right), in (x-axis) chronological
order. Middle row: as top row, but with the y-axis divided by 192. Bottom row:
Alignments corrected for 192-sample offsets, with the result divided by the base-
line length in units of 15.306 m, plotted vs hrs UT on each day.
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alignment would be preserved. However, occasionally a buffer would be set twice, or the
set command would be used when re-adjusting trigger levels on one antenna only. In
general, every time a calibration was performed or trigger levels adjusted, the relative timing
could move by intervals of 192 samples. Additionally, sometimes a buffer computer would
suffer an error and need to be restarted, further changing the alignment with that particular
buffer. Since each of these occasions were recorded in the observation logs (though not how
often the set command was used), it is possible to break the observation period down into
intervals where the time alignment will at least be consistent, if not known.

There are two basic methods of accounting for the 192-sample offsets. One is to use
the log-book to determine what a /ikely alignment would have been, which is essentially
making an educated guess. The second is to use the data itself. In actuality the first method
is rather quick and painless, while the second can involve numerous types of analysis with
increasingly greater levels of complexity which are worth describing separately. To sum-
marise, using the log-book proved very useful, while only in one instance did the analysis

produce a useful result, and then only for the 1-3 alignment.

Educated guesses at the alignment

In Tables 6.9 and 6.10, I summarise the intervals spent observing the Moon between which
the alignments could have changed, and the periods of known calibration (columns 3—6 will
be explained in the next section). For each calibration period, offsets are given as integer
intervals of 192 samples relative to this (the first) calibration after the clock reset (those
marked with a *) in the usual 1-3,1-5, 3-5 order, so that the value of +1/+2/+1 for FSC
implies that #3 — #; for that calibration period was 192 samples greater than it was for FC,
ts—t; was 2x 192 = 384 samples greater etc. Unless otherwise specified, the changes which
separated the periods observing the Moon were due to an adjustment of the thresholds on
all three antennas.

Working through the list from start to finish, the alignment appears to be stable over
February 26%. The change from 0/0/0 to +1/+2/+1 from the 26 to 27" probably resulted
from differing reset commands being sent to the buffers upon starting the triggering soft-
ware. The shift from +1/+2/+1 to -2/+2/+4 can easily be explained by the failure and
subsequent re-initialisation of the CA03 system, since the alignment between CAOl and
CAO5 stays unchanged. Again, a change between the nights of the 27" and 28™ is to be
expected, while the shift from -1/+3/+4 to +0/+4/+4 can also be explained by the failure of
CAO01.

For the May observations, only one (marginally successful) calibration was performed
on the 17", However, there were also no ‘strange’ events (such as control computers failing)
which would be likely cause a change in the offsets; also, each time the levels were re-
adjusted, all three were, so likely the relative timing was kept constant. This was probably
the case for the first four periods of the 18" (between Mf and MSC), despite only the levels
on CAOI1 being adjusted at 14:07 UT (the alternative is that an error occurred here which
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‘ ID  Start (UT) (mins)
Feb 26
F o 13:19 34
FY 14:02 36
FC: +0/+0/+07
FY 1455 52
Fi' 16:04 94
FY 17:50 21
FS$: +0/+0/+0
FM 18:30 59
F$,0 +0/+0/+0
Feb 270
F¢: +1/42/+1
FY 13:23 51
F 1427 41
CAO03 Failure - Reinitialising
FM 1523 10
FC: -2/+2/+4
Fil 1553 221
FS:  -2/+2/+4
Feb 281
F§: -1/+3/+4
FM 13:46 89
CAO1 Failure - Reinitialising
FM 15:37 73
FS,: +0/+4/+4
FM 171 80
Fii 1842 73
FC:  +0/+4/+4

Table 6.9: Start times (UT) and duration (minutes) for each lunar observation pe-
riod (continuous period in detect mode) for the February 2008 run.

was coincidentally undone during the calibration MS, which is very unlikely); thus I assume
that these times are OK. For the latter half of May 18", twice were individual trigger levels
were adjusted, with the possibility of a change in timing. Finally, for the 19", the changes
observed between Mg and Mgg are consistent with the adjustments to CAO5 only, though
it is ambiguous as to where exactly the changes took place. It could be assumed that for

M%—M% the alignment is consistent.

The outcome is that in general, the changes between calibrations can be readily ex-
plained. However, there are some periods (particularly in May, when less calibrations were
performed) for which the alignment must be extrapolated rather than interpolated. Even for
the periods about which we are very sure of the alignment, we would not have sufficient
proof to claim (for instance) a positive detection. The important outcome though is that
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| ID  Start (UT)  (mins) |

May 17
M 11:00 58
My 12:00 60
My 13:06 63
MS: +0/+0/+0
My 14:47 7
MY 1517 70
MY 16333 65

May 18™: Resetting All Clocks
MY +0/+0/+0*

My 11:30 111
Myf o 13:22 39
My' o 14:03 4
Adjusting CAO1 only
MM 14:08 24
MS: +0/+0/+0
MM 14:55 106
M{5 1648 58
Adjusting CA05 only
MY 18:09 16
Adjusting CAO1 only
MM 18:26 18

May 19™: Resetting All Clocks
MC: +0/+0/+0°

M 1141 106
Adjusting CA05 only
MM 13:30 15
Adjusting CAO5 only
MM 13:46 66
Mgy +0/-2/-2
MM 15:06 55
M7 16:13 179
MY 19:26 9

Table 6.10: Start times (UT) and duration (minutes) for each lunar observation
period (continuous period in detect mode) for the May 2008 run.
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over the entire time, we have narrowed the calibration times down to a small range, which
should prove sufficient both to guide the re-alignment attempts described in the following
sections, and also enable a pulse search with few enough candidates that any positive de-
tection would be extremely suggestive, while a lack of candidates would be a certain null
result.

Approximate coincidences and two-fold analysis

The ‘log-book’ alignment method described above allows the times to be known to within a
few intervals of 192 samples. For the maximum baseline of 765.3 m, the largest true offset
possible is £5225 samples, corresponding to signals arriving from due East/West, i.e. along
the length of the baseline. Cautiously allowing for up to £10x 192 sample offsets, this gives
a total window of £7145 samples, which I round up to 8000 for extra caution; alternatively,
this allows a path difference due to reflections (e.g. off the structure of the antennas) of up
to 125 m. We can be confident that a signal from any source (as opposed to random noise)
triggering two or more antennas will appear in this range. In particular, a strong source
of RFI might appear repeatedly, producing a number of coincident triggers in this interval
with the same relative times. If such a source can be found over more than one continuous
run on the Moon, then it should be possible to adjust the offsets in units of 192 samples
accordingly, thereby recalibrating the times. Of course, this requires a large number of RFI-
sourced coincidences. A first step was to use the calibrations from Sec. 6.5.4 to search over
the entire observation period for times when the triggers from two or more antennas fell
within this 8000 sample (~ 4 us) window. The results are given in Tbls. 6.11 (Feb) and 6.12
(May), where the values ij are the number of such coincidences in each interval between
antennas CAOi and CAQj (including three-fold coincidences), while N %5
three-fold coincidences. The counts of two-fold events include the three-fold events, so by
definition ngj > Nf35,
event on the third antenna.

is the number of
with equality only if there are no two-fold events without a matching

The most obvious result is the extremely large number of such coincidences, and the
large number of three-fold coincidences compared to two-fold coincidences. The expected
rate of two-fold and three-fold coincidences from purely random arrival times is given be-
low in Eq. (6.22), where R; (R;;) [R135] is the rate (Hz) of single (two-fold) [three-fold]
triggers in antenna(s) i (i,j) [1,3,5], and W, is the time window (seconds) required for a

‘coincidence’:
Rij = RiRth (620)
Rizs = RiRRW? (6.21)
Rizs/Rij = RieWy. (6.22)

Therefore the ratio between two-fold and two-fold coincidences increases with the trigger
rate. For a maximum trigger rate R; of 3 kHz and time window W, = +3.906 1076 s
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8 8 8 8
ID N13 N15 N35 N

135
Feb 26™
F/ 1 0 0 0
FY 145 25 17 10

FY0 109 120 235 54
Fi'| 5374 657 681 213

FMY 10 0 0 0

FM | 816 484 600 172
Feb 270

FM [ 45 41 47 0

Fe/ | 1298 566 900 329

Fll 0 0 0 0

Fil | 67551 39291 42277 29722
Feb 27™

FM ] 10481 6336 6752 5289
FM | 1869 905 1004 527
FM | 2807 1142 2821 913
FM | 8139 207 495 52

Table 6.11: ij: Number of two-fold coincidences between antennas i and j, and

N §35: number of three-fold coincidences, within an 8000 sample (~ 4 us) window
for each lunar observation period in February 2008. The count of two-fold events

also includes the three-fold events.

(8000 samples), the two-fold rate is 70 Hz. However, the three-fold rate is only 1.6 Hz,
i.e. only ~ 2%. While no period has a 70 Hz two-fold rate over the entire observation
time (the highest average is M% at 25 Hz), periods such as Mf“/f and M{VII which exhibit
the correct ratio Ry35/R;; can be explained by assuming the triggers all came in a brief
time due to some strong narrow-band RFI source increasing the trigger rate. Clearly this
M FM
11° 113
where approximately 90% of 1-5 coincidences are also coincident with a CA03

explanation breaks down for periods with Ry35/R;; over 2%. Extreme examples are F
and M% ,
event, indicating a very strong RFI source. The obvious conclusion therefore is that the vast
majority of observed three-fold coincidences do not occur purely by coincidence, but rather
are triggered from a common event with significant time-structure. By extension, there will
be many such events seen only in two antennas, and the same must therefore apply to the
two-fold coincidences, of which there are (generally) many more.

In Figs. 6.12 and 6.13, I have plotted all two-fold coincidences for each of the three
combinations over the entire observing period for both runs — over 5 x 10° data points.
On the x-axis is the time of observation (UT), while the y-axis gives the time offset 7; — 1;
(j>1) between each coincidence. Upwards is East, since a large value of #; — #; indicates
the antenna with the higher number (which is West-most) received the trigger at a ‘larger’
(i.e. later) time; thus downwards is West. Time increases continuously except in breaks
between days as indicated by the thick vertical lines. Marked are the intervals between
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8 8 8 8
1D N13 NIS N35 N135

May 17
M98 91 124 29
My | 159 56 91 19
MY 59 59 193 13
Myt 237 311 198 1
M| 1093 642 617 34
M| 698 766 771 0

May 18™

MM | 9455 8161 9118 2953
MM 140 114 148 15
MM 10 10 8 0
MM 43 35 33 0
MM | 11407 10446 10732 435
MM | 416 390 375 33

MY 72 65 48 0
MM | 231 224 173 1
May 19%

MM 11100 1714 1734 272
MM | 364 499 634 56
MM | 103683 63352 59728 55737
MM | 820 760 889 142
MM | 7600 7120 7706 886
MM 816 866 622 400

Table 6.12: ij: Number of two-fold coincidences between antennas i and j, and

Nf35: number of three-fold coincidences, within an 8000 sample (~ 4 us) window

for each lunar observation period in May 2008. The count of two-fold events also
includes the three-fold events.

each continuous run, and also the assumed offsets (units of 192 samples) and the calibration
times at which each offset has been measured. In all figures, a stationary source of pulse-like
RFI producing triggers over a long period of time will show up as a horizontal line, while
a very brief period of strong, narrow-band RFI will be observed as a very large number
of coincidences over a small time range (small x-width) but large vertical extent (since the
times will be random), i.e. a vertical line. Fig. 6.14 shows a similar plot for both February
and May, but with two exceptions: only triple coincidences (those with a trigger on all
three antennas within the time window) are plotted, and the delays on the y-axis have been
divided by the baseline length in units of 15.306 m and plotted for all baselines on the one
graph, effectively measuring wavefront curvature.

The resulting graphs provide an amazing amount of information. The features can be
approximately classed as below, essentially from the least to the most interesting:

1. Short time periods exhibiting a high rate of coincident triggers at all offsets, mostly
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Figure 6.12: Doubly-coincident triggers observed during the February run between
antennas (a) 1 and 3. (b) 1 and 5. and (c) 3 and 5. See text.

in May (e.g. 15:35 May 17®,12:50 May 18%, 10:00-17:20 May 19%). These appear
as vertical features which extend uniformly over the full range of offsets.

Short time periods exhibiting a high rate of coincident triggers for a broad range of
offsets, mostly in February (e.g. 14:25 UT Feb 26™, 14:40 and 14:50 28%®, and 19:40
UT May 19%). These appear as vertical features which do not extend over the full
range of offsets.

. Purely horizontal. typically thin features occurring at a characteristic offset. some-

times over many days (e.g. the lines 3 — #; = —1300 for Febmuary, s — 13 = 1600
on May 19®, and the sometimes-periodic feature near 3 — ; = —400 throughout
February and (at other offsets) on all baselines for May 19%))

. Sloped. typically broad features occurring most obviously around 17:00-19:00 UT

on Feb. 271 but also on Feb. 26%.

Type 1 features are exactly what would be expected from a high random trigger rate. with

triggers evenly spread in time-offsets. The cause of the increased trigger rate must be a

lowering of the effective threshold by an increase in the background containing no timing

information. probably from narrow-band RFI — an increase due to ground temperature or

the galactic background would be unlikely to produce such short-duration bursts. As would
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Figure 6.13: Doubly-coincident triggers observed during the May run between
antennas (a) 1 and 3. (b) 1 and 5, and (c) 3 and 5. See text.

be expected. the triples rate is much lower than the doubles rate during these times. due to
the random nature of the trigger times.

Type 2 features show both a small increase in triggers at all offsets corresponding to a
random component from an increased background. and a large increase in triggers spread
about a specific offset. Some bands likely correspond to the nearby towns of Narrabri
(East) and Wee Waa (West-North-West) which present potentially large. extended sources
of RFI. While these may be too weak to be detected under normal conditions, a decrease
in the effective threshold due to the presence of narrow-band RFI could make such sources
detectable. Another explanation is a single source of RFI with a broad time-structure. with
a high likelihood of different antennas triggering off different parts of the signal. thereby
adding a random component with a preferred direction. These features appear strongly for
both doubles and triples. indicating the non-randomness of the timing.

Type 3 features act exactly as fixed sources of short-duration RFI. The fixed geometrical
delay results in a common time-offset regardless of antenna pointing position (and hence
time). However. a jump in the clock alignment will also show a break and vertical jump in
the horizontal feature. although here these have mostly been corrected for already. These
give us our first result on alignment from the data. The continuity of the 3—1/5-3 = —600
line over different lunar pointings on May 19t indicates that the relative times for both these
combinations of antennas (and therefore for all three) are correct for this date. Also. the par-
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KnownAr | Feb | May

All 4,6,10 16-21
At;3 Only | 2,3,11-14

None 1,5,7-9 1-15

Table 6.13: Calibration information gleaned from Figs. 6.12, 6.13, 6.14 only.

allel horizontal features at 3—1 ~ —700, —1300 appear at F'yu, F a6, F a6, Far10, F a3, while
M FM

2-4> T11-13°
also, so that we can be confident of having a consistent alignment over all bar a few periods

the intermittent, periodic ‘blips’ at 31 ~ —400 span F and perhaps Fé” and F{‘j{
here. Disappointingly, there are no such features over either May 171 or 18", Interestingly,
during February no such features were detected in three-fold coincidence. However, on May
19 perhaps as many as five were. Two of these had approximately the same delay/m over
all baselines, one being almost West at ~ 12:20 UT, the other almost East at ~ 14:00 UT.
Though in these directions the apparent baselines are small, nonetheless the sources must
have been rather distant — and therefore quite powerful — to produce the observed triggers.
The other three — 12:00 UT, 12:40 UT, and > 17:30 UT — must have originated in the very
near-field, since the apparent angle to the source between each baseline is very different. In
each case, it should therefore be possible to locate the actual source, perhaps with a view to
removing its influence in further observations.

Type 4 features remain largely unexplained. The locus of the coincident triggers (lines
with constant slope) are consistent with some RFI source moving with constant speed in
cos 6 (6 the angle w.r.s.t. the baseline), which is strong enough to give a high rate of triples-
coincidences, and in the far-field, since the delays per unit baselines match. Also, since
multiple features are seen at once, there must be either many such sources all moving in
unison, or many multiple reflections keeping the same (and extremely large) angular offsets
over a broad period of time. Also, the apparent motion is at the sidereal rate, but in the
opposite direction. One suggestion is that a far-field RFI source is being observed over
multiple signal paths due to atmospheric distortion. However, these would cause a ‘wobbly’
curve about a constant delay. Reflections off the antennas themselves cannot explain the
rate of change of delay being proportional to the baseline length, nor is the antenna size
of 22 m sufficient to produce more than a ~ 70 ns change in delays. We can be certain
however it is not an equipment fault due to the presence of the aforementioned type 3 feature
during this time period. Other than a military ‘black-ops’ conspiracy or little green men, the
most plausible explanation is a series of reflections off an extended object, allowing each
reflection point to move smoothly with time. The most likely such object is the railway track
that the antennas run on, though further investigation would be needed to determine if the
geometry allows this. Despite the origin and cause for this strange phenomena remaining
unidentified, the original source of the signal is evidently in the far-field, so that the constant
delay/baseline of F' M B g/[ ,and F, 3/[ confirms our timing is correct here.
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Source identification with three-fold triggers

The next level of sophistication is to search for actual RFI source positions. Identifying a
particular RFI source during a period when the relative timing is known precisely allows a
semi-random search for that source during periods when the timing is unknown by using
trial offsets. Using the timing from only two antennas at once doesn’t give enough discrimi-
natory power during periods when there are no obvious type 3 or 4 features, especially over
multiple trials. Also, if any on-site RFI sources are found, they could be deactivated and/or
shielded in time for follow-up experiments, since in many cases these events dominate our

trigger rates and limit sensitivity.

Given three antenna positions on an East-West baseline, we can solve for the source
position to within a North-South ambiguity, since an event some distance North of the base-
line would produce exactly the same time structure if its location were directly South of the
baseline by the same distance. In the following analysis, I break the three-fold coincidences
into two types of events: near-field and far-field. Far-field events can only be characterised
by their apparent direction, in 8 degrees from East. Technically, solutions fall along the arc
of a cone of opening angle 26, with a tip pointing West for 6 < n/2 and East for 8 > 7/2.
For simplicity I assume that these events come from either the North or South the inter-
section points of this cone with the horizon. For near-field events I use as the x-coordinate
the East-West distance from CAO1, and the y-coordinate the North-South distance to the
East-West baseline. Again, I assume events originate on the ground.

For a ‘far-field” event, the angle 6 to the baseline is given by averaging the three fitted
values 63, 65, and 635 given by Eq. (6.23):
CAIU

cosf;; = — (6.23)
i X

An error margin of +2 samples on each of the baselines is allowed, so that the ‘far-field’
begins approximately 100 km directly North/South of the antenna, but is much closer in
more Easterly and Westerly directions, since the apparent baselines here are shorter. For an
event inside the far-field, the time-delay A#;3 between the signal arrival times at antenna 3
at (x3,0) and antenna 1 at (0, 0) from a point source at position (x,)) is given by Eq. (6.24):

cAt;y = \/(x - x3)?+)% - \/x2 +)? (6.24)

where CAOI is at the origin, and the coordinates of CA03 are (x3,0). Here I approximate
nyir = 1. Adding the distance to both sides, squaring and cancelling gives:

CALy +2cAt3 X2+ + X +)7 = X = 2xx3 + x5 +)° (6.25)
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which can be reduced to:

\/ﬁ x% —2xx3 — czAl%3 6.26
+ = . .
Ty 2cAty3 ( )

Note that squaring both sides of Eq. (6.25) would give an equation similar to that for a
hyperbola, being the solution set for a two-fold coincidence only. Performing the same
operations for Af;s produces the same LHS as Eq. (6.26) — equating the RHSs eliminates y
to give:

2 2A2
x% —2xx3 — czAtf3 X5 - 2xxs — c* Aty
2cAt3 2cAtys

(6.27)

which solves for x as:

Atz (xg - CZAZ%S) — Aty5 (x% - CZAI%)
= . 6.28
x 2x5At13 — 2x3At5 ( )

The solution for y can then be found by squaring Eq. (6.25) and substituting for x as:

X% — 2xx3 — AP 03
3 13 2
= - . 6.29
Y 2cAt3 ¥ (6:29)

While Eq. (6.29) gives the set of solutions for real event, the positional errors for distant
events can be large.

Correlation correction

To use the above equations to extract positional information, the Az;; themselves must be
reliable. This will not be the case if the antennas trigger off different parts of an incoming
signal, which will be quite common for low-power, long-duration RFI. Therefore, for each
pair-wise coincidence, the buffers are cross-correlated, and the peak used to correct for this
offset by an amount 6A¢;;, to produce a new A’t;; = At;; +0At;;. Since this is done pair-wise,
there is no guarantee that the three adjustments Az will add to zero even for a strong signal,
especially since the sampling rate is above the Nyquist rate. For weaker signals, especially
in cases where there is strong narrow-band RFI, the correlation function can produce many
peaks of equal height. The procedure for picking the correct alignment was to identify all
correlation points within 90% of the peak value for each of the three cross-correlations,
choose from these candidates the combinations which gaves the smallest error, and if this
produced multiple solutions, choose the combination of the three which resulted in the
smallest adjustment. In Fig. 6.15 are plotted histograms of the individual adjustments 6Az;;,
and the resulting ‘closure’ error [0At3 + 0At35 — §Ats|

From Fig. 6.15, we can see that a large fraction (of order half) of modifications sat-
isfied closure, with the next most significant fraction having errors of between 1 and 3
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Figure 6.15: Histograms of the change in offsets 6Az;; for the February run, and a

histogram of the resulting error in closure.

samples, which falls within the ~ +1 samples errors expected from the sampling rate being
approximately twice the Nyquist rate. Away from zero, the error count is falling rapidly.
Importantly, while the bulk of adjustments are also centred at 0, the distribution is much
broader than that for the errors, so there must be a significant number of events where the

raw trigger times did not reflect the arrival direction accurately.

Results using three-fold coincidences

Using the offsets shown in Fig. 6.14, a search for both far-field and near-field events was
performed for each block of data in each of the February and May observation periods. The
majority of near-field solutions occur in the very near-field (within a km of the antennas),
and the rates of both near- and far-field events are highly variable. In many cases point-
like sources of RFI are seen, both in the near- and far-field, and it makes an interesting
game trying to align the positions of possible RFI sources with those detected. However, as
previously mentioned, this analysis has not been successful in shedding light on the correct
offsets, for reasons which are discussed below. Therefore here I present a sample of results
which, while they do nothing to assist in reconstructing the times, are still of casual interest.

In Fig. 6.16 are shown the fits for the far-field solutions based on ‘best guess’ offsets
(those shown in Fig. 6.14) and including correlation corrections with an allowable closure
error of +3 samples. The bins have 0.25° spacing, corresponding to the resolution of a 33 m
apparent baseline at a 2.048 GHz sampling rate. For one definite case only (M% and M% ,
and one less definite (Fé‘/[ and Mé"[ ), is there any consistency in the number and direction of
far-field events. This is likely due to such events entering through far side-lobes, so that the
sensitivity to these RFI sources is non-negligible only for a few brief time periods. Also,
if a strong RFI source was detected, the thresholds were adjusted to bring the trigger rate
under control - which necessarily meant adjusting the thresholds until the source was no
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Figure 6.16: Histograms of the arrival directions of ‘far-field’ (~planar wave-font)
events for February (top) and May (bottom) observation runs, using correlation-
corrected data (see text). Each continuous pointing period is binned separately as a
function of the angle from the North-South line, and individually normalised (the
bin with the most counts in each period is black). On the bottom is the sum before
normalisation, typically reflecting the periods with the highest count rate.
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longer visible.

Plots of the near-field events are similar — some individual plots show strong point-like
near-field sources, others a broad smear of apparent origins, and others have no fitted events
at all. The localisation of near-field events is expected to be less accurate than that for far-
field events, since all near-field RFI must come in a side-lobe of the antennas, or some more
complex path involving perhaps multiple reflections off the antenna superstructure. While
this is also the case for far-field events, the angle of each antenna to a near-field source (and
hence the signal path) will vary between antennas, leading to a potential path differences of
order the size of each antenna — +22 m, or +150 samples.

Near-field sources include RFI generated on-site, and also reflections off buildings,
some of which are quite close to antenna locations (see the site-map of the central area
shown in Fig. 6.17). The potential spread resulting from a +30 sample error for a range of
these buildings is shown for all three antenna configurations in Fig. 6.18. The ‘blurring’
of the reconstruction due to these errors depends greatly upon the relative positions of the
source and the antennas — when the source is seen at similar angles by all antennas (e.g.
most central buildings in the May 17" — 18" configuration), a small error leads to a large
offset in the distance. In these cases a bright, near-field event will appear ‘comet-like’, with
a concentration of events about the true position, and an extended tail out to the far-field.
For sources seen at sufficiently different angles (e.g. those x € {xs, x;}), the effect of errors
is smaller.

Comparing the expectations of Fig. 6.18(c) with the actual reconstructions of Fig. 6.19,
we have almost certainly detected the residence, the control-building/lab, and one or more
of the solar observatory and the lodge during the period M{"Sf . For period M%, either the
visitor’s centre or the IPS act as a strong source, while for periods M{"gf and M% we have
again detected the control building/lab. In the case of F%, there is obviously a strong near-
field source present in the (possibly reflected) vicinity of the IPS or visitor centre, though it
does not correspond exactly with either location.

Interesting as all this is, it doesn’t help with the calibration, since few sources appear
over multiple periods, and those that do can be aligned equally well with a 2-D analysis
only.

6.5.5 Conclusion on the time alignment

The ‘best-guess’ timing solutions using all reconstruction methods are shown in Table 6.14.
We can be 100% confident that for a slight majority of the observation periods, these
‘guesses’ are correct, so that we can correctly align the data over all three antennas, allow-
ing a search for pulses from the direction of the Moon to be conducted with a very narrow
search window. For the remainder of the data, although the timing is not known exactly, it
is implausible that the alignment could vary by more than a few factors of 192 samples —
these periods, along with the range of plausible variations, are given in Table 6.14. Note
that while these figures appear somewhat arbitrary, they are based on recollections of what
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NOTE:
This figure is included on page 158 of the print copy of
the thesis held in the University of Adelaide Library.

Figure 6.17: Plan of the central area of ATCA. From www.atnf.csiro.au

was done at the time of the observations, and on known alignments for preceding and subse-
quent observation periods. For these cases, a search can be performed using each possible
alignment, with one window existing for each possibility. Together, this gives sufficient
discriminating power to eliminate most candidates, but for only half the data could we be
confident that a pulse-like event falling within the search window would genuinely have
timing consistent with a lunar origin.

6.6 Sensitivity Calibration

To simulate the sensitivity of this experiment and place limits on a flux of UHE neutrinos,
trigger levels at each antenna in terms of real quantities must be known. The usual spec-
ification for an experiment such as this is the detection threshold £* in V/m/MHz (a V/m
threshold divided by the bandwidth) in a given polarisation just prior to being received by
the antenna. For instance, the GLUE threshold was a maximum field strength per bandwidth
of Ef yp = 1.23 1078 V/m/MHz, calculated by taking the threshold of 6.46 10~ in each
circularly polarised data channel, and accounting for vacuum-receiver transmission and the
splitting of power between polarisations (121). Although the normal radio-astronomical
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Figure 6.18: Predicted reconstruction of RFI positions — assuming a +30-sample
error at each antenna — for RFI originating from various potential on-site locations.
The effect of the antenna positions w.r.s.t. each source is obvious. Most buildings
appear in Fig. 6.17: the ‘residence’ is that labelled ‘(4)’ in Fig. 6.17; ‘SUSI’ is
the Sydney University Stellar Interferometer, located approximately 1.5 km East
and 1 km South of the control building. Each building has been specified with a
point-like location only, when in fact some are quite extended.

measure of sensitivity is the antenna effective area A4 divided by the system temperature
Tsys (measured automatically via the noise diode), the conversion between the two mea-
sures is simple. Of greater concern is that even when we had measurements of Ty, they
only applied to the standard signal path and over a small frequency range. Therefore an-
other method had to be used, which is described in this section. Also dealt with here are
the effects of ionospheric dispersion, which while approximately corrected for, still reduced
our sensitivity to some degree.

Note that unless otherwise stated, Av refers to the total bandwidth from 1.024-2.048 Ghz,
although the sensitivity outside the range 1.2-1.8 GHz will be minimal.

6.6.1 The calibration function k(v)

For a wide-band experiment such as this one, the signal is expected to change significantly in
strength over the band. Also, the de-dispersion filters have a variable bandpass. Therefore,
our sensitivity will change as a function of frequency. Given that our threshold is set in terms
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Figure 6.19: Reconstructed positions of near-field events for three periods on May

19t {Ahese are (a): Mllvé, (b): Mllvg, (¢): the sum from two like periods Mll\g 20> and
(d): Fyp.

ID ‘ Alternative Offsets
ME o [ [+1/ 42/ + 11{=2/ + 2/ + 4]
MIIVI_6 +5 on all

MI;/I_IS ‘ +1 on all

Table 6.14: Alternative trial offsets from shown in Fig. 6.14. For F7_9, I try
the range between the two calibrations, while the timing is expected (or known to
be stable) for the rest of February. The network errors of May 17! meant there
were a lot of adjustments and thus potential for offsets, while May 18™ was both
more stable and had two calibrations in agreement. The times of May 19" are
completely aligned.
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of our 8-bit sampling, we need to be able to convert from a coherent signal £(v) (V/m/MHz)
to the received values in the buffer h(), the Fourier-transform of which I denote h(v). From
here on, I simply call the values of b ‘sampling units’, or ‘s.u.’. The relationship between
E(v) and b involves an unknown (but determinable) function k(v), defined as below:

v
b(y) (su) = f ’ k(V)E(v)dy. (6.30)
Vi
The units of k are thus s.u./(V/m). It gives the conversion between real field strength at the
antennas and the measured units in the CABB digitiser boards. For simplicity’s and compa-
rability’s sake (and because the simulation program is not yet able to accept a generalised
frequency-dependent sensitivity function), a more useful measure is k, being the mean over
a nominal bandwidth Ay between v; and v;:

— 1 V2
k = — f dv k(v). (6.31)
Av J,,

The sensitivity of the experiment Eyesh, defined in terms of a threshold electric field strength
per unit bandwidth, can then be calculated by knowing the trigger threshold byesn using
equation 6.32:

B
Ethresn(V/m/MHz)  ~ % (6.32)

for Av in MHz. Therefore, this section calculates separately i(v), l;, and hence Eyesn for
each data channel (antenna and polarisation band) over the entire observation period.

In order to calculate k(v), a measurement of a known flux F(v) (W/m?/Hz) is required.
For an incoherent signal (random phases), the relationship between F(v) and the electric
field over a given bandwidth is given by:

V2
f FOWdv = E%./7. (6.33)

Vi
where [ use &g for the RMS field-strength in V/m; Zj is the impedance of free space,

which I approximate to 377 Q. This quantity is the same whether it is calculated in the
time-domain or the frequency-domain (Parseval’s Theorem), i.e.:

5]
£ = i f E@)? (6.34)
4l

N B AP
- = fl £) (6.35)

where £(f) <& &(v) are the time- and frequency-domain expressions of the electric field
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respectively. In the case of quantised data with » data points, Eq. (6.35) becomes:
2 1< 2
Ems = Z EW). (6.36)
1

Using the frequency-domain calculation of &, in Eq. (6.33) and substituting Eq. 6.35 gives
Eq. (6.37):

%] 1 V2
F = — 2 . .
j; | (v)dv A Z j; | E-(v)dv (6.37)

Since this relationship holds for an arbitrary bandwidth, the integration can be eliminated
(e.g. let vy — vy), giving:

1
Fv) = mﬁ(y). (6.38)

Using Egs. (6.30) and (6.38), the flux F'(v) as seen by the relvant data channel can then be
related to the required calibration constant k(v):

1 (Y
FO) = + Ze ( k(v)) (6.39)
which can be rearranged to give k(v):

b(v)
VFOWOAVZy

Eq. (6.40) states that we require a known flux £ (v), and the Fourier-transform of the corre-

(6.40)

k(v)

sponding sampled output b(v), to determine k(v). Note that for incoherent thermal emission,
we do not need to track the phase change in each antenna over the bandwidth, i.e. we are
interested only in the magnitude of k(v).

The Moon as a flux calibrator

For our calibrator, we chose the Moon. The lunar temperature 7', is stable to within a few
degrees over the lunar cycle at approximately 225° K in the 1-2 GHz range (see (115)). The
amplitude variation with the lunar cycle is of the order of 1-2%, with comparable variation
in the effective temperature across the bandwidth (the Moon is hotter at 1.8 GHz than at
1.2 GHz). Both errors could be reduced by using a frequency-dependent effective temper-
ature (7yy — Tp(v)) and determining the phase of the Moon over the observation period.
The apparent lunar temperature will vary over the visible lunar disk, while throughout we
use the mean temperature; also, the emitted strength will be polarisation-dependent, partic-
ularly at the limb. Combining these errors, this method should be accurate to within 5% or
better, which is acceptable.
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A a) a as ay
20cm | 8.99 107* 2.15107% -22310"° 1.5610°!2
13cm | 1.02 1073 9481077 -3.6810710 4.8810° 13

Table 6.15: Parameters for the beam-shape fit — see Eq. (6.42).

Under these approximations, the lunar flux F,(v) (Jy) captured by the beam (it will be
half this in any given polarisation channel) is given by:

Fu(v) = 2kyTyv?/c? B(Q, v) dQ (6.41)
Qu
where B(Q, v) is the beam-power pattern at a given celestial coordinate Q(a, d) at frequency
v, and c and k; are the speed of light and Boltzmann constant respectively. We have two
methods to approximate the beam-power-pattern: as an airy-pattern, using the antenna di-
ameter of 22 m, and also from the ATNF memo in Ref. (119), which gives B(€, v) for small
offset angles, appropriate at these wavelengths to the diameter of the lunar disk. The fit
is rotationally symmetric about the beam centre, so that B(€2,v) = B(6,v) where 0 is the
angular distance to the beam centre. The fit is given by the function:
1

B(6, = 6.42
©. 1+ a1x2 + arx* + a3 x0 + asx8 (6-42)

where x is the distance in arcminutes times the frequency in GHz, i.e. x = (/1 arcmin) X
(v/1 GHz). Coefficients for the fit out to x = 50, where B ~ 3%, are given in Table 6.15 —
note that the x-width of the Moon at 1.8 GHz is 56.3, so these fits should be suitable. Both
the Airy pattern from a uniform circular aperture and the fitted beam are compared with the
size of the lunar disk in Fig. 6.20 (a), along with the error |2 (fitted—airy)/(fitted + airy) |.
Unsurprisingly, the error becomes large near the Airy nulls. Fig. 6.20 (b) shows the received
fraction of lunar thermal emission in both centre-pointing and limb-pointing configuration,
again for both beam patterns. In both configurations, it appears to matter little which beam
pattern is used. In this section from here on we exclusively use the fit of Eq. (6.42).

6.6.2 Measurements

To measure b(v) required the spectrum of sampled signal due to the lunar flux F,(v). To
obtain this, we took an unbiased (trigger level of 0, i.e. maximally triggering) sample of
data pointing both on and off the Moon. The received flux Fj,(v) from the Moon can be
detected by subtracting the measured bandpass b,g(v) when pointing away from the Moon
from the bandpass b,,(v) when pointing at the Moon’s centre. The pointing-position for
the off-Moon data was ‘nothingness’, i.e. a position at similar galactic latitude far from any
strong sources, which we checked with the ATCA catalogue. We set the buffer lengths
to maximum for this procedure, since then the product of trigger rate and buffer length is
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Figure 6.20: (left) Beam power patters at 1.2 and 1.8 GHz using both an Airy
beam with a uniform 22 m circular aperture, and the fitted beams of Eq. (6.42) and
Table 6.15. (right) Total and received lunar thermal flux per polarisation channel
as a function of frequency for both beam-shapes (almost indistinguishable) and
also both centre-pointing and limb-pointing modes.

largest, and also we obtain the best spectral resolution. This was done once every time the
configuration was changed.

For the 2007 observations, we also used a ‘nothingness’ pointing far from the galactic
plane, so that the effect of ignoring that part of the background blocked by the Moon could
be estimated. The difference between the two ‘nothingness’ pointings turned out to be,
appropriately, nothing, so I ignore this effect from here on.

Each recorded buffer b(7) was discrete-Fourier-transformed (DFT’d) to produce b(v).
Some care must be taken with the normalisation of the DFT - for a buffer length of n;
samples, the DFT must be normalised by 1/ 4/ny, so that Eq. (6.40) holds for each individual
sample. The resulting spectra are squared and the average over all the buffers (typically
5000) recorded for each calibration period/target taken, giving |hmms|>(v). Each averaged
spectrum is then cleaned with a very simple cleaning algorithm to remove the worst of the
RFI, which simply sets the power of all RFI spikes above a running threshold to zero, and
the subsequent analysis ignores them. An example of the raw and cleaned spectra is given
in Fig. 6.21.

The squaring, summing, and cleaning process was repeated for both the nothingness
and on-Moon (centre and limb) spectra for each antenna/polarisation, and the nothingness
power-spectrum is subtracted from the corresponding on-moon spectra. Taking the square
root gave the required |byys|(v) corresponding to the lunar contribution as required for Eq.
(6.40). This was then divided by the product ZyF, to give |k(v)|.

Fig. 6.22 compares the resulting function k(v) between different antennas/polarisations
for the centre-nothingness calibration of May 18™. Note that the large values (O ~ 107
s.u./(V/m)) are not unexpected, since the induced voltage of radio signals is very small.
While the shapes of the spectra are approximately the same, especially over the nominal
bandwidth, the most obvious effect is the different amplification (height) of the signals,
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Figure 6.21: Raw (top) and cleaned (bottom) spectra for the ‘nothingness’ pointing
of May 18" on CAO05.
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Figure 6.22: Comparison of k(v) between antenna and polarisation channel for
May 18™. The vertical dashed lines indicate the nominal 1.2 — 1.8 GHz bandwidth.
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Figure 6.23: All measurements of k(v) for the CAO1 A channel (k;4(v)) over the
2009 observation periods. The vertical dashed lines indicate the nominal 1.2 —
1.8 GHz bandwidth.

which vary over both polarisation and antenna. This is neither surprising, since the ampli-
fication was set ‘by hand’ for each data channel, nor of concern, since trigger levels were
individually set to match the data rate, and hence real threshold.

Fig. 6.23 compares the calibrations for CAO1 (pol A) obtained at different periods/pointing
positions. The effect of re-scaling the trigger levels between February and May is immedi-
ately obvious, while the similarity of the plots in May essentially states that the procedure
and the antenna pointing solutions are correct. Note that there is no apparent reduction in
the visibility of the Moon for the May 19" calibration, as might be expected if CA02 ob-
structed CAO1 (see Sec. 6.2.3). The reduced RFI at the bottom of the band in the May data
is due to the addition of a filter.

A frequency offset from the CA04 spectra from May 2007

The raw spectra (arb. units) obtained while pointing at the Moon in May 2007 are plotted in
Fig. 6.24. Even a quick glance shows that the spectra for CA04 are anomalous — the noise
spike at approximately 1.1 GHz in CA03 and CAO0S5 appears just above 1 GHz (shifted down
approximately 60 MHz), while all other features (i.e. the bandpass) appear shifted up by a
similar amount. As explained by Paul Roberts, the likely cause was that the synthesiser
reference (32 MHz signal) in the digitiser for CA04 failed, causing the synthesiser VCO
(voltage-controlled oscillator) to drift to one end of its frequency range. Because the sam-
pled band drifted lower, the sampled frequencies appear higher. The reason that the noise
spike has shifted lower is that this is probably aliased during down-conversion from it’s true
band at ~ 900 MHz, which is in the mobile phone frequency range. Performing a very basic
by-eye fit indicates that the true frequency range was approximately 960-1920 MHz, which
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Figure 6.24: Power spectra (arbitrary units) for all data channels for May 2007,
obtained while pointing at the Moon — see Sec. 6.6.2 for the method.
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Figure 6.25: k(v): (a) as measured for February CAO1 A centre-nothingness, piece-
wise fits to k(v), and the mean k(v); (b) as measured for May 19" CA01 A limb-
nothingness, piece-wise fits for k(v) to all CAO1 A calibration data in May, and the
mean k(v) averaged over all data.

still includes the entire nominal bandwidth. No sensitivity will have been lost, although
matching the CA04 buffers with the baseband data is thus more difficult.

6.6.3 Results of the calibration

Fitting for i(v)

In order to characterise k(v) in a meaningful way, a piece-wise linear fit to k&(v) = a + bv
was performed. Fig. 6.25 shows the fits for CAO1 A in February (a) and May (b) 2008 —
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four fits have been used, with different frequency ranges for each of the February and May
periods. The frequencies were chosen simply to give ‘good’ fits, and the process was not
rigorous. Also, a mean l;(v) has been fitted to the bandwidth 1.1-1.8 GHz for February, and
1.2-1.8 GHz for May. While some sensitivity is not included by limiting the range of the
fitted bandwidth (in particular the sensitivity ‘bump’ at 1.8-1.9 GHz), including this range
in the fit would artificially reduce l;(v) at lower frequencies where a signal is more likely
to be observed. Conversely, taking the fit below the low-frequency cut-off gives undue
sensitivity where a signal is more likely. Unsurprisingly, the ranges which gave a good
trade-off between these effects and artificially reducing the effective bandwidth Av were
close to/exactly the nominal bandwidth of 1.2-1.8 GHz.

Only one calibration was performed in February, and no cross-checking was possible.
In May, it was found that while fits from both May 19" measures and the limb-nothingness
fit of May 18" were always in good agreement (+3%), the centre-nothingness fits of May
18" were consistently low, as evident in Fig. 6.25(b). Therefore these were excluded, and
the fits averaged over the remaining data. The mean fitted values, and frequency ranges, for
all periods are given in Table C.7 in the Appendix.

Conversion to meaningful units

Using the values of I;(v) given in Table C.7, it is possible to calculate the thresholds in
meaningful units — here V/m/MHz — given the thresholds in s.u. These were constantly
altered throughout the experiment, and are summarised in Table C.3. The thresholds vary
significantly between data channels and over time, since the thresholds were chosen to keep
the trigger rate on each channel (rather than the thresholds themselves) constant.

Since a positive detection requires a three-fold trigger, it is useful to define an effective
threshold over all antennas. A good measure is to choose a mean V/m/MHz signal strength
that over the bandwidth will trigger all three antennas with probability 50%. The random
noise component can either increase or decrease the measured signal, so we require suf-
ficient intrinsic signal strength above threshold that the chance of the random component
pushing the signal below threshold is small. Thus the effective threshold is dependent upon
this random component. These were calculated from the mean recorded spectra from the
relevant limb/centre pointing calibrations by averaging the RMS over the entire 1.024 GHz
bandwidth, and converting the measured RMS in s.u. into V/m/MHz using k. During times
of significant out-of-band RFI, the effective thresholds will vary due to a greater RMS, but
since these occasions are both rare and have a low effective efficiency, their contribution to
the average threshold will be negligible and is neglected here. The resulting RMS voltages
are reported in Table 6.16. Note that these quantities have no real meaning (RMS voltage
obviously does not add linearly over a bandwidth), but are very convenient for comparative
purposes.

Assuming a normally-distributed RMS field strength, the probability of the total of sig-
nal plus noise falling above threshold for any given signal strength can be readily calcu-
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CA01(03) CA03(04) CAO05
A B A B A B

May07 | 2.1110™° 2.99107° | 2.17107° 3.06107° | 2.12107° 2.88107°

Feb08 | 2.12107° 2.15107° | 2.1510™° 2.08107° | 2.1510™° 2.20107°
May08 | 2.1210™° 2.15107° | 2.15107° 220107 | 2.1210™° 2.14107°

Period

Table 6.16: Effective RMS electric field strengths per unit bandwidth Eyyg (=
Ems/Av; V/m/MHz) for each polarisation channel. E; is the field strength equiv-
alent at the antennas to the sampled RMS. The bracketed antenna IDs apply to the
May(07 observations.

lated, and thus the probability that the global condition (CAO1A OR CA®1B) AND (CAO®3A OR
CAO®3B) AND (CA®5A OR CA®5B) will be met. The detection probability is dependent on the
alignment of the field vector with the A and B receivers — since the trigger condition is A OR
B, the probability is highest when the field vector is parallel with either A or B, and lowest
when it is 45° from both. Therefore the ‘effective threshold’ is defined for a signal polarised
at 22.5° to either A or B. Since in general both the thresholds and RMS values are different
for each polarisation, this threshold is the average of that calculated for a signal polarised
22.5° (67.5°) from A (B) and B (A). Using Microsoft Excel’s ‘goalseek’ function to find the
value of the field strengths when the global detection probability is 50% produced the values
found in the right-most column of Table C.8, given in the Appendix. While the individual
thresholds are of order 1.6-1.9 10~8 V/m/MHz, the effective thresholds are 2.0-2.2 x 1078
V/m/MHz, showing the decrease in sensitivity from requiring a three-fold coincidence to

confirm detection.

6.7 Results

6.7.1 Search for Lunar Pulses
May 2007 pulse search

The search for candidate events for May 2007 involved using four criteria. Beginning with
approximately 100, 150, and 120 thousand candidates on CA03, CA04, and CAO0S5 respec-
tively, the criteria reduced this number as follows:

1. Coincident times A script to search through the computer-recorded times for each
event was used to generate a list of possible three-fold coincidences. The window
used was +500 us, which was the assumed accuracy of the computer clock (approx-
imately coincident noise-diode pulses had times matching within this window). This
left 41240 three-way coincidences, with many events belonging to multiple coinci-
dences.
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2. Pulse shape A simple classification program written by C. Phillips was used to class
each event according to the number of strong peaks in the data. Whereas a true event
should only have one or two strong peaks, the noise-cal triggers would contain of
order half a dozen, and RFI events — usually being narrow-band sources — would tend
to contain many more. A by-eye check of this procedure for a few hundred events
showed it to work well. In two stages, this program was used to eliminate:

a) all coincidences containing one or more events classified as a noise-cal pulse
(2054 candidate threefold coincidences remained).

b) all events classified as wide rfi (382 remained).

3. RFI bursts Many of the resulting candidates came from periods with a maximal trig-
ger rate, probably caused by an increase in the rms due to narrow-band RFI. Elimi-
nating all events with triggers both immediately before and after reduced the number
of candidates to 110.

4. By-eye RFI removal The pulse-shape classification program was intentionally writ-
ten to err on the side of accepting too many RFI-like events to avoid throwing out true
pulses. A manual analysis of the remaining 110 candidates eliminated most as being
un-pulse-like, leaving 10.

5. Consistent polarisation A lunar pulse will be strongly linearly polarised, so the rel-
ative pulse heights in each of the two polarisation channels on each antenna should
be the same for all antenna. Requiring a consistent polarisation left four candidate
events.

Without further information, the four events (one of which is shown in Fig. 6.26) must
remain unclassified. However, an important question is: how many false events do we
expect? Purely random (non-RFI) events will almost certainly pass criteria 2, 3, and 4
above (it would be extremely rare to have multiple 5o spikes in the one buffer). The rate of
CAO04 triggers was once per 98 ms, and for CAO5, once per 125 ms. The search program
first took each CAO3 trigger, and looked for a CA04 event within 0.5 ms. If it found one, it
then looked for a CAO5 event within 0.5 ms of either. Given that the average CA04 trigger
will be 0.25 ms from the CAO03 time, this gives a search window for the CAO5 event of
2x0.5+0.25 = 1.25 ms. There is thus a 1/98 x 1.25/125 = 1/9800 chance of getting a
false detection for each CA03 candidate. Since there were 99556 such CAO03 triggers, we
expect approximately 10 false events. With the correct polarisation requirements included
(essentially, each buffer could have triggered off either A or B), this becomes 2.5 events —
this is not significantly different from 4, so we have no reason to expect these pulses to be
of lunar origin.
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Figure 6.26: One of the four remaining candidate events from May 2007.

2008 pulse search

The main search criteria used for eliminating false events for the 2008 observations were
the timing requirements. The search window is given by the apparent angular width of
the Moon in the East-West direction, since the North-South component is unresolved by
the East-West baseline. This is ~ 0.5° at transit (when the Moon achieves its greatest
elevation), and considerably less near Moon-rise/set. This gives an intrinsic time-window
of up to 23 ns (46 samples) over the maximum baseline of 765 m. While neither the raw
nor the correlation-corrected times can be completely trusted, true Iunar pulses will have a
sharp time structure which will allow only a small variation in trigger times. Alternatively,
those with extended structure (i.e. multi-peaked electromagnetic showers viewed away from
the Cherenkov angle — see Section 5.6) will be strong enough to give a correct correlation.
Nonetheless, the search uses both the corrected and raw times, and allows for a +4-sample
error on either. The small number of candidates thus produced are indeed returned by
both searches with only a few exceptions, and can readily undergo a manual (‘by-eye’)
examination.

Performing the search over both observation periods resulted in approximately 60 can-
didates. Fig. 6.27 effectively replots Fig. 6.14, but with both the expected lunar offsets
(orange line), and the locations of time-consistent events (orange crossed circles), plotted.
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Figure 6.27: Antenna delay per (15.306 m) unit baseline against UT for three-fold
coincident events (as per Fig. 6.14), with both the expected lunar delay (orange
dotted line) and positions of candidate events (crossed circles) marked, for (top)
February, and (bottom) May 2008.
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Figure 6.28: Example of a narrow-band-RFI-dominated three-fold trigger satisfy-

ing the timing criterion.

All are detected during periods of intense RFI. These events were then searched through by

eye for pulse-like events.

Conducting this search, a majority of the candidates were dominated by a narrow-band

RFI signature, with the recorded time-domain signals being strong over the entire buffer

length. A typical example is given in Fig. 6.28 — obviously, the trigger time here is some-

what arbitrary, since the buffer contains many samples over the threshold of ~ 30-50. Such

events would be excluded at stage 2.2 using the 2007 criteria in Sec. 6.7.1, whereas here our

timing information alone is sufficient to reduce the (much greater) number of candidates to

a manageable size.

A minority of events — 16 in total — had a narrow time-structure, an example of which

is given in Fig. 6.29. All came within a two-hour period on February 27", which was one

These could not be immediately

of the most RFI-intense periods of all the observations.

excluded by eye, and had to pass more stringent tests. These are described below.

Ensuring possible origin to within sampling accuracy.

The search algorithm allowed both small deviations from a far-field event, and small offsets

in origin from the Moon, to account for potential errors in the automated alignment process.

A by-eye check of the corrected alignment times (described in Sec. 6.5.4), if necessary

including further adjustments, would be expected to yield accurate timing information in

cases where the detected event has significant time-structure, as is the case with all 16

candidates. This proved correct, with the correlation-corrected times at most needing further
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Figure 6.29: A narrow time structure event from February 27,

adjustment by one sample on a single baseline, and generally needing none. For each, the
resulting alignment was compared visually to that required for the event to have a far-field
origin; this was done quantitatively by comparing the CA03 times #; to that expected (#3)

from #5 and #;:
5 = ((ts—t1)(b13/b1s) +11). (6.43)

An example of this procedure is given in Fig. 6.30. In no case did any of these events appear
to be a far-field event. In most cases, structure was evident in both polarisations, but was
so weak in one that the other only could be used for determining the alignment — however,
an alignment to within sampling accuracy could always be obtained. Since at these times
the Moon made an angle of nearly 90° to the ATCA baseline, events within 360 km would
result in a wavefront curvature with measureable differences between 73 and 7 — in the case
shown in Fig. 6.30, the distance is of order 100 km. Likely this contributed somewhat to
the ability to exclude events using timing only.

Correct dispersion

RFI signals are expected to be of terrestrial origin and arrive undispersed by the lonosphere,
while (needless to say) lunar pulses will not be and suffer the usual dispersive effects. Ter-
restrial RFI will therefore be dedispersed without suffering any actual dispersion; reversing
the dedispersion to produce an ‘undedispersed’ signal should give a greater pulse height. In
the case of a lunar event however, the correct dispersion measure will differ from that built
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Figure 6.30: Comparison of best farfield-fitted alignment (top) with the best unre-
stricted fit (bottom) for polarisation B on one of the sixteen narrow-time-structure
candidates on February 27" for the values of the offsets (At31, Atsy, Ats3) shown.

The ‘wavefront curvature’ is given by subtracting the measured 73 the expected
value 7} given by Eq. 6.43.

into the dedispersion filter, and recovering the true pulse will involve a small correction. By
performing both procedures on the detected pulses, and comparing which one sharpens the

signal to which one spreads the signal out, the nature (terrestrial or extraterrestrial) of each
candidate should be determinable.

To make this procedure rigorous would require two more bodies of work. Firstly, an
analysis of the effects of dispersion (really, undedispersion) on the pulse height of a ‘true’
(i.e. simulated) lunar pulse similar to that in Sec. 6.4, but with a random noise component
included, in order to determine the possibility of a true lunar pulse having a greater pulse
height when undedispersed than the intrinsic (correctly dedispersed) pulse. Secondly, the
reverse: an analysis of the effects of dedispersion on an intrinsically undispersed RFI sig-
nal, as measured in the hundreds of thousands by the antenna. Using these results, it would
be possible to build up a statistical criteria to identify definite terrestrial, definite extrater-
restrial, and unknown-origin pulses. However, since all candidates are already ruled out

from Sec. 6.7.1 above, I did not perform such an analysis, and simply compared the results
naively.
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Figure 6.31: The ratio of pulse heights for 15 of the 16 short-time-duration can-
didates assuming a lunar-origin (correctly dedispersed) signal for the numerator,
and a terrestrial-origin (undedispersed) signal for the denominator.

Fig. 6.31 plots the ratio /4;/h,, where h; and h, are respectively the lunar-origin (correctly
dedispersed) and terrestrial-origin (undedispersed) maximum pulse heights. Note that in
each case the arbitrary phase has been varied to ensure the intrinsic height is captured, as
would be the case for an infinite sampling rate. Values above 1 are evidence for an origin
above the ionosphere, while those below 1 are evidence for a terrestrial origin; there is
thus some evidence to suggest that many of these events had an origin above the Earth’s
atmosphere.

Each polarisation channel contains both some signal (be it RFI or a lunar Cherenkov
pulse) and a random noise component. Whereas the signal will behave in one of two ways
depending on its origin (terrestrial or above the ionosphere), the noise component will be-
have randomly regardless of its origin. Those polarisation channels in which the signal is
stronger will give a better indication as to the signal’s origin, whereas a noise-dominated
channel will have a random response to any dedispersion. Therefore I fitted the mean de-
viation from 1 in Fig. 6.31 for both the dominant polarisation channels (whichever out of
A or B had the greatest measured pulse height), and the secondary (the other) polarisation
channels, averaged over all three antennas. That the dominant polarisation channels show a
greater mean deviation from 1 than the secondary channels indicates there is indeed some
information contained in the measured signal, since the response of the signal to dispersion
is stronger than that of noise.

It is also useful to measure the effect on peak signal height of varying the assumed STEC
over a large range. This is done for one event in Fig. 6.32, where the peak pulse height
(averaged over all three antenna outputs) has been plotted against the assumed STEC value.
The dedispersed pulse heights on polarisation A mean little, since the low values indicate
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Figure 6.32: Maximum intrinsic height of a pulse as measured (red, green); as-
suming a terrestrial (dark blue, pink) origin; and assuming different values of the
slant total electron content (STEC) for a lunar-origin pulse (light blue, yellow).
The peak of the lunar pulse lies near the value of the STEC (9.67 TECU) used for
the analogue dedispersion filters, which was also close the the actual value (~ 10
TECU).

the Pol A channels were noise-dominated. However, for sum of the Pol B channels, there
is a well-defined peak about the true STEC value of ~ 10. Although this particular event
gives the best-defined peak, other events have similar behaviour, though not always about
the true STEC value. The only conclusion that can be drawn here is that some information
on the signal origin is contained in a dispersion analysis; however, what that information is
must be left to another project. For now it is enough to use only the results of the previous
section to conclude that these events, due to being in the antenna near-field, are not of lunar
origin.

6.7.2 Effective Apertures to an Isotropic Flux

The simulation program described in Chapters 2 to 4 was modified to accept a weighted
bandwidth according to a general piece-wise linear fit to k&(v). Since the thresholds are cal-
culated relative to I;, the weightings assigned to each frequency in the calculation become
multiplied by the fitted k(v) /I;. Another complicating factor was that the sensitivity of the
experiment did not remain constant. Most obviously, modifications to the hardware be-
tween each observation period should have improved the sensitivity; also, every time the
threshold was changed, the sensitivity would also have shifted. These effects were taken
into account by running simulations using both the most- and least-sensitive thresholds (de-
fined by the lowest and highest values of Eyesh in Table C.8 respectively) for each of the
three observation periods.



178 Dara Anarysis FOR LUNASKA LuNarR OBSERVATIONS WITH THE ATCA

The deviation of true TEC compared to that designed into our dedispersion filters
changed our sensitivity continuously. The average peak recorded signal strength as a frac-
tion of intrinsic peak strength (Fig. 6.8 and Table 6.6) for each of the three periods was
folded into the simulations: for the ‘best’ (most sensitive) case, using the results for inco-
herent pulses; for the ‘worst’ (least sensitive) case, using that for coherent pulses; and for
the average, using the mean effect for both pulse types and averaging the results from both
the most- and least-sensitive thresholds.

Finally, the total sensitivity in limb-pointing mode will also depend on the unknown
orientation of the polarised receivers with respect to the Moon. While it is possible to extract
the alignment of the polarised receivers from the ATCA observing information, the effect of
the orientation is expected to be small, and it is easier to simulate the value of the sensitivity
averaged over all possible orientations. For the limb-pointing (May 2008) observations,
three pointings were simulated, one with each polarisation aligned perpendicular to the
targeted part of the lunar limb (so that a given polarisation is at 0° and 90°), and one with
them both at 45° to the limb. The mean isotropic aperture for May can be estimated to be
half of the 45° result plus a quarter of each aligned result, since over the full 360°, the 45°
result is applicable also at 135°, 225°, and 315°, while the 0° result is only also equivalent
to 180°, and the 90° result only to 270°. Using this methodology allowed the calculations
presented below.

Apertures and Limits to an Isotropic Flux

The resulting range of effective apertures to an isotropic flux from each period is given in
Fig. 6.33, assuming the existence of the megaregolith (see Sec. 3.3.2). Also plotted are
the effective apertures from prior experiments as calculated in Chapter 3. For our ATCA
observations, the threshold is lower than in past experiments (since the high bandwidth has
compensated for smaller dishes), while the effective aperture at high energies is greater (due
to increased coverage of the lunar limb and lower frequencies). Unlike the previous large-
dish experiments, the sensitivity to UHE v is here greater in centre-pointing mode (May
2007, Feb 2008) than in limb-pointing mode (May 2008), since the beam-width of ATCA
near 1-2 GHz is comparable to the apparent diameter of the Moon. Note also that previous
calculations (Refs. (121; 25; 104)) have not included the loss from a non-infinite sampling
rate.

The corresponding limit from the combined February and May 2008 observations on a
UHE v flux is given in Fig. 6.34(a) — for comparative purposes, the scale is the same as in
Fig. 6.34(b), which is a reproduction of Fig. 3.8.

Effect of the orientation of the polarised receivers

The effects of the orientation of the polarised receivers on this experiment are worth in-
vestigating for their own sake, since it tells us how important it is to know this orientation
in determining the apertures and limits from the experiment. In Fig. 6.35 I plot the three
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Figure 6.33: The range of effective apertures (see text) for the three LUNASKA
ATCA observations, compared to that from previous experiments (see Chapter 3),
assuming the existence of a sub-regolith layer of comparable dielectric properties
to the regolith itself.
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Figure 6.34: ‘Model-independent’ (2.3 (ferAer)~!) limit on a flux of UHE neu-
trinos, from (left) our 2008 ATCA observations, and (right, from Ref. (62); also
Chap. 3) from previous experiments. The range on the LHS reflects experimental
uncertainties, while on the right the range (where applicable) reflects the inclusion
or otherwise of a sub-regolith layer, which is always assumed on the left.
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Figure 6.35: Effective apertures as fractions of the average for each orientation
of the polarised receivers w.r.s.t. the lunar limb, for the best, worst, and mean
sensitivity cases.

apertures (0°, 45°, 90°) normalised by the average (0.25 x 0° + 0.5 x 45° + 0.25 x 90°) for
each of the best, worst, and mean sensitivity cases. The effect of the orientation is negligible
except very near the detection thresholds, so that even for the ‘worst’ case (with the highest
threshold), the effective apertures of each orientation are effectively equal above 10%! V.

Near the threshold energies however, the effect of orientation is large, with the (ev-
idently more sensitive) 0° orientation being up to twice as sensitive as the 90° orienta-
tion. Since more neutrinos are expected with energies nearer to 10%° eV than to 10! eV
(downward-sloping spectrum), the effective aperture near the threshold energy will be more
relevant for the detection rate, with increasingly steep spectra making the importance of
the orientation greater. This is investigated in Fig. 6.36, where I have multiplied the effec-
tive apertures for the best- and worst-sensitivity cases by factors of £, and E;?* (and an
arbitrary constant C for ease of plotting). Thus the area beneath each graph corresponds
to the expected event rate in that energy range for neutrino flux spectra of dN/dE = E~3
and dN/dE = E~* respectively. Even for such steep spectra, the increase in the number of
events detected by going from the least optimal (90°) orientation to the most (0°) is small.
Therefore 1 conclude that our lack of data on this orientation can in no way have affected
our calculations.

6.7.3 Directional-Dependence of the Aperture

Since the observations were targeting specific regions of the sky, the directional dependence
of the instantaneous aperture (the ATCA ‘moon-beam’ as it were) is also of interest. Using
the same definitions, methodology, etc., as in Chapter 4, the effective area to UHE neutrinos
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Figure 6.36: Effective apertures multiplied by factors of CE;“ for the best- and
worst-sensitivity cases and each of the limb orientations. The event rates for
dN/dE = E~3 and dN/dE = E~* are thus given by the area beneath the plots.

as a function of primary particle arrival direction at given energies is shown for both the
February and May periods in Fig. 6.37.

The shape of the instantaneous apertures in Fig. 6.37 are as expected. For the centre-
pointing configuration, the ATCA-Moon ‘beam-shape’ forms an annulus, with peak expo-
sure around 15°-20° degrees from the Moon, while for the limb-pointing configuration, I
find the characteristic ‘kidney’ shape, similar to that found for the Parkes experiment (Chap.
4). As expected, the shapes broaden with primary particle energy (the contours in each plot
are approximately 10% of the peak value), as the increased strength of the pulses produced
allows the instrument to be sensitive to a wider range of interaction geometries.

Taking a one-dimensional ‘slice’ through the figures in Fig. 6.37 allows the effective
areas to be plotted and compared as a function of distance along the slice. This is done
in Fig. 6.38 for each of the plots in Fig. 6.37 — for the February observations, the slice is
through the lunar centre (arbitrarily) along the n-axis, while for May it is through the centre
in the ¢ = p direction, to pass through the peak sensitivity.

Several features are apparent in Fig. 6.38. The effective area of the limb-pointing May
configuration in the direction of the beam-pointing position (positive direction) is almost
identical to that of the centre-pointing February configuration, though in the opposite (neg-
ative) direction, the difference is large, particularly at low energies. The February slices
show that the effects of lunar ‘shadowing’ (the decrease in effective area about the direction
of the Moon) are small at very high energies, with a decrease in area of only 35% relative to

0%* eV; however, the effects becomes drastic at low energies, where

the peak sensitivity at 1
there is almost no sensitivity to any events behind the Moon at 10?! eV. For both configu-

rations, the peak sensitivity shifts marginally closer to the lunar centre at higher energies,
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Figure 6.37: Effective area (km?) as a function of UHE neutrino arrival direction in
the coordinate system defined in Chapter 4. Neutrino energies are (top to bottom)
102! eV, 1022 eV, and 103 eV, while the left-hand column is for the centre-pointing
February 2008 observations, and the right-hand column for the May 2008 limb-
pointing observations. The ‘+’ marks the position of peak effective area; the Moon
is at the centre; for the May observations, the pointing position is at the top-right
part of the limb, with the polarisation axes aligned such that Pol A|| 7, BJ| é
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Figure 6.38: Effective area (km?) as a function of neutrino arrival direction (de-

grees from the lunar centre) for both the February and May 2008 observations (see

text). The neutrino energies are (top to bottom plots) 1023, 10>2, and 10%! eV.

though the effect is not great.

6.7.4 Directional-dependence of the limits and exposure to Cen A and
Sgr A

Combining the instantaneous sensitivities as shown in Fig. 6.37 with the known beam-
pointing positions on the Moon, and the Moon’s position itself at the time of observing, al-
lows a calculation of the exposure (area-time product) as a function of celestial coordinates,
and also of the exposure to particular objects, such as the nearby active galaxy Centaurus A
(Cen A), and our own galactic centre, Sagittarius A (Sgr A). The resulting exposure maps
from the 2008 observations only (I do not include the 2007 observations, since these could
not rule out false events) to UHE neutrinos of energy 10?!, 10?2, and 10?* eV are shown in
Fig. 6.39.

The concentration of exposure about Cen A, and the broad galactic centre region (nom-
inally Sgr A), indicates that the targeting of these regions was successful. Approximately
half of the observed > 56 EeV UHE CR arrival directions are also covered by the expo-
sure, and taking these as indicative of the true distribution of UHE CR arrival directions
indicates that the LUNASKA observations had a greater sensitivity to these particles than
if their flux had been isotropic. Without a more accurate estimate of the sensitivity of the
lunar Cherenkov technique to UHE CR however, no meaningful sensitivity or limit can be
calculated.

The experiment with the greatest exposure to UHE neutrinos in the 10?! to 102 eV
range is the Antarctic balloon-born experiment ANITA. The most recent flight of this in-
strument (ANITA-2, during the 2008/09 Antarctic summer) has only just finished, while an
analysis for the first flight (ANITA-1, during the 2006/07 Antarctic summer) is only now
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Figure 6.39: (continued next page)

being completed. Results from Gorham et al. (50) for the ANITA-1 exposure to 10?0 eV
neutrinos indicate that estimates of the expected exposure range (Ref. (82)) are at least ap-
proximately accurate, with the majority confined to the declination range 15° > ¢ > —10°.
Even if the true exposure from these observations is half of that predicted by Barwick et
al. (23), the exposure of the ANITA flights will dominate over other experiments in this
declination range (see Sec. 3.8.1).

Other experiments with a significant limit on UHE v in the £ > 10?' eV range are
RICE, GLUE, Kalyazin, and Parkes — see Fig. 6.34. RICE was an in-ice implemented-
volume experiment in Antarctica — it thus had a much lower threshold than the other three
(lunar Cherenkov) experiments, albeit with only a slowly-increasing exposure with neutrino
energy. However, it had a very long observation time of several years as compared to several
days for the lunar Cherenkov experiments, which makes up for the lower instantaneous

effective aperture.

The directional-dependence of the GLUE and Parkes exposure has been calculated in
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Figure 6.39: Total exposure (km? days) of the 2008 LUNASKA ATCA observa-
tions to UHE neutrinos (Top: 10%!, Middle: 10?%, Bottom: 10> eV) as a function
of celestial coordinates. The lunar orbit is from May 2008; the Auger events are
those used to deduce a correlation with AGN (1). For a description of other fea-
tures, see Fig. 4.7.

Chapter 4, though sufficient information on the times of the Kalyazin observations is un-
available to allow an accurate calculation of the exposure of this experiment. RICE was
mostly sensitive to down-going neutrino events (those appearing to arrive from above the
local horizon), which combined with RICE’s position effectively at the South Pole, means
the exposure of RICE will be chiefly concentrated in the Southern Hemisphere. Taking the
instantaneous effective volume as a function of neutrino arrival direction at 10>2 eV (Ref.
(29)) as indicative of the relative sensitivity at all energies, the exposure in celestial coordi-
nates can be calculated using the known observation time of 7.4 107 s, using the UHE neu-
trino interaction cross-section from Gandhi ez al. (43) to convert between effective volume
and effective area. The combined exposure from Parkes, GLUE, RICE, and LUNASKA,
to UHE neutrinos of 10%? and 10?* eV is shown in Fig. 6.40, while the individual and total
exposures of these experiments to UHE v from Cen A and Sgr A are given in Table 6.17.
The exposure to 102! eV neutrinos is not plotted, since at this energy the RICE exposure
dominates. The nominal range of the ANITA exposure is also shown.

The contributions from Parkes and GLUE to either the total exposure, or the exposure
to Cen A or Sgr A, are negligible except at the very highest energies, of order 10%* eV.
The Parkes experiment had no exposure to either source, and its total exposure was so
low as to not produce a visible shading even at 10> eV in Fig. 6.40(c). For this figure,
GLUE contributes at up to the 5% level, which barely shows in an arc from approximately
(,0) = (0°,15°)~(135°,35°). The peak GLUE sensitivity immediately to the North of
Sgr A is barely visible, since it lies next to the peak exposures of both RICE (to more
Southern declinations) and ATCA (to lesser values of R.A.). Nonetheless, GLUE had a
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Figure 6.40: The combined exposure of the RICE, GLUE, Parkes, and LUNASKA
2008 UHE v detection experiments to (a) 10?% eV and (b) 10%* eV neutrinos. Other
features are as per Figs. 6.39 and 4.7.

£ Sgr A Cen A
Y GLUE RICE ATCA Total | GLUE RICE ATCA Total
102'ev | 0.5 195 2.9 198 | 0.015 242 6.9 249
1022 eV 14 333 54 401 2.1 242 111 355
102 eV | 175 706 409 1290 43 512 745 1300

Table 6.17: Experimental exposures (km?-days) of GLUE, RICE, and the LU-
NASKA ATCA observations to UHE neutrinos at discrete energies from Cen A
and Sgr A.
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significant exposure to Sgr A at almost one half of that of RICE, and ~ 15% of the total
averaged over all directions. The LUNASKA ATCA observations exhibit a meaningful
contribution at both 1023 and 10?? eV, particularly in the point-source exposures of Table
6.17, where the ATCA exposure surpasses that of RICE. Importantly, observe that had the
ATCA observations been a serious attempt lasting a year rather than the actual six nights,
our experiment would produce a sensitivity to both sources comparable to that of RICE at
10! eV, and a vastly superior one at higher energies. Finally, note that the Northern region
of ATCA exposure is coincident with that of ANITA, which will dominate in this range.

The low peak sensitivity of the May 2008 Observations

That the peak sensitivity for the (limb-pointing) May observations was found to be lower
than that for the (centre-pointing) February observations — except to neutrinos near the
detection threshold (E, < 10?! eV) — is completely unexpected. While a lower isotropic
aperture is both expected and found (since only a fraction of the Moon is seen at once),
the peak sensitivity should be greater, both because the reduced lunar thermal emission is
less, and because the beam will have full sensitivity to one part of the limb. Indeed, the
limb-pointing mode was chosen specifically to increase the peak sensitivity, and an initial
interpretation would be that either this methodology or the simulation results have failed.
There are two more likely causes. Firstly, a filter to reduce sensitivity to low frequen-
cies was implemented between the two observations, which increased the lower edge of
the bandpass from 1.1 GHz to 1.2 GHz. The resulting reduction in effective bandwidth
decreased the sensitivity. The expectation was that there should have been a corresponding
reduction in false trigger rates; combined with the reduced lunar thermal noise received by
moving to the limb in May, this should have allowed a lower trigger threshold to be set,
compensating for the reduced sensitivity. This does not appear to have been the case, or
at least only marginally so — this is the second cause. The trigger rate is a combination of
the thermal lunar noise received by the antenna, receiver noise, and RFI rate. If the rate of
strong RFI pulses being received is high, then the trigger threshold will reflect this, rather
than the other two factors. Hence moving to the limb may not result in a significant reduc-
tion in threshold. A quick check of the trigger levels relative to the rms noise levels confirms
that the May observations triggered at a higher ratio of Viyesh/ Vims than those in February.

6.8 Summary and Conclusion

This chapter effectively performs the entire post-experimental data analysis of the LU-
NASKA Collaboration’s 2007 and 2008 observations of the Moon at the Australia Tele-
scope Compact Array (ATCA), using the lunar Cherenkov technique to search for the sig-
natures of UHE particles. Though no lunar pulses of any source were positively identified,
the instantaneous apertures for all the observations were the most sensitive yet achieved
using the technique. Although the corresponding limits on an isotropic flux are not signif-
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icant in comparison with experiments such as ANITA, our methods to improve sensitivity
to certain patches of the sky were a success, so that the limit from these LUNASKA ATCA
observations is dominant about Centaurus A at primary neutrino energies of 10>2 eV and
above. Whether topological defect models — the only models of UHE CR production to pre-
dict a flux of neutrinos at these energies — might predict an excess from either the galactic
centre region, or a nearby massive galaxy such as Cen A, is unknown.

The non-observation of nanosecond lunar pulses reported here was the expected result.
This is because these observations represent the developmental stage of the project, and their
success should be evaluated in this context. Most importantly, for the 2008 observations,
I can be 100% sure that no true lunar pulses were detected on all three antenna. This
demonstrates primarily the power of nanosecond timing over a significant baseline, which
was the main criterion used to discriminate against false events. Importantly, it was found in
Sec. 6.7.1 that for events of reasonable time-structure (the category into which all candidates
must fall), the automatic procedures produced times accurate to better than 1 ns. Therefore,
relying on such a procedure to search for candidate pulses in the future is justified, making
a comparable analysis for a serious observation run of a month’s length or more feasible.

An unresolved flaw in the use of timing to eliminate RFI events was found in the sheer
prevalence of coincident RFI triggers (as opposed to those from thermal noise). While
many of these came from near-field events and should be eliminated in real-time in future
experiments, those coming from the far-field or near far-field will not be. Importantly, some
of these — those on February 27% — exhibited both a short time-structure and a dispersion
signature apparently consistent with an extra-terrestrial, in-solar-system origin. If this is the
case, then a move from a 2D to a 3D array — which will eliminate RFI from the horizon —
will not eliminate these events. Further investigation is therefore recommended, both as to
the source of these events (many of which were seen), and ways of eliminating them; such
an investigation should be feasible with the existing data.

The method of determining the sensitivity worked very well, with results from different
calibrations being in good agreement. Whether this method remains appropriate if greater
accuracy is required is beside the point, since future observations will automatically include
sensitivity measurements using automatic, in-built calibration procedures. It was only for
our rather unique set-up, where using the noise diode was inappropriate, that this procedure
was needed. It is good to know however that should automatic procedures fail to be built
into the system for future radio telescopes (e.g. if all noise diodes produce false pulses) then
a workable backup has been developed.

For our observations, the use of an analogue dedispersion filter proved highly success-
ful. The dispersion measure assumed in the filters’ construction turned out to be very close
to the actual values during observation periods, so that incorrect dedispersion lost less sensi-
tivity than our non-infinite sampling rate. Though such filters must inevitably be superseded
by a digital method, their continued use in the meantime will be valuable. Conversely, the
finding that the loss from non-infinite sampling was greater than that from incorrect dedis-
persion is extremely important, and that in fact our ‘over’-sampling was an important factor



6.8 SUMMARY AND CONCLUSION 189

in increasing (or rather, reducing the loss of) sensitivity. An increase in the sampling rate
for future observations would therefore be recommended, and perhaps should take as high
a priority as digital dedispersion — at least until the Sun becomes sufficiently active that the
analogue filters are no longer appropriate.

Further improvements, such as real-time coincidence logic between three or more an-
tennas, or even the ultimate goal of a coherent addition of the signals, would also improve
the sensitivity. Without a further analysis of the typical RFI structure, it is not possible to de-
termine the utility of real-time anti-RFI logic, though given the prevalence of RFI-triggered
pulses, this too should be considered.

The lessons learnt above should in all cases be applicable to any use of the lunar
Cherenkov technique with an array of radio antennas. The advantage of using a giant radio
array such as the Square Kilometre Array to search for lunar pulses has only been high-
lighted by these observations, especially since it will be placed in a low-RFI environment.



Comparison of Simulation
Results using the Same
Methods

Four other simulations (to my knowledge) have been develapeubdel the lunar Cherenkov
technique. The first two were associated with the GLUE experiment at Goldstone — one,
the ‘UCLA monte-carlo by D. Williams, is well-documented in Ref2(1), while the other,
known as the JPUH monte-carlo, has no documentation that | am aware of, though its
results are compared to the UCLA monte-carlo in RE21J. At high energies, the results

of these two simulations converge, although they produced detection threshibéimgi

by a factor of approximately two.

The next simulation was developed A. Beresnyak to model the Kalyazin experiment.
The initial calculations of thefeective experimental aperture were presented in R&), (
using detection thresholds similar to that of the GLUE experiment; the final results for
the actual experiment obfuscated tHeeetive aperture by publishing a limit assuming a
particular neutrino spectrum, so it is the former result only which is of use in comparing
simulations. As it turns out however, the initial calculations m@euseful than those of
the second experiment, since the (ficticious) experiment they model is very similar to that
of GLUE, allowing the results to be usefully compared. While this was done graphically
by Beresnyak in Ref.2p), little was made of the fact that at high energies, tffecéve
apertures for essentially the same experimefieid by an order of magnitude. In the
published articles (Chapte2sand3 — Refs. 69) and €2) respectively), | therefore discussed
this apparent discrepancy between the two simulation results (really between three, since
the two Goldstone monte-carlos agree at the highest energies). The original argument for
the discrepancy is presented in S2d of the first chapter, while its resolution — in favour
of the calculations for Kalyazin of A. Beresnyak — is presented in S&wf the second.

In the aforementioned work, | deliberately avoided comparing the calculations too
closely, and never attempt to reproduce the results of Williams (for Goldstone) or those
of Beresnyak (for Kalyazin) using the same methods. In fact | had done so extensively
before the publication of either of these works, as a natural step for checking the veracity
of my calculations. Such a reproduction requires knowing the simulation methods in great
detail, whereas typically only some of the equations and methods used are specified, and
substantial time was spent reproducing the techniques faithfully. Despite an exact match
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Figure A.1: Comparison between publishetbetive apertures and my attempted
reproduction using ‘similar methods’, for (a): GLUE, taking results for the limb-
pointing configuration from Williams121), and (b) Kalyazin, using the results of
Beresnyak Z5). Also plotted are the estimates generated by using the aténd
simulation methods of Chap.(‘my calculations’).

between simulation results being very unlikely, the discrepancy between the Goldstone and
Kalyazin results is a factor of approximately 30, while the uncertainties in methods tend
to be of order 2 at most. The original attempts at reproducing the results of Williams and
Beresnyak are given in Fig\.1.

From Fig.A.1, it is immediately apparent that my results are in closeremgent with
those of Beresnyak than of Williams, although the greater uncertainty in reproducing the
Kalyazin methods makes it hard to predict just how closely the simulations agree. Certainly,
my simulations dfer from the existing results less than the existing resuffsrdirom each
other. Importantly, whereas the results of Beresnyak appear consistent with the documented
methods used, those of Williams do not. Therefore, even taking the position that all methods
and assumed lunar parameters are equal leads to the conclusion theddtieecapertures
(and hence limits) of the Goldstone experiment have been overestimated by up to an order
of magnitude at the highest energies.

A further test was enabled by the publication of estimated apertures for LOFAR, the
low-frequency arrayl04). These simulations were somewhat simpler, and the use of low
frequencies made them less subject to particulars of the geometry (as did the exclusion of
surface roughness). A comparison between my simulation results and those of Seholten
al. is given in Fig.A.2, for three of the five frequency ranges modelled. The resalts f
1 and 22 GHz are &ectively identical, while for the 100 MHz results, | estimate a lower
aperture by a factor of order 2 at?f0eV and above, but also a lower detection thresh-
old. Importantly, the discrepancy between tlkeetive aperture at the highest energies for
LOFAR is similar to that between LOFAR and the SKA, as noted in Ch8pétote that
the maximum achievable aperture i°R2, ~ 6 10’ km? sr, which requires every primary
particle to interact in the detectable regolith volume. The estimates of Sclebl&reach
half this at 164 eV. A quick check of the relative interaction length of UHE neutrinos at
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Figure A.2: Comparison between publisheffiegtive apertures for LOFAR by
Scholtenet al. (104) (‘Scholten’; crosses) and my attempted reproduction using
similar methods (‘James’; open squares).

10?* eV (~ 6 km) and the depth of the regolith (500 m) used in the LOFAR simulations
readily shows that only half or more of all neutrinos will be detected for impact angles at
less than 1Dincidence to the regolith (so that 500/sin 10 ~ 6 km/2). The correspond-

ing range of impact parameters covers only 3% of all incoming neutrinos. Obviously, there
is some inconsistency between the published methods and results of Setaltethough

| know not what.

The comparisons above cannot verify explicitly the accuracy of this simulation, since
after all in no case were the methods identical. However, it does demonstrate that at least
the results produced by this simulation are ‘reasonable’. All | can do is to make my methods
transparent in the publications in order to facilitate the ease of reproduction of my results.



Further Computation of
Secondary Muon and Tau
Interactions

In Chapter3, | present a case for ignoring secondargnd t interactions based on a lim-

ited set of simulations. A significant limiting factor in the calculations of the contribution

of these secondary particles to the detection rate for the experiments concerned was avail-
able computer time. | subsequently ran more detailed simulations over the course of some
months in order to produce an updated version.

The goal was to get more accurate results at more primary energies. However, | also
tested the #ects of my choice ofmin = 0.001 as the energy fraction separating discrete in-
teractions from ‘continuous’ energy losses. Larger valugggfreduce the computer time,
but run the risk of ignoring potentially detectable interactions. One might expect that for
primary neutrinos of energk, that a value of/min = Eihres/ E, Would be sensible. How-
ever, the fective energy detection threshdith sy gained from simulations is generally
higher than the ‘true’ threshold calculated by artificially setting all variables to their most
optimal values § = 6c etc.), since the probability of such interactions is negligible. The
sheer number of secondary low-energy interactions however makes it much more likely to
get the optimal geometry corresponding to the theoretical limit, so thatfibet®of a high
Ymin become significant at an energy lower than anticipated.

Countering this is the fact that at figiently low values ofynqin, detectable discrete
interactions are so common that reducing, any further, regardless of the probability of
detection, will simply result in multiple pulses being detectable, rather than increasing the
probability of a detection itself, which is the sole quantity of interest here.

To test the &ect of changing/min, | ran simulations for the SKA dishes in the energy-
range 18 eV to 13 eV, and variedymin over the values= 10345, The results are
plotted in Fig.B.1.

Fig. B.1(a) gives the totalféective aperture of the SKA dishes under the three approxi-
mations. Note first the large errdd(~ 6%) in the quick calculation at £0eV presented in
Chapter3 (also Ref. 62)), which used a much shorter calculation (the estimate %t d\@
has, for these purposes, negligible deviation) While the new estimates at each energy ap-
pear to be accurate to 1% only, there appears to be a systematic trend for thidotaiee
aperture under smaller values i to be lower — which is physically impossible, since
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Figure B.1: (a) Total aperture of the SKA dishes as a functiomeoitrino energy
E, for ymin = 1073, 107°, normalised by the aperturesyaii, = 10°*. (b) Total rate
of secondary interactions for the three valueg@f. Also included are the results
from Chap.3 (Ref. 62)).

more interactions cannot mean a lower detection rate. The actual reason for this is the sur-
face correlation routine, which only generates a new surface if the distance to the previous
interaction in greater than 10 m. Having a low valueygf, means that there will be a
much greater chance of an interaction occurring in this distance, resulting in less surface re-
generations, which is the dominartert (see Se@.4). Importantly though, the dierence
between usingmin, = 10~ andymin = 1072 is only 2% on average in this energy range.

A comparison of the estimates of the relative contributions of secondary interactions
derived from FigB.1(b) shows that my choice ofi, = 1073 resulted in a larger estimate
of the importance of such interactions — by up to 2% at the highest energies — than would
have been found from using smaller valuesygf,. The relative rates from Ref62) are
within the predicted error range.

In Fig. B.2 are plotted the fractional increases tteetive aperture due to the inclusions
of secondary interactions, using a valueygf, = 1074, for (a): the SKA dishes, and (b):
the low-frequency aperture array. Essentially, the information contained is the same as Fig.
3.3 but in more detail; the lack of error bars for the new estimatd&ates that the size of
the errors is ‘small’, i.e. less than 1%.

Fig. B.2(a) reproduces the trend of growing importance of seconddeydctions with
primary energy at high frequencies, and also their lessened importance at low frequencies.
The earlier estimates appear to be accurate to within the error ranges given for the SKA
dishes, but as shown in FiB.2(b), are significantly out for the aperture array. Partlys thi
could be explained by the use gfi, = 10°* for the updated calculations, compared to
Ymin = 1073 for the original calculations. At low frequencies, the importance of ‘regener-
ating’ the lunar surface is less important, so the gain at high energies from including more
interactions (due to a smallgki,) will be greater than the loss due to less surface regenera-
tions. Though this explains the greater contribution from secondary interactions in the new
results in theE, > 10?1 eV range, it does not explain the reduced significance found in the
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Figure B.2: Fractional contributions to th&etive aperture of the SKA dishes
(including the megaregolith) normalised by the detection rate for neutrino inter-
actions only (thick black dotted line gt= 1), as a function of primary neutrino
energy. Points from Fig3.3are also included.

E, < 10?t eV range. There appears to be no obvious explanation for this — in absence of an
explanation, | can only comment that this latter result should be more trustworthy, since it
is based upon more statistics.

The extra calculations interpolating between energies mean that the variation from the
trend with energy is now partially resolved, so that the fractions change gradually between
data points, rather than apparently randomly as in the original calculations. Much of this
‘wobble’ appears to come from the contributionmgbhoto-hadronic interactions, since this
is the dominant contribution at all frequencies. Likely it represents changing relative cross-
sections interacting in a complex manner.

The key result of the original analysis was that while the contribution of secondary
interactions would be significant for the SKA dishes (of order 20%) in the high-energy
range, it would be small in the energy range at which any given detector would dominate
the sensitivity. The relevant ranges are high energies for low-frequency experiments such as
the SKA aperture arrays, and low energies for high-frequency experiments such as the SKA
dishes. Thus the greatestext of secondary interactions on the estimates is of the order of
10%, being that found for the aperture array in the high-energy range. These conclusions are
definitely supported in the results presented here, so | conclude therefore that the exclusion
of secondary interactions in the majority of the analysis presented in this thesis remains
justified.



Data Tables from Chapter 6

In this appendix | include some of the larger data tables frarapfer6. All of these were
essential in the analysis and calculations, but not in the understanding thereof. Their content
is explained below.

Calibration times (Table C.1)

This table lists the times spent in ‘calibration’ mode, pointing at either M87 or 3C273 in
order to obtain a common signal which would produce a significant correlation in the data
between antennas. The labels for each period are used throughout Ghapter

Trigger thresholds (Tables C.2 and C.3)

In TableC.2 are plotted the raw (hexadecimal) inputs into the computetroting the

trigger levels, recorded here for sake of convenience. The trigger is defined as a threshold
on the square of the Kfier values, with the threshold set via a four-digit hexadecimal input.
The most significant two digits (having units of 256) for the A (B) polarisation are given by
input 51 (53), while the least-significant digits are given by input 50 (52). Thus for CAO1
polarisation A, period 1, May 2007, the threshold is 256 + 8x 16 = 384 s.l2. Since

the sampled values are integers ranging from 0 to 128, thé tAséshold settings map to

only 129 dfective thresholds. Therefore, in Tal@e3, | have converted these threshold into
(decimal) thresholds on the fiar values, in sampler units (s.u.).

Noise levels (Tables C.4 and C.5)

The measured RMS noise levels over the entire bandwidth are given in sampling units (s.u.)
in TableC.4. Note that the calibration functiok(v) is different each observation period

and data channel. The bandpass for each observation period was not limited to the nominal
bandwidth, and some fraction of the noise came from ‘useless’ parts of the spectrum, i.e.
those which did not contribute to the sensitivity to a coherent pulse. The ‘necessary’ RMS

noise levels (that coming from the range of the nominal bandwidth) are given il€FHg.
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Date ID \ Start Time (UT) Source On-time (mins)
February 2008

Fe 14:42 3C273 11

F‘% 18:15 mM87 12

Feb 26" F‘% 19:50 M87 6
F§ 19:56 3C273 4

=% 13:05 3C273 6

Feb 27" F‘% 15:37 mM87 10
F§ 19:38 3C273 6

=9 12:45 3C273 10

Feb 28" F§ 13:05 3C273 28
Fo 16:55 3C273 7

F‘ljfl 20:05 3C273 4

May 2008

M€ 10:31 3C273 11

May 170 ¥ ME 14:11 3C273 5
M§ 14:17 3C273 25

h M§ 11:10 3C273 9

May 187 ¢ 14:35 3C273 13
M¢& 11:32 3C273 4

May 19" |v|8 14:55 M87 5
Mé 15:00 3C273 4

Table C.1: Calibration times for the 2008 observatiohd\etwork errors — see
Sec.6.5.3

Comparing the values shows that having an imperfect filter has resulted ib&o increase
in the RMS noise levels, and hence approximately a 15% loss of sensitivity.

Calibration data (Table C.6)

TableC.6gives the results of the timing correlation analysis for ti8&February and May
observation periods, which aim to derive the absolute tilfﬁsaetsAtﬁ between antennas.
TheAtibj (= tj—t;, wherej > i) give the timing dfsets between the centres offiausi andj.
These dsets are very large numbers since the clocks run0d®GHz, so the basdfsets

are given in units of thousands at the beginning of each period. Thus for the calibration
pointing F§, AtP, = —161065121490« 10° — 002 = —161065121490002. Th&tﬁ give

the positions of the peaks in the calibration data relative to tiffieboentre. The absoluate
timing offsetsAtj} are given byAty = Atﬁ — At§. T M§ was the only calibration period
producing a detectable correlation on May"1and this could only be performed using
buffers aligned two-at-a-time.



May 2008

Day

Time

CAO3 A

50

51

CAO3 B

52

53

CA04 A

50

51

CAO4 B

52

53

CAO5 A

50

51

CAO5B

52

53

6th

17:19
17:30
17:36

80
80
6e

01
01
01

80
80
6e

01
01
01

c0
c0
b4

01
01
01

cO
cO0
b4

01
01
01

96
8e
8e

01
01
01

96
8e
8e

01
01
01

7th

14:37

a0

01

a0

01

c0

01

cO

01

a0

01

a0

01

February 2008

CAO1 A

CAO1B

CAO3 A

CAO3 B

CAO05 A

CAO05 B

26"

12:46
13:57
15:46

80
80
09

03
03
03

00
00
cO

07
07
05

00
00
fb

06
06
05

00
00
fO

05
05
04

84
60
20

03
03
03

00
00
c0

04
04
03

27"

13:23
14:13
15:23

80
20
20

03
03
03

00
ff
ff

07
05
fb

fb
03
05

05
a0
50

o]0]
06
05

05
50
05

49
05
49

03
49
03

e9
03
e9

03
e9
03

2gh

13:46
15:37
17:11

80
40
40

03
03
03

00
70
30

07
06
11

a0
20
20

06
06
06

ff
99
52

05
05
05

84
70
70

03
03
03

43
25
25

04
04
04

May 2008

i

11:00
12:00
13:06
15:17
16:26

aa
88
aa
ff

05

Oa
Oa
09
Oc

Oc

99
99
33
cc
01

05
05
05
06
06

88
33
55
ff

cc

Oc
Oc
Oc
10
of

99
99
99
ff
ff

of

of

of
of
of

aa
77
30
05
33

07
07
07
Oa
08

77
33
aa
33
77

07
07
06
09
07

18h

11:30
13:22
14:03
14:08
14:55
16:48
18:09
18:26

44
11
dd
aa
55
dd
dd
88

Oa
Oa
09
09
Oa
Oa
Ob
Oc

99
44
11
ff

88
88
dd
dd

05
05
05
04
05
05
06
06

ff
dd
77
33
ff
dd
dd
dd

Oa
Oa
oa
oa
Oa
Ob
0d
0d

7

7
7
7
7

7
aa
aa

of
of
of
of
of
of
of
of

10
dd
88
88
ee
66
88
88

07
06
06
06
06
07
08
08

88
88
33
33
88
99
aa
aa

06
06
06
06
06
06
07
07

19h

11:41
17:50
18:06
19:01

33
00
ff
88

Oa
09
Oa
Ob

88
00
ff

00

05

05
05

of

cc
88
88
ff

Oa
Oa
Oc
Oc

7
33
aa
aa

of
of
of
of

dd
01
aa

06
06
07
07

88
dd
66

66

06
05
07

07

Table C.2: The raw hexadecimal input into the trigger levels.
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May 2007
CA03 CA04 CA05
A B|A B|A B

17219119 19|21 21|20 20
6" 17:30| 19 19|21 21|19 19
17:36 |19 19|20 20|19 19
7 14:37] 20 2021 21|20 20

February 2008
CA01 CAO03 CAO05
A B|A B|A B

12:46] 29 42739 35[30 32
260 13:57 |29 42|39 35|29 32
15:46| 27 38|39 35|28 30
13:23] 29 42139 38|29 31
27" 14:13|28 39|41 36|29 31
15:23| 28 39|39 36|29 31
13:46| 29 42|41 39|30 33
28" 15:37 |28 40|39 37|29 32
17:11| 28 66|39 36|29 32

May 2008
CA01 CAO03 CA05
A B|A B|A B

11:00] 52 37|56 63] 44 43

12:00 | 51 37|55 63|43 42
17" 13:06| 49 36|56 63|42 41
15:17 | 57 41| 65 63| 50 48
16:26 | 55 39| 63 63| 45 43
11:30| 51 37|53 62|42 40
13:22 | 50 36|52 62|41 40
14:03| 50 36|51 62|40 39
14:08| 49 35|51 62|40 39
14:55| 51 37|53 62|42 40
16:48| 52 37|55 62|43 41
18:09 | 55 41|59 63| 46 44
18:26 | 56 41|59 63| 46 44
11:41| 51 37|52 62|41 40
17:50 | 48 35|51 62|39 38
18:06 | 53 39| 56 63| 44 43
19:01| 54 61|57 63|45 43

Day Time

Day Time

Day Time

18h

19

Table C.3: Trigger levels (s.u.) for all three observationstu
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CAO03 CA04 CAO05
2007 A B A B A B
May | 3.159 4.542| 3.130 4.586| 3.157 4.467
CAO01 CAO03 CAO05
2008 A B A B A B
Feb | 4.869 6.976| 7.042 6.265| 4.853 5.421
May | 9.031 7.116| 9.766 10.016 7.750 7.495

Table C.4: Biffter RMS (s.u.) whilst pointing at the Moon (May 07, Feb 08) and
the lunar limb (May08) over the entire bandwidth.

CAO03 CAO4 CAO05
2007 A B A B A B
May | 2.582 4.220| 2.649 4.217| 2.596 4.219
CAO01 CAO03 CAO05
2008 A B A B A B
Feb | 3.886 5.513| 5.631 5.074| 3.901 4.277
May | 7.859 6.095| 8.464 8.776| 6.792 6.505

Table C.5: Bifter RMS (s.u.) after band-limiting to the frequency rang&-18
GHz (May 07, Feb 08) and.2-1.8 GHz (May 08).

Piecewise fitted values to the function k(v) (Table C.7).

The functionk(v) is described in Sectiof.6, and gives the relationship between the field-
strength in frequency-space at the antenngsn(yand the observed values of the digitised
output (in sampling units. s.u.). The functi&fy) (s.u/(V/m)) was fitted (as described in
Sec.6.6.3 for all observation periods. Tabf@.7 gives the results of the fits. Piecewise fits
of the formk(v) = a+ by are given for in GHz, along with the fitted ranges. Outside these
ranges it can be assumed th@t) ~ 0. Also given are fits fok, over the range.1-1.8 GHz
(May 2007; Feb 2008), and2— 1.8 GHz (May 2007).

Effective thresholds in each data channel (Table C.8)

TableC.8plots the thresholds (18 V/m/MHz) of each data channel for each lunar pointing
over all three observation periods. The final column gives ftective thresholds corre-
sponding to a signal which would be detected with 50% probability (see63&8. For

the dfective thresholds, polarisation has already been taken into account, while it has not
been (nor can it be) accounted for in the threshold values for the individual data channels.
The dfective thresholds are generated mostly for comparative purposes, e.g. with the GLUE
threshold of 123 108 V/myMHz (121) — however, this was estimated assuming a system
temperature of 50K (unlikely, even in limb-pointing mode) and assuminga thireshold

on the main antenna only (i.e. excluding possible vetoes from the 35 m dish not triggering),
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DaAta TABLES FROM CHAPTER 6

ID A, A APtgs | At At], At
February 2008
Basg10®: | —23551890720  —161065121490  -137513230769
< -224 544 -1320| -2357+x1 1112+ 05 34675+ 05
1 -264 704 -1440| -2397+05 952+1 3347+ 0.5
FC -024 528 -1504| -2155x1 1130+ 2 32855+ 1
2 -224 -672 -1448| -2355x1 988+ 2 3342+ 1.5
FC -136 -554 -1418| -2266+0.5 11095+0.5 3375+ 1
8 -096 -624 -1528| -2226+05  1039+05  3265+05
< -064 538 -1474| -2194x1 1125+ 1 ?2?7?
4 -264 512 -1248| -2394x1 1151+ 1 ?27?7?
FC -032 -139 -1107| -23555+05  1136+1  34905+05
5 -040 -296 -1256| -2364+0.5 969+ 0.5 33415+ 05
Fg ¥ -504 -147 -643 -2253+1 1124+ 1 3376+ 2
< -560 -002 442 -2306+ 1 1276+ 0.5 3582+ 1
7 -640 -136 -496 -2386+ 1 1142+ 05 3528+ 1
< -424 -107 -683 | -23635+ 0.5 977+ 0.5 3339+ 1
8 -400 -088 688 | -2339+0.5 996+ 0.5 3334+ 1
FC —-464 +8 -528 -2404+1 1091+ 0.5 3493+ 0.5
9 -256  +56 —-688 -2195+1 1133+ 1 3333+ 1
oo -048 +157 -795 | -2180+05 1045+ 05 3225+ 1
10 -184 +232 -584 | -2316+0.5 11205+0.5 3436+ 1
Fc -048 +312 -640 -2178+1 1208+ 5 ?2?7?
1 -296 +149 555 | -24255+1 10445+ 5 ?27?7?
May 2008
Basg/10°: 8915974519 ?2?7? —-178041183664
MC 384 ??? ?2?7? 3950+ 1 ??? ?2??
3 ?27?7? ??? =360 ?27?7? ??7? 3660+ 1
Basg'10°: 8424267630 7051057573 —1373210056
MC 216 653 563 | 38995+ 0.5 ?2?? 379% 1
4 368 472  -896 | 40515+0.5 ?2?? 3466 1
MC 160 457  -703 | 3847+05 ?2?? 3662 0.5
5 112 504 -608 | 3799+05 27?7 3758 0.5
Basg10% | 151274996611 —-15903724926 -167178721537
MC 840 -131 -971 -1116+1 -2353+1 -1237+1
6 992 -000 992 -964+1 —2222+1 -1258+1
MC 864 -451 -1315| -1091+1 —2285+ 0 -1195+1
7 840 -328 -1168| -1114+1 -2162+1 -10475x1
MC 992 -256 -1248| -9625=x1 -2090+ 1 -1128+1
8 992 432 -1424| -9625=x1 -2266+ 1 -1303+ 1

Table C.6: Calibration data for the observation periods ior&&y and May 2008

(see text) Using 3C273 as the source (M87 was listed in the notes).



Fit Range (GHz): 1.1-12 GHz 1.2-15 GHz 15-175 GHz 1.75-194 GHz 1.1-18 GHz
k(v) = a+ b(v): a b a b a b a b k
ca03 A -1.0910 10210 | 1.7010¢ 14110 |3591¢ -1361¢F |[9811F -5011F0 | 1531CF
ca03 B -9481F 9.091F | 3131F -8811C | 44416 -1901C¢ | 5941F -2931F | 1531CF
ca04 A -13410 12510 [ 37210 -1411C¢ | 341160 -1301C¢ | 84110 -4261CF | 1461C
ca04 B -1.2110 11310 | 1.821¢ 13010 |3971¢F¢ -1581¢F |4211F -1821F | 1531CF
ca05 A -1.0410 9661F | 99110 61010 | 431160 -1731¢ | 6.021¢ -28810F | 1511CF
ca05 B -1.0910 10310 | 1.561F 26910 |6481F -3041F |5441F -2661F | 1571CF
Fit Range (GHz): 1.1-12 GHz 1.2-15 GHz 15-175 GHz 1.75-194 GHz 1.1-18 GHz
ca0l A -13710 13310 | 2731¢ 67210 | 8031F¢ -3661CF | 1.26 10 6.341C 232 16
ca0l1 B -15410 15310 | 97210 21810F | 12610 -5841¢ | 1.7710 -88410F | 3.281CF
ca03 A -2.0810 20210 | 62510 -1601C | 1.0410 -4671¢ | 17110 -8701F | 3311CF
ca03 B -14310 14110 | 2641F 76710 |8031F -3281¢F | 17710 -8991F | 3.041CF
ca05 A -1.7810 16510 | 14710 89110 |8841F -4091C¢ |9141F -44710| 2281CF
ca05 B -8391F 8581F | 98410 14110F | 90716 -4061¢F | 1.0510 -5091F | 2491CF
Fit Range (GHz)|] 1.17-1325 GHz 1.325-15 GHz 15-175 GHz 1.75-194 GHz 1.2-18 GHz
ca0l A -32510 29010 [ 5351 5731C | 19210 -8701C¢ | 29810 -15010 | 5.031C
ca0l1 B -27410 24510 | 2861F 1.3810F | 14810 -6771¢ | 22910 -11610 | 3.921C¢
ca03 A -39510 35410 | 89410 -1471C¢ | 23110 -11110 | 15610 -7641F | 5351CF
ca03 B -37210 33110 | 6.631F 21110 | 18410 -8191¢ | 30810 -15610 | 5371CF
ca05 A -28810 25910 | 61710 -8221C¢ | 13310 -5501C¢ | 1.9410 -9381¢F | 4.311C
ca05 B -26910 24010 | 2801F 1481F | 17110 -7951¢ | 1.7310 -84410F | 4.131C¢

Table C.7: Fitted values d&(v), in s.u/(V/m) (see text).
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May 2007
Day | CAOBA  CA03B | CAD4A CA04B | CAO5A CAO5B | Enresh

17:19| 127 125 1.45 140 134 129 1.68
6" 17:30| 127 125 1.45 140 127 122 1.66
17:36| 1.27 125 1.38 133 127 122 1.63
7h 133 1.32 145 1.40 134 1.29 1700

February 2008
Day | CAOIA CA01B| CAO3A CA03B | CAO5A CAO5B | Enresh

12:46] 127 129 1.19 116 1.33 130 1.56
26h  13:57| 1.27 129 1.19 116 1.28 130 1.55
15:46| 1.18 117 1.19 116 1.24 122 1.48
13:23| 127 129 1.19 126 1.28 126 1.55
27 14:13| 1.22 120 1.25 120 1.28 126 1.53
15:23| 1.22 120 1.19 1.20 1.28 126 1.52
13:23| 127 129 1.25 130 1.33 134 1.59
28h  15:37| 122 123 1.19 123 1.28 130 1.54
17:11| 122 203 1.19 1.20 1.28 130 1.86

May 2008

11:00| 1.22 112 124 138 1.20 123 154

12:00| 1.19 112 121 138 1.18 120 152
17" 13:.06| 115 109 1.24 138 1.15 117 151
15:17| 134 124 1.43 138 1.37 137 1.66
17:11| 1.29 118 1.39 138 1.23 123 1.60
11:30| 1.19 112 117 136 1.15 114 1.49
13:22| 117 109 1.15 136 112 114 1.48
14:03| 1.17 109 112 136 1.09 111 1.47
14:08| 1.15 106 112 136 1.09 111 1.46

h
18 14:55| 119 112 117 136 115 114 1.49
16:48 | 1.22 112 121 136 1.18 117 152
18:09| 1.29 124 1.30 138 1.26 126 1.59
18:26| 131 124 1.30 138 1.26 126 1.59
11:41| 119 112 115 136 112 114 1.49
1gin 17:50| 112 1.06 112 136 1.07 109 1.45

18:06| 1.24 118 124 138 1.20 123 1.55
19:01| 1.26 184 1.26 138 1.23 123 177

Table C.8: Hfective thresholds (16 V/m/MHz) for all data channels over the
specified frequency ranges. See text.

so probably the thresholds are equivalent.
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