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ABSTRACT

Two new methods of leak and blockage detection in pipelines using fluid transients are

developed in this thesis. Injection of a fluid transient (a pressure variation, the input) and

measurement of the subsequent response (the output) provide information concerning the

state of a pipeline through the system response function. The system response function

exists in two forms, the impulse response function in the time domain and the frequency

response function in the frequency domain. Provided that the system is unchanged, the

response function does not change from one test to the next even though the injected

transient signals may be different. A procedure that saves many hours over previous

methods was developed for extracting frequency response information from experimental

data. The procedure was verif,red both numerically and experimentally. It uses the linear

time-invariant system equation. The approximation of linearity was tested by comparing

calculations using the linear transfer matrix model to those of the nonlinear method of

characteristics.

The system response function allows direct comparisons of the information content of

transient traces. Events that create sharp variations in time were shown to have transient

signals with the greatest information content. For this reason, transients generated by fast-

acting electronic solenoid valves are preferable to slower transients from manual closures

or pump trips.

A variety of signals were used to determine their effect on the information content of the

system response. This investigation includes the use of step, pulse and pseudo-random

binary signals. The use of pseudo-random binary signals was shown to provide the same

information as a discrete signal that is many times its magnitude, which is attractive when

system damage is of concern or the amplitude of an injected transient is limited for any

reason. A specialised solenoid valve was designed and constructed as part of this research

to generate pseudo-random binary signals in a laboratory pipe.

Two new methods of leak and blockage detection are developed in this thesis and these

methods do not require the use of an accurate simulation model or a leak-free benchmark.



Knowledge of the pipe topology, flow and roughness values, or the role of unsteady

friction on the transient event is unnecessary. Leaks and blockages induce a non-uniform

pattern on the peaks of the frequency response function and the properties of this pattern

allow the accurate location of the problem. In the time domain, leaks and blockages create

additional reflections in the impulse response function. The arrival times of these

reflections can be used to locate the fault.

Both methods have been validated using numerical and experimental results. The

methods were tested under both low and high flow conditions, and a procedure for
applying the methods in complex pipeline networks was developed. The time domain

method can detect multiple leaks and discrete blockages. The frequency-domain technique

provides a higher degree of noise tolerance but is sensitive to system configuration and

requires a large bandwidth in the injected signal. In comparison, the time domain

technique does not have these limitations and is more versatile; it is usually the better

technique. The combination of methods provides an attractive alternative for leak and

blockage detection and quantification.
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CHAPTER

INTRODUCTION

1

1.1 BACKGROUND

The problem of leaks in water distribution pipelines has generated interest due to its

associated cost to industry and health concerns about providing entry points for

contaminants (Colombo and Kamey, 2002). Many pipelines are over 100 years old and are

poorly maintained, resulting in increased occurrences of leaks and blockages (Tafuri,

2000). An estimated 75,000 breaks occur in mains annually in the United States and most

existing pipelines longer than two kilometres develop leaks on an annual basis (Tafuri

2000, Alaskan Department of Environmental Conservation 2001). Thesç leaks may arise

in pipes for various reasons, including natural ageing, operation beyond design limits, soil

movement, poor workmanship and unintentional or intentional damage (Furness and van

Reet, 1998). Water industries in Australia lose tp to 40Yo of the total flow from leaks and

other unaccounted means (Eiswirth and Burn, 2001), which is comparable to estimated

values from around the world, ranging from 8% in Singapore to 62Yo in Bangladesh (Rao

and Sridharan 1996, Wang 2002). The loss of water from Australia amounts to an annual

cost of $4180 million (Eiswirth and Burn, 2001).

In recent years, such economic costs and concem over public health have led to the

introduction of stricter penalties on water authorities for leakage loss and have given the

necessary incentives for investing in better leak detection technology. Since 1991, the

Office of Water Services (OFWAT) in the UK has mandated targets for water industries to

control leakage rates, which has resulted in a37o/o reduction in leakage loss from the peak

levels of 1994-1995 (OFWAT, 2001). This trend is set to continue through a strict target-

setting procedure and the promotion of low-cost leak detection services for consumers.
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A range of leak detection techniques, starting with physical inspection of pipelines

through use of acoustic sound emitted from a leak to determine its location, is currently

used' Acoustic methods that rely on detection of high-frequency noise emitted from water

jetting out through a leak are popular (Fuchs and Riehle 1991, Tafuri 2000). Other

techniques such as ground penetrating radar-which detects points of low electric

impedance along the pipe, indicative of a collection of water (Eiswirth and Burn, 200I)-
or electromagnetic techniques that find breaks in metallic pipes (Atherton et al., 2000) arc
increasingly popular. These methods are able to detect and locate problems in short

lengths (2 to 300 m) of pipeline (Taturi, 2000).

Many methods are hampered by their short operation range. For example, acoustic

methods use leak-induced signatures that attenuate quickly with distance, becoming

undetectable beyond 250 m from the leak (Tafuri, 2000). Ground penetrating radar,

electromagnetic procedures) sensor and visual inspections have operational ranges that are

limited to the immediate vicinity of the detection equipment (Eiswirth and Burn, 2001).

The use of these techniques for detecting leaks in a transmission main, typically many

kilometres long, requires a section-by-section testing of the pipeline or many monitoring

units. This limitation leads to the situation where leak detection procedures are only
applied when the damage caused by the leak has become noticeable, often too late to
minimize damage (Black, 1992).

An altemative approach to leak detection is to utilise the fact that a leak causes a

noticeable change in hydraulic behaviour such as imbalance between inflow and outflow,

change in frictional losses between different sections or change in the unsteady behaviour

of the system (Furness and van Reet 1998, Black l9g2). These changes can be detected at

large distances from the leak and can be used as a means of system monitoring. Hydraulic

techniques currently form the basis of the computational pipeline monitoring systems

(CPM) for existing oil and gas pipelines as required by the U.S. Department of
Transportation Office of Pipeline Safety (DOT-OPS) regulation 49 CFR 195 (Scort I999a,

reeeb).

An especially attractive hydraulic method of leak detection operates through injection of a
transient pressure signal and analysis of subsequent pressure responses. These pressure

signals are known asfluid transients and their behaviour is similar to propagation of sound
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waves in air. A leak in a pipeline changes the measured pressure response of an injected

signal. The nature of such changes provides clues as to the state of the system and can be

used as a tool for detecting and locating a leak. Examples of publications on this topic

include Jönsson and Larson (1992), Liggett and Chen (1994), Nash and Karney (1999),

Vítkovskj, et al. (1999), Brunone (1999), Covas and Ramos (1999),'Wang et al. (2002),

Covas et al. (2003) and Kapelan et al. (2003).

Many of these hydraulic techniques require an accurate numerical model of the pipeline or

the existence of a leak-free benchmark to ascertain its nominal behaviour when no leak

exists. This approach is successful in controlled situations but can encounter difhculties in

cases where the system properties or the leak-free behaviour are unknown. In reality, the

hydraulic behavior of the system is usually uncertain and it is this lack of information that

has lead to the development of fault detection procedures in the f,rrst place. Alternative

approaches that can detect problems without a detailed knowledge of the system are

necessafy.

Injection of fluid transients as a probe for detecting leaks bears similarities to system

identification procedures in integrity testing of materials, biological components and

electrical circuits (Poussart and Ganguly 1977, Brekke 1984, Ogawa et al. 1994,Li et al.

1994,Hwang and Kim 2004). In all these cases, a controlled signal is introduced and the

subsequent response measured. Using the known applied signal (input) and the measured

response (output), functions are developed that illustrate how the system modifies the

introduced signal as it propagates through the system (Deutsch 1969). The nature of this

modification is an indication of system properties. The developed functions between input

and output are system response functions. The application of system response functions

allows detection of faults without extensive knowledge of the system components

(Poussart and Ganguly 1977, Lampton 1978, Niederdränk l99T,Dallabetta 1996).

System response functions provide insight into system behaviour by simplifying measured

output to a form that is solely dependent on the physical nature of the system (Deutsch,

19ó9) and independent of the input signal. Any change from one day to the next-for

example, the development of a problem-is detected as a change in the system response

function even though the injected signal on those two days may not be identical.
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This type of methodology is clearly advantageous when it comes to detection and location

of faults in pipelines using injected pressure transients, as the object of interest in these

situations is the state of the system itself and not the raw measured response. The

schematic of a system's approach is shown in Figure 1-1. The input is the injected

transient signal and the output is the measured pressure response. System response

functions can be derived from the interrelationship between the two.

INPUT
Nature of
injected

disturbance

Pipeline System
OUTPUT
Measured
response

Figure 1-1 - Schematic of a single input/output linear system in the context of
generated transient disturbances in a pipeline.

Experimental transient traces from the same pipeline using two different injected signals,

one generated by a pulse perturbation of a side-discharge valve and the other by sharp

closure of this valve, are shown in Figure I-2 and,Figure 1-3.
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The system response functions, shown in Figure l-4, are very similar despite applying two

different injected transients, thus illustrating the way these functions can determine

underlying behaviour from a measured pressure response. In the same fashion, the

integrity of a pipeline can be determined from the system's response diagram.
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1.2 AIMS OF THE RESEARCH

The major aim of this research is to investigate procedures for leak detection using

injected transient signals. In particular, this thesis focuses on the development of
techniques that do not rely on use of an accurate numerical model. This dissertation has

the following specific aims.

1. To determine a procedure for extracting system response functions without using

oscillatory signals.

2. To quantify the effect of a leak on the response of the system in the frequency domain

and develop a method of leak detection based on an analytical understanding of leak-

induced behaviour.

3. To quantify the effect of a leak on the response of the system in the time domain and

enhance existing reflectometry techniques using the system response function.

4. To compare leak detection approaches in the frequency domain and the time domain

and determine situations where each is more appropriate.

5. To validate the proposed leak detection procedures using numerical and experimental

results.

These objectives are met in this dissertation through application of the systems

identification approach. As discussed in the introduction, extracted system response

functions provide insight into the effect of a leak and the effect of different injected

signals in the time and frequency domains. The system response function in the frequency

domain is of particular interest as it identifies the harmonic frequencies of a pipe and is

important for design of pipelines and stability of associated turbomachinary (Brekke,

te84).

In the past, system response functions were extracted through the use of sinusoidal

oscillations of specially designed valves (Zielke et al. 1969, Brekke 1984, Svin gen 1996).

This approach is time consuming as the pipeline needs to be sequentially excited at many

frequencies, which can take many hours depending on the size of the system and the

resolution required in the response functions. Alternatively, this thesis uses conventional

transient signals such as sharp closures of valves. The time required for the extraction of

6



the response function in this fashion is equal to the duration of a single transient event.

The bounds of validity of this approach, including the selection of the input variable to

avoid system non-linearities were investigated.

Analysis of a transient signal in the frequency domain has gained attention in recent years

as an alternative to conventional time-domain approaches, for example, in Covas and

Ramos (1999), Mpesha et al. (2001, 2002) and Ferrante et al. (2001). However, these

papers present conflicting theories concerning the effect of a leak on the frequency

response of a pipeline, and the leak detection methods in these papers have yet to be

experimentally verified. This thesis establishes the true frequency response of a leaking

pipeline and develops a leak detection procedure based on this behaviour. This procedure

is verified numerically and experimentally to confirm its applicability.

When an injected transient signal impinges upon a leak, part of its energy is reflected to

form a separate signal. Detection of this reflected signal in the time series pressure trace

and determination of its arrival time give the leak location. This technique is known as

time-domain reflectometry (Maloney 1973, Harding 1974). The system response function

in the time domain, known as the impulse response function, can improve existing time-

domain refl ectometry procedures.

Care was taken to address many of the issues that would be encountered in a field pipeline

system. These issues include the application of the technique on pipelines systems with

complex topologies (branch, networks), the effect of steady and unsteady friction, the

effect of a shift in measurement position, the effect of multiple faults of different

characteristics (leaks and blockages) and the effect of random and harmonic noise

contamination. While this list of issues is not intended to cover the range of complexities

in a full field trial, these investigations allow the logical progression of the work into real

system in future research.

This dissertation provides a critical comparison between leak detection procedures in the

time and fiequency domains. Through this investigation, the advantages and disadvantages

of each procedure are determined.
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1.3 THESIS OUTLINE

The first three chapters of this thesis provide background to the study. Chapter 2 is the

literature review and contains a summary of the current leak detection techniques. Chapter

3 presents the fundamental equations of unsteady flow in a pipeline with both the time-

and frequency-domain solutions to the equations. Using these governing equations, two

numerical models were developed in Fortran 90, one in the time domain and the other in
the frequency domain. Chapter 4 presents the experimental and numerical pipelines used

in this dissertation.

In Chapter 5, a procedure for extracting the system response function is presented and

experimentally verif,red. The bounds imposed by the linearity assumption are investigated

in this chapter. Original work in this chapter includes determination of the best input

signal, of the optimum system configuration and of the effect of different injected signals

on the response extraction process. Chapter 5 presents a procedure where infinite energy

signals (signals that do not return to the original level, e.g. a step) can be modified so that

conventional Fourier analysis can take place. This modif,rcation is vital for the accurate

extraction of system response functions using these signals.

Chapters 6 and 7 show how system response functions can be used to locate leaks. In
particular, Chapter 6 presents a set of derived analytical expressions that describes the

effect of a leak on the frequency response function for different boundary conditions.

These expressions were incorporated into a leak detection method and were

experimentally validated. The leak detection procedure can be applied to complex pipeline

networks, detection of multiple leaks and detection of discrete blockages. Chapter 7
introduces the time-domain method of leak detection, known as time-domain

reflectomelry, and shows how the conventional methodology may be improved through

the impulse response function. Chapter 8 compares procedures for fault detection in the

time domain compared to the frequency domain and describes situations when each

approach is more appropriate. Finally, the conclusions of the thesis are summarised in
Chapter 9. The transient data presented in this thesis are included in an attached CD-

ROM. The file name for each data set is stated in the captions of the f,rgures.
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1.5 SIGNIFICANT CONTRIBUTIONS TO THE FIELD

The main contributions from this research are:

The development of a procedure for extracting frequency response functions without

using oscillatory signals. This procedure operates within the bounds of the linearity

approximation. This procedure can be beneficial for the study of frequency

dependence behaviour such as unsteady friction, fluid-structure interaction and

stability analysis of turbomachinary in pipelines.

The determination of injected signal properties that provide maximum information.

Related to this outcome is the determination of the range of useful frequencies in any

measured transient signal. This result allows the optimum design of filters for removal

of high-frequency contamination in transient data.

a

o The quantiltcation of the effect of leaks and blockages on the frequency response of a
pipeline and comparison between time and frequency-domain techniques for leak and

blockage detection.
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CHAPTER 2

LITERATURE REVIEW

2.1 INTRODUCTION

Existing leak detection methods can be grouped under two categories, non-hydraulic and

hydraulic methods. Non-hydraulic methods detect a leak based on external clues: noise

emission; a point of high electric conductivity, signifying a collection of fluid; non-

uniformity in pipe material; or simply a point in the ground where water appears to be

originating. Techniques.that utilise this type of information range from visual inspection

of a pipeline (Black, 1992) through the use of liquid-sensing cables (ADEC, 2000), robotic

pigs (Fumess and van Reet, 1998), ground penetrating radar (Eiswirth and Burn, 2001)

and acoustic correlators (Fuchs and Riehle 1991, Tafuri 2000). These techniques are short

ranged and can only detect a leak at close proximity (< 250 m).

On the other hand, hydraulic techniques detect a leak based on its effect on flow behaviour

and have a greater detection range. There are two main branches of hydraulic techniques:

those that operate under steady state flow and those that operate under unsteady flow.

Steady flow occurs when the flow and head conditions at any point do not change with

time, whereas in unsteady flow, flow conditions change. Flows in water distribution

systems are often unsteady due to fluctuations in demands and boundary conditions. For

this reason, unsteady state methods are better suited to this situation. Examples of steady

state methods include mass balance (ADEC, 2000) or hydraulic grade line measurements

(Covas and Ramos, 1999), whereas unsteady state leak detection requires use of fluid

transients (pressure changes). These techniques are discussed in this chapter to identify the

advantages in applying fluid transients for detection of leaks.
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2.2 NON.HYDRAULIC LEAK DETECTION TECHNIQUES

Non-hydraulic detection procedures range from simple techniques such as visual

inspection to acoustic methods. These techniques detect a leak based on its external

manifestations, which include :

A break in pipe material

Release of water

Generation of a characteristic hissing noise

The most rudimentary of all is visual inspection. It requires one or more inspectors to be

on site looking for visible cracks or leaks. Vegetation change, often associated with an

increase in soil moisture, is indicative of a leak. An alternative is to inject odorants (such

as mercaptans and trimethylamine) into pipelines and use odour detectors to find positions

where material is leaking. Dyes and radioisotopes can also be used in this fashion (pregelj

et al., 1997). This technique requires the pipe to be ofÊline to ensure the complete

removal of these materials.

These basic methods require clear access to suspected leak areas. In some cases, visual

inspection of pipes is impossible, for example, if the pipes are located in sensitive areas,

buried underground or submerged. The use of odour detectors is dependent on weather

conditions (Furness and van Reet 1998, Black 1992).In the United States of America, a
landowner-awareness program has been implemented (Scott I999a, Igggb) whereby

landowners are employed by companies to inspect pipes regularly that traverse their own

land. This program, however, was found to be inadequate, as small defects can remain

unnoticed to untrained eyes.

Another group of non-hydraulic leak detection methods uses special detectors mounted at

regular intervals along the pipeline. These devices, while being capital-intensive, provide

an alternative to manual inspection. Sensors can be used to detect spillage or non-

conformity in a pipe wall. An example is liquid sensing cables. These cables are buried

beneath pipes and are designed to detect changes in soil moisture using a continuously

transmitted electric pulse (ADEC, 2000). tn the presence of a leak, the cable becomes
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saturated and the impedance of the wire increases in the region, thus registering a leak in

the system. A recent improvement uses f,rbre optic cables surrounded by a material that

swells when exposed to liquid, compressing the attached optical fibre cable. This

compression creates a localised loss in transmission that can be detected (Maclean et al.,

2001). The exposure of a sensor to fluid can typically be found within 30 seconds to an

accuracy within r 2 m. However, as this cable is required to run beneath the entire

pipeline, the installation cost is extremely high. Typical cost of the cable is between $430

to $4100 per metre and the cost of the associated software can range up to $4100,000

(ADEC,2000).

The use of a mobile robotic unit, known as a robotic pig, located in a pipe is another

maintenance method. Robotic pigs (see Figure 2-I) can carry a vast array of surveillance

and acoustic equipment to monitor the internal conditions of pipelines.

I

Mobile Pig

Figure 2-1 - Robotic pig-based monitoring system (Source: http://www.Roxar.com).

Pigs require tracking, as.their movements are often impeded by debris and junctions

(Furness and Van Reet, 1998). Pig-based monitoring, while effective, is subject to

limitations imposed by the size and intemal environment of the pipeline. High flows, pipe

junctions, bends and valves can hinder the applicability of this expensive device (Scott

I999a, I999b). The use of a robotic pig to detect leakage in an extensive water distribution

network is limited.

Pig Detector
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Another non-hydraulic method of leak detection is the ground penetrating radar. This

method injects an electromagnetic pulse into the ground and through the reflection profile
picked up by receivers on the surface, the integrity of the pipe is determined. These radars

detect a leak in two ways: by detecting soil cavities formed by the erosive effect of a

leaking jet and by detecting regions of higher conductivity around the pipe, indicating a
localised increase in moisture content (Eiswirth and Burn, 2001). This technique relies on

a homogenous soil structure surrounding the pipeline. The presence of existing non-

uniformities can be falsely detected as areas of concern.

Amongst the non-hydraulic leak detection methods, acoustic methods are most popular.

Fluid jetting out of a leak generates high frequency vibrations in the pipe wall and

transducers can be clamped onto pipes to collect the vibration data (AWWA, 19g7). The

transducers are shifted along the pipe until the maximum leak-induced signal is detected,

identifying the location of the problem.

An advanced form of a single acoustic detector is a leak correlator, which uses a pair of
transducers clamped upstream and downstream of a suspected leak position. For a leak at

any non-central position between the two transducers, the same noise generated by the

leak takes a different time to arrive at cach of the transducers (see Figure 2-2). Thecross-

correlation between these two synchronised signals streams shows a maximum correlation

at the time lag corresponding to this difference in travel time. By using this time lag, along

with the known wave propagation speed and the relative strengths of the signals detected

at each transducer, the position of the leak can be determined.

One of the main problems with using acoustic waves for leak detection is that acoustic

signals attenuate quickly with distance. For steel pipes, the maximum range is 250 m away

from the source (Tafuri, 2000). In addition, the presence of elbows, junctions and system

irregularities between leak correlators can lead to false detection.

Unlike other techniques, acoustic methods are most applicable in the case of small leaks as

larger leaks produce less noise in the characteristic high-frequency range. Furthermore, the

composition of the ground, the characteristics of the surface and the material of the pipe

play important roles in the results.
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Simplified Leak Vibration Signal

Leak Correlator 1

Amplitude

Leak Correlator 1 Data

Amplitude

\

Cross-Correlation

Time lag

Time

Leak Correlalor 2

Amplitude2

Amplitude

Leak Correlator 2 Data

Location of spike gives time
lag between signal arrivalat
transducers

Figure 2-2 - Operation of leak correlators.

For steel or prestressed concrete pipes, the conductivity of the pipe wall can provide the

means for detecting breaks (Atherton et al., 2000). This technique requires insertion of an

exciter coil and a detector, spaced two meters apart, in the pipeline. A low frequency AC

current is passed through the exciter coil, generating a magnetic field. This field

propagates along the pipe and is picked up by the detector. The strength of the detected

magnetic field gives an indication of the integrity of the pipeline between the exciter and

the detector. This technique can detect single or multiple breakages within a short-range

(< 2 m).At best, it can test several kilometres in a full day and its range can quickly

become prohibiting as the lenEh of the pipeline increases (Atherton et a|.2000).

Time I Time
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Each non-hydraulic method of leak detection suffers from a low operational range that

hampers its application in large-scale pipelines. Typically, leaks can only be detected if
the unit is less than2 m from the leak for electromagnetic techniques and up to 250 m for
acoustic methods. For ground penetrating radar, liquid sensing cables and visual

inspection, the unit/operator must be in the immediate vicinity of the fault. This shortfall

poses a problem for the application of these techniques in transmission mains that are

kilometres in length, limiting testing to a section-by-section basis. Furthermore, the use of
these techniques in a continuous monitoring system requires a large number of units
placed at close intervals and the cost can become prohibitive as the length of the pipe

increases. Consequently, such methods are usually applied on an individual basis, when

the problem of the leak has become noticeable (which is often too late). For these reasons,

techniques that have arange of operation similar to the scale of the system are desirable.

-18-



2.3 REMOTE HYDRAULIC METHODS

Hydraulic methods utilise the effect of a leak on flow behaviour in a pipeline for detecting

and locating the problem. These effects can be detected at great distances from the leak,

giving an operational range that cannot be matched using other methods. As water is

continuously being lost from a leak, it causes a difference between inflow and outflow, a

change in slope of the hydraulic grade line and a change in unsteady behaviour (Furness

and van Reet 1998, Black 1992). Hydraulic techniques currently form the basis of

computational pipeline monitoring systems (CPM) for existing large scale oil and gas

pipelines as required by the U.S. Department of Transportation Off,rce of Pipeline Safety

(DOT-OPS) regulation 49 CFR 195 (Scott 1999a,1999b).

Two broad categories exist for the classification of hydraulic methods of leak detection.

These include steady state and unsteady state techniques. Steady state techniques are used

in situations where flow fluctuations at any point in the system can be assumed small,

whereas unsteady state techniques apply to a broader range of flow conditions.

2.3.1 Steady State Methods

Mass balance is the most commonly used steady state leak detection method due to its

simplicity. The basic principle is that the total volume entering a pipeline must be equal to

the total volume exiting (within a certain tolerance). If there is a deficit, then a leak exists.

This relationship is stated as

where Qin: measured inflow to the system, Qout: measured outflow from the system,

ð Q^: bound of uncertainty in flow measurement and ð Zr: bound of uncertainty in fluid

compression over the time interval Ar (ADEC, 2000). While the mass balance procedure

is useful in detecting leaks, it cannot find their locations. For a leak to be located, the

network must be broken down into subsections, each supplied by a single supply main. A

lQ,, - Q,,,12 òQ* +9!u
Lt
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mass audit is performed for each subsection and a stepwise elimination method is used to

gradually remove the subsections that are free from leaks. This method can be time

consuming as a volumetric system balance must be performed over a significant period of
time to minimise elrors (AV/WA, l9S7). A full water audit may take a number of months

to successfully isolate a problem to a single pipe or pipe section (wang, 2002). rn
addition, the accuracy of this method hinges on the accuracy of the measuring instrument

and size of the leak.

Line pressure measurements are often used in conjunction with the mass balance method.

A leak reduces flow downstream and changes the slope of the hydraulic grade line.

Predicted hydraulic grade lines from flow measurements can be compared to pressure

measurements taken at particular points along the system. Discrepancies between the two

are indicative of leaks (Furness and van Reet, 1998).

Using a similar approach, Baghdadi and Mansy (1988), and Covas and Ramos (1999)

developed algorithms to determine leak size and location under steady state conditions.

The properties of a leak are determined based on the continuity equation, the friction loss

along each pipe section and the orifice equation.

Mukherjee and Narasimhan (1996) and Poulakis et al. (2003) presqnted alternative

procedures where the steady state head and discharge measurements are incorporated in a
statistical maximum likelihood method to identify the leaking pipe in a network. The

procedure correctly predicted the leaking pipe in only 70%o of the single leak tests. For

multiple leaks, the correct leaking pipes were identif,red 50% of the time.

Pudar and Liggett (1992) proposed an inverse calibration process where the measured

steady state head and flow in the pipeline were used to determine the position of leaks in
the system. The leak position in a numerical model is varied (through a Levenberg-

Marquardt algorithm) until a good match is found with the measured responses. However,

flow in steady state was found to supply insufficient data for the sizing and location of
leaks using this technique. The application of this technique in unsteady flow removes this

problem and is described later in this chapter.
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While steady state approaches are successful in controlled situations, nevertheless, the

application of these techniques to operating pipelines has proved difficult. The primary

problem with these techniques is that each measurement station under steady state flow

results only in a single data point. A high number of measurement stations and several

experiments under different conditions are required to produce sufficient data for analysis.

Sensitivity to discharge readings, presence of system noise and transient disturbances have

given low confidence to steady state methods (Covas and Ramos, 1999). Furthermore,

steady state condition is a special case of transient flow and rarely occurs in reality

(Liggett and Chen 1994). Models based on unsteady conditions are more applicable to real

systems.

2.3.2 Unsteady State Hydraulic Methods

Unsteady flows are caused by changes in demands, operation of pumps, adjustment of

control valves and accidental events. These changes propagate along a pipeline as

transient \À/aves at speeds over 1,000 m/s (V/ylie and Streeter,1993). Fluid transients can

persist over many kilometres (Tafuri 2000, Sllva et al. 1996) and each measurement

station can produce a very large number of data points for analysis.

A simple technique using transients for leak detection is known as rarefaction wave

detection. This technique detects the low-pressure surge generated by pipe rupture (Silva

et al. 1996, ADEC 2000, Misiunas et al. 2003, 2004). The arrival time of this negative

wave at each measurement transducer and knowledge of the wave speed gives the leak

location. This technique is promising and can be easily incorporated into a real-time fault

monitoring system. However, it requires accurate detection of a small pressure signal of an

unknown shape. Existing background noise can mask this signal if the leak is small.

Further research needs to be conducted in this area to determine the failure mechanism of

pipelines, the shape of natural burst signals and the practical implementation of this

procedure given the large amount of generated data.

An alternative approach to transient leak detection can be taken if customised pressure

signals are injected into a pipeline and the subsequent behaviour of the transient analysed.

During its travel, a signal acquires properties that relate to the configuration and integrity
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of a system. The analysis of this signal can detect and locate leaks in a pipeline. These

injected transients are designed to be small and can be used on a regular basis as a system

monitoring technique. Using this method, operators are concerned solely with the

behaviour of this injected signal, which is distinct from background noise and pressure

fluctuations .

A leak changes measured flow and head response from the expected behaviour of a

transient event. An illustration of the types of leak-induced modification is shown in the

numerical results of Figure 2-3. Irr the figure both damping rate and the shape of the

transient trace have changed in the leaking case.
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Figure 2-3 - comparison of transients in intact and leaking pipelines.

Liou and Tian (1995) applied this discrepancy between leak and no-leak transient

behaviour for leak detection. A method of characteristics model was used to predict the

response given certain initial conditions. Deviation of measured results from predicted

transient response indicates a leak. Other developments by Liggett and Chen (Igg4),

Vítkovskj. and Simpson (1997), Vítkovskjr et al. (1999), Vírkovsky et al. (2000), Simpson

et al. (2000) moved leak transient analysis into an area that involves inverse parameter

estimation based on a comparison of the observed pressure trace with the predicted trace

from a numerical model. Leak size and location are varied through the Levenberg-

..,



Marquardt algorithm (Liggett and Chen 1994), genetic algorithm (Simpson et aL.2000) or

shuffled complex evolution (SCE) to achieve a least squares f,rt of the numerical data to

the measured data. If the model is an accurate depiction of real system behaviour, the best

match is obtained when correct values of leak size and position are selected. The

advantage of inverse transient analysis is that detailed flow properties can be determined.

Liggett and Chen (1994), Vítkovskjr and Simpson (1997) and Vítkovslry et al. (1999)

show this inverse calibration technique (commonly known as inverse transient analysis) to

be successful at both numerical and laboratory levels. Covas et al. (2004) and Stephens et

al. (2004a, 2004b) have applied this procedure in the field with promising outcomes.

However, there are drawbacks to this type of approach, including the large computational

effort that can delay the reaction time of operators to faults in a pipeline. Each iteration of

the optimisation algorithm requires a fuIl solution of the transient response in the system

and inverse runs with highly discretised numerical models can take hours to converge to

the solution using current high-end desktop computers (Pentium fV processors). In

addition, the technique relies on the accuracy of the numerical model and detailed

inspection of pipeline components is needed before the leak detection process can take

place. While the greatest advantage to the inverse transient method is its attention to detail,

in a f,reld hydraulic system the existing physical complexities can become overwhelming.

Alternative approaches that do not require accurate predictions of the transient trace are

attractive.

The effects of a leak on a transient signal can be used as a means for detecting a problem

and they are as follows.

Leaks in a pipeline increase the damping rate of a transient trace (a recording of

pressure changes to an injected transient) (Wang et a|.2002, Wang 2002).

Leaks in a pipeline produce reflected signals in a transient trace (Jönsson and Larson

1992, Covas and Ramos 1999).

These specific leak-induced modif,rcations can be identified through knowledge of system

behaviour when no leak exists, for example, the rate of damping or the shape of the

transient signal. Any detectable difference from the norm is indicative of a leak and can

a

a
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provide information concerning its location and size. A leak can be located once the

analytical relationship between the le.ak position and the observed leak effect is derived.

The effect of a leak on the damping rate of the transient trace was derived,inyang et al.

(2002). The energy of the wave front is gradually dissipated through steady and the

unsteady friction losses (Zielke 1968, Vardy and Brown 1995) and, as illustrated in Figure

2-3, a leak increases this damping rate of the signal. Once the decay rate of a transient is

found under a no-leak condition, any significant deviation from this decay rate indicates a

leak' 'Wang et al. (2002) developed an analytical solution describing the decay of
harmonic components in a transient trace as

h. (*- ,t*) =i{"{o.n,,)'. þ, ,or1 n7ú.)+ B,sin(nø.))sin(n^.)}
n=l

where x* : xlL, t. : tl(Lla), h* : (H-HùlHrwith ø¡ : initial head prior to the transient,I{

: a reference head at a tank. 
^ 

= H and Rn¡ : leak-induced damping of each Fourier

component given as

where )cL* : xLlL, x¡ : distance of the leak from upstream boundary, caa¡,: the lumped

leak discharge coefficient, H¡-s: the head at the leak prior to the transient event, A: pipe

area. A*.Bn for each harmonic number, n) ate given by

D -CoA, annL= , -r_ sin'þmi)A 
"l2gH tu

(2.3)

An = 2l¡V)'in(r^.þr.
0

(n+ n,r)A,
nlT

(2.s)
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From Eq. (2.3), the leak-induced damping depends on the harmonic number, n. This

relationship suggests that the effect of a leak on the transient signal is frequency-

dependent. 
'Wang 

et al. (2002) calculated the leak location from the ratio between the leak-

induced damping for two harmonic components n1àt7dn2,

where the magnitude of the leak-induced damping is the difference between the damping

from the leaking and intact pipeline. Once xi is known, the size of the leak is found from

Eq. (2.3).

The transient damping method does not depend on an accurate numerical model to the

same extent as the inverse transient method; however, it requires knowledge of friction

damping in the leak-free pipe. The magnitude of the friction losses can be estimated using

a numerical model or a known leak-free benchmark.

When a propagating transient signal arrives at a leak, part of the energy in the main

transient is diverted to form a new reflected signal. Detection of this reflected signal and

measurement of its arrival time can be used to locate the leak. The arrival time of the

reflected signal at the transducers is the time needed for the signal to travel from the

transient source, reflect off the leak and travel to the measurement station. Given a known

wave speed, the location of the fault can be determined from this arrival time. The

application of this procedure, known as time-domain reflectometry (TDR), requires

knowledge of the shape of the leak-free transient trace to identify leak reflections. The

operation of this TDR procedure is illustrated inFigne 2-4.

This technique was used in Jönsson and Larson (1992), Brunone (1999), Covas and

Ramos (1999), Jönsson (2001) and Fenante and Brunone (2001) as a means of leak

location. Chapter 7 of this thesis provides an improvement to the TDR approach using

system response functions. Although formulations lvere given in Covas and Ramos

(1999), Brunone (1999), Jönsson (2001) for finding leak size from the magnitude of the

leak-reflections, these were based on the assumption of negligible friction. In pipes where

I

n 1ü

7NL

R,,, 2

2

sln

Rn, sin
(2.6)
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losses are dominant, these equations are inaccurate and can only be used as a rough

estimate of the leak size. In Brunone (1999), the error was I'7%o of the true value under

laboratory conditions. It is only through a good knowledge of losses that a valid prediction

of leak size can be made.

\
s Transient Source and

Measuring Transducer
+Transmitted Wave x

--\
Leak Reflection

Figure 2-4 - rllustration of the operation of time-domain reflectometry.

The concept of TDR hinges on detection and location of leak-reflected disturbances in the

transient trace. In Brunone (1999), these signals \¡/ere detected through a visual

comparison between the leak-fi'ee transient response and the observed trace. While simple

to apply, an experienced technician is required. Pipeline vibrations, background transients

and instrument noise can create pressure traces where leak-reflected signals cannot be

easily identihed. Slow, smooth transients produce reflections that are difficult to detect,

whereas sharp signals create reflections that are more distinguishable (Jönsson and Larson,

1992). An explanation for this observation is given in Chapter 5 of the thesis in terms of
signal bandwidth.

Jönsson and Larson (1992) and Covas and Ramos (1999) proposed spectral analysis as a

means for detecting leak reflections, postulating that the leak-reflected signal produces a

"leak-induced frequency spike" in the frequency domain. This argument was perpetuated

in Mpesha et al. (2001, 2002) where a frequency-domain leak detection method was

presented based on the existence of additional spikes in the spectrum. Chapter 6 of this

thesis presents results (from two independent formulations of the governing equations)

that are not consistent with this idea, showing that leaks have a detectable effect only at
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fundamental frequencies of the pipeline. This finding is supported in Wang et al. (2002),

Ferrante et al. (2001) and with experimental results in Lee et al. (2004).

There are recent developments by Ferrante and Brunone (2001) and Ivetió and Savió

(2002) that use discrete wavelet transform to detect leak reflections in the transient trace.

The wavelet transform involves a time convolution of the data trace with localised

mathematical functions and was designed to highlight discontinuities (i.e. sharp edges).

These localised mathematical functions can be dilated or contracted in time to produce the

time convolution result at different scales. It was suggested that the decomposition of the

signal in this way could allow for the detection of a leak-reflected signal in the data. The

wavelet transform is best suited for detecting discontinuities in a data trace and is affected

by the shape of the injected transient and the rate of sampling (Young 1995). The

detection of a leak reflection is difficult when the injected transient signal deviates from a

perfect step / impulse. An alternate application of the wavelet transform is presented in

Young (1995); it uses the system response functions investigated in this dissertation. This

prevailing problem of reflection detection in TDR techniques and its strong dependence on

the nature of the injected signal is presented in greater detail in Chapter 7.
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2.4 SUMMARY

This chapter provides an outline of various leak detection techniques, including both

hydraulic and non-hydraulic based methods. A summary of the hydraulic leak detection

methods presented in this section is shown in Figure 2-5. A leak detection method should

have a long detection range, allowing its application to a large-scale field pipeline. In this

respect, the use of fluid transients is a promising research field as they naturally persist

over long distances in pipelines (Silva et al. 1996).

A method of leak detection using transients operates through an inverse procedure where

the measured result is fitted with the output from an accurate numerical model. The leak

location and size are used as fitting variables and the best fit is produced when the correct

location and size of the leaks are selected. This procedure is known as the inverse transient

method (Liggett and Chen 1994, Vítkovsky et al. 1999, Vítkovsky and Simps on 1997,

Simpson et al.2000).

This approach, however, requires alarge computational effort and an accurate numerical

model. In a complex system, the establishment of this model requires a detailed

understanding of the behaviour and location of each existing hydraulic element and a

detailed survey is often necessary.

Alternatively, a leak can be detected in the pipeline through some knowledge of the

expected leak-induced modifications on a transient response. For a measured transient

ttace, these leak-induced modif,rcations are an increased damping rate and the presence of
leak-reflected signals. This focus on the specific leak-induced modifications can allow the

properties of the leak to be extracted from the transient trace without a clear understanding

of the hydraulic behaviour of a pipeline.

This thesis investigates approaches that focus on leak-induced modif,rcations on system

response functions in both time and frequency domains (i.e. time-domain reflectometry

and frequency-domain detection in Figure 2-5).
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Long Range
Hydraulic Methods

Transient MethodsSteady State Methods

. Limited to highly controlled
pipelines

. Requires accurate discharge
measurements

Requires a highly accurate
model to predict extended
transient behaviour

. Large computation time

. Detailed information of
system flow rate, losses
etc.

. Requires good estimation of
leak-free losses

. Requires methods for extracting
reflection from system responses

. For all pipelines

. Only requires pressure
measurements

. Focus on particular fault
impacts

. Cannot provide detailed
information on the flow
conditions within the pipeline

. To be verified in this thesis

Figure 2-S - Summary of remote hydraulic methods for leak detection.

Uses All Transient
lnformation

Focus on Leak
lmpact

lnverse Transient
Method

Transient Damping Frequency Domain
Detection

Time Domain
Reflectometry
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CHAPTER 3

GOVERNING EQUATIONS

3.1 INTRODUCTION

The governing equations for unsteady pipe flow represent conservation of mass and linear

momentum,

where Q and É1: discharge and head in a pipe, g : acceleration due to gravity, D : pipe

diameter, A : pipe cross-sectional area, a : wave speed, f : Darcy-Weisbach friction

factor, x : distance along the pipe and t : time (Wylie and Streeter, 1993). These

equations assume that both the fluid and the pipe deform in a linear elastic fashion. This

set of two hyperbolic differential equations can be solved in the time and space domain

using a numerical scheme known as the method of characteristics, or alternatively, these

equations can be linearised and solved in the frequency domain using a procedure known

as the transfer matrix method (Chaudhry 1987, Wylie and Streeter 1993).

aQ

ðx
+ 0

2a òt

gA òH

rao
gA òt

AH-:-
òx

folol _
2gDA2

+ 0

- 31 -



3.2 METHOD OF CHARACTERISTICS

The method of characteristics solution to Eq. (3.1) and (3.2) begins with a linear

combination of the two equations. This linear combination allows the partial derivatives to

be reformulated into directional (total) derivatives using the chain rule. The head and

discharge at each point in a pipe can then be found by integrating the resultant equations

(V/ylie and Streeter, 1993).

Multiplying the unsteady continuity equation [Eq. (3.1)] by a factor l. and adding this ro

the momentum equation [Eq. (3.2)] give

Grouping the pafüal derivatives of head and flow results in

From the chain rule, the directional derivatives (denoted as 'd') of the head and discharge

within the pipe can be given as a combination of its partialderivatives (,â') by

Comparing Eq. (3.5) to the expression contained within the first (left-most) parentheses of

Eq. (3.4),the value of + to convert the partial derivatives into a directional derivative isdt

aQ

ð¡
òH
ðx

folol
2gDA2

òH
+ + + + 0

òt

IòQ
gA ðt

(3.3)

#.+##).à(#.k^#)*#=o

dH _aH , aH dx

dt ðt ðx dt
(3.s)

dO òO òO dx

--rdt ðt òx dt
(3.6)
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dx la2
dt LsA

(3.7)

!

m

Following the same procedure for the second (right-most) parentheses of Eq. (3.4) results

Combining Eq. (3.7) and (3.8) gives the value of l" as

ro, S: r a. when #= ", Eq. (3.4) b""o-.,

dx
and when:: - -a, Eq. (3.a) becomes

These resultant equations [Eq.(3.10) and (3.11)] are known as the positive andnegative

characteristic equations and are valid only along the lines * = *o una ! - -a ,dt dt

respectively. These equations can be integrated to give expressions for the head and

discharge in a pipe. For the positive characteristic (C*), the integration is taken between

two points ("4" and "P") on a characteristic line with an inverse ,top. $ = *ø (refer to'dt

dx
?"SA

dt

),=* a

gA
(3.e)

I do tdlr
gAdt qdt 0 (3.10)

t dQ ldrl , falol _^
;----------------= 

- 
v

gA dt a dt 2gDA'
(3.11)

aa
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Figure 3-l). In the same way, the limit of the integration for the negative characteristic

(cl is from "8" to "P" and is taken along the characteristic line of slops 
9r 

= -a .'dt

t

c-

B

Pipe

P

Future

Present

C+

A X

\./
Nodal Points

Figure 3-1 - Graphical representation of the characteristics equations.

The integrations along the positive and negative characteristics are shown in Eqs. (3.I2)
and (3.13)

The equations are integrated using a finite difference approximation for the friction term

(the last term), which restricts results to a small increment in time and space (Jaeger,

l97l). The integrated characteristic equations are

1

aa

*'l:n . *'tr* . . #'[elelat = o (3.12)

à'!'n - I'* . #'lnlelat = o (3.13)

àrn - e^)+ )@, - n 
^¡* 

Q&4 = o (3.14)

-34-



(e,-e")-!@,-äu)* ffi=o1

gA
(3.1s)

The integration of the flow in the friction term may be taken as QplQtl and QplQsl

(Streeter and Wylie, 1983). The two characteristic equations form a set of simultaneous

equations with two unknowns and can only be solved at the intersection points of the two

characteristics. The head and discharge at an unknown point '?" can be found if
conditions at a previous time step "A" and"B" are known (refer to Figure 3-1).

The behaviour of flow in a pipeline in time can, therefore, be modelled using a mesh of

such intersecting characteristics, where the solution at each intersection (a nodal point)

gives the head and discharge aI that point for a particular instant in time. The number of

nodal points in the pipe (representing the resolution of the analysis in space) can be

increased by increasing the number of characteristics, as shown in Figure 3-2.

X X

Pipe

Nodal Points

Figure 3-2 - Effect of increasing the number of nodal points and time steps on the

resolution of the MOC analysis.

The behaviour of the flow at a future time step can be determined from a set of known

head and discharge conditions at the nodal points. This procedure can continue

indefinitely given that the conditions at the boundaries (i.e., the extremities of the pipe) are

known at each time step. A boundary condition must be given at each end of the pipe and

can be a specif,rcation of either of the unknowns (discharge or head) or a relationship

t

-35-



between them (e.g. the orifice equation). This time marching process is illustrated in
Figure 3-3. More details concerning the method of characteristics (MOC) can be found in

Wylie and Streeter (1993) and Chaudhry (1987).

Time = 3dt

/ \,/\Time = 2dt

Time = dt

Time = 0

Known boundary
conditions

X

Known boundary
conditions

Figure 3-3 - Time marching progression of the MOC solution.

3.2.1 lncorporation of leak elements

A leak in a pipe can be represented in the MOC by a discontinuity in discharge across a

node' For a leak the relationship between the flow upstream (Qpu) and downstream (Øo)
of a node is given by

where, Qv: flow out of the leak. Approximating the leak as an oriflrce discharging into

atmospheric pressure changes Eq. (3.16) to

Qru=Qro+CoAt 2g HPU

where, cu4r: the lumped leak parameter with c¿ : discharge coefficient, zy: elevation

of the leak and Ay: the area of the leak orifice. For small leaks, the head upstream of the

leak (Hpu) can be approximated as equal to the downstream head (rlpo),

Qru=QrotQt (3.16)

(3.r7)
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Hru = H, (3.18)

The unknowns at a leaking node are determined using the characteristic equations [Eqs.

(3.I4), (3.15)l and the relationships between the heads and discharges on either side of the

leak [Eq. (3.17), (3.18)]. The variables at a leak orifice are shown in Figure 3-4.

P

Future
QPU, HPU QPD,HPD

C+

Present
B

X

Pipe

t

c-

A

\./\./
Nodal Points

Figure 3-4 - Upstream and downstream discharge for each node.

The MOC scheme provides an efficient way to produce the transient response in the time

domain. An alternative numerical scheme, using the linearised unsteady momentum and

continuity equations can be used to determine the transient response in the frequency

domain.

1

a

-37 -



3.3 TRANSFER MATRIX EQUATIONS

Any injected transient event in a pipeline travels back and forth along the pipe through a

series of regular boundary reflections. As a result, all transient signals appear as a periodic

perturbation about the base conditions (conditions prior to the transient). The discharge

and head in the pipe during a transient event can be written as

where the "0" subscript denotes the base value about which the transient occurs. The

terms, q*, h* ate the discharge and head perturbations about base values.

Substitution of Eqs. (3.19) and (3.20) into the unsteady continuity and momentum

equations gives

For a length of intact pipe where the base head and discharge do not change during the

transient event and where the flow along the pipe is the same, the equations become

Q=Qo+q* (3.1e)

H=Ho+h* (3.20)

gA

2
a

ðHo ðh*

ðt òt

ðQ, òq*+_+_ = 0òx òx
(3.21)

| (òQ, ðø*l_t_+_ 
|

gAl ðt ð, )

òH, ðh*+_+_+
ðx ðx

o +4*) Qo +q*l
-0

2gDA2

f
(3.22)

gA

at

ah*
0

òt ðx

àq*
t_ (3.23)

I ðq* ðHo Ah* f(Qr+q*'lQo+q*l
gA òt òx ôx 2gDA2

(3.24)
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Using a Taylor series expansion to first-order accuracy, where

the equations now become

Knowing that the partial derivative of the base head with respect to distance along the pipe

is equal to the rate of steady friction loss along the pipe,

and performing a Fourier transform on Eqs. (3.26), (3.27) (Oldenburger and Goodson,

1964) give the set of linearised unsteady continuity and momentum equations in the

frequency domain as

where q, It arc the magnitudes of the discharge and head oscillation at each frequency, (ù,

denoted by the removal of "*" above the terms and i : fi . The word "oscillation" is

defined in this thesis as a sinusoidal variation of a particular frequency, whereas

'þerturbation" implies a variation of any other form. Differentiating Eq. (3.29) with

respect to x and multiplying Eq. (3.30)by -iagA I a2 and,adding the results give

(Qo*q*)'=ü+2Qoe* (3.2s)

gA

2
CI

a¿ *ì_t
at)

0
ðx

òq*
l- (3.26)

I ðq* òH o Ah*+_+_+
gA òt âx òx

f(Q, +2Qoa*)
-0

22gDA
(3.27)

ðHo - fQo
ðx 2gDA2

(3.28)

ðq

âx
-0iagAh

+
2a

(3.2e)

òh:-
òx

toq
gA

qfg0+ +
2gDA

0 (3.30)
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- 2+

a
-0

2(Ð iagAR
2a

'\2oq
ðx2

(3.31)

where R : the frictional resistance term, equal to (fQ¡)l(SDA2) for turbulent flows or

(32!)l(gAD'; fot laminar flows, with v as the kinematic viscosity. The expression in Eq.

(3.31) is in the typical form of a second order partial differential equations with the

general solution

I = ct sinh(pr"r + c, cosh(pr-x) (3.32)

1
where F-- - r.o' + igAaR and is known as the propagation function and c1, c2 ãra

a

unknown coefficients. Substituting Eq. (3.32) into Eq. (3.29) gives the expression for the

oscillatory head as

By substituting the known conditions atx:0 as q : en, lt: frn where the subscript,,n"

denotes the start of the pipe section under consideration, the coefflrcients c1 and c2 ãfa

determined to be

Using these values of the coefficients, the discharge and head variations measured at a
distance "J-" downstream from point "n" iîthe pipe is

2

h = - !--y-þ, cosh(¡r-r)+ c, sinh(¡u)]
tgA()J

(3.33)

",=-ffh"qp (3.34)

cz=8n (3.3s)

qn*t = (cosh(prx_ ))q" -
ù,

nsinh(¡"r-
1

Z
(3.36)
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hn+' - (- z sintr(¡r"r 
^))q' 

+ (cosh(¡r"r 
^))lr"

(3.37)

2

where Z = lo -.and is known as the characteristic impedance for the pipe section and the
iagA

superscript "n*1" denotes the downstream point (D'Souza and Oldenburger 1964,

Akiyama 1986, Chaudhry 1987). The solutions can now be expressed in matrix form,

Once the magnitude of the responses at the upstream end (at position n) is known, the

response at any other point in the pipe can be determined using Eq. (3.38). The response

magnitudes at the required downstream position can be produced by substituting different

distances from the upstream boundary (x-) into Eq. (3.38).

A common misconception regarding the transfer matrix solution is that it is limited to the

analysis of oscillatory flow conditions in pipes. In reality, as every transient signal (for

example a valve closure or pump trip) can be Fourier decomposed into a linear summation

of oscillation frequencies, the transfer matrix can be used to describe how each of these

frequencies propagates through the system. The results from the transfer matrix can then

be inverse Fourier transformed back into the time domain to provide the equivalent

transient trace (Tsang et al. 1985, Suo and V/ylie 1989).

An advantage of the transfer matrix solution is a continuous representation of the pipe that

is not restricted to a time-space discretised solution grid as in the method of characteristics

when using finite difference approximations. In addition, in modelling unsteady friction

and viscoelastic behaviour in pipelines, the analysis in the frequency domain can lead to a

substantial increase in computational speed (Suo and Wylie, 1989). A detailed comparison

of the results between the transfer matrix solution and the method of characteristics is

shown in Chapter 5 where identical results were achieved using the two procedures.

{;}".' 
= 

[

cosh(¡rx- )

- Zsinh(¡r"r- )

n

(3.38)
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3.3.1 lncorporation of leak elements

A leak that discharges into atmospheric pressure can be described by the orifice equation

where Qr, Hr are the discharge and the head at the orifice, respectively, with zy ãs the

elevation at the orifice. Dividing Eq. (3.39) by the initial flow through the orifice (e¡6)

transforms Eq. (3.39) into

Writing the discharge and head as perturbations about the initial condition and dividing

both the nominator and the denominator. of the right hand side by a reference orif,rce

opening (Cl¡)¡B¡ give

where, t is the orifice opening coefficient : CdArl(Cd,4¡)¡¡¡ and ro: (Cu4r)o/(C¿4r)nne.

By approximating the square root by a first-order Taylor series expansion and substituting

x: I0 f At* giveS

To convert the results into the frequency domain, the equation is Fourier transformed. In
addition, assuming head continuity across the small orifice (hn: hn*t : hr) and that the

multiplication of two perturbations is negligible give

Qt =CoA, L '1.2g (3.3e)

Qr

LO OLQ'o (co¿)o

c.A,J@=J
(3.40)

Qto*qt* HT,

Qto ro

lhr*-2,
Htr-zt (3.4t)

8r* Ar* . h, * h, x A.u*

Qro ro 2\Hro - zr) 2(H ,o - zr) ro
(3.42)
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Qt h"

z(nro - zr)Qr=
lo

QtoLr + (3.43)

The Fourier transform changed all perturbation variablos 4x, h* itto oscillatory variables,

q and fr. Using the mass balance across the orifice, where

and combining this with Eq. (3.43) give

By setting the size of the orifice opening as a constant (At : 0), the transfer matrix for a

leak is

Alternatively, the size of the orifice opening may be allowed to change (as in the case of a

side-discharge valve). In this case, the Ât term is retained and the transfer matrix becomes

Eq. Q.a7) is used to model the behaviour of a side-discharge valve whereas Eq. (3.46) is

limited to a static orifice such as a leak. Each transfer matrix determines the value of the

head and discharge response downstream (n+l) by drawing on the upstream information

(n). These transfer matrices can be combined by multiplication to form an overall transfer

matrix for the entire pipe. This procedure is illustrated in the following example. Consider

the pipe of Figure 3-5 that contains a leak and two horizontal (zr: 0) pipe segments

adjacent to the leak.

Q,=Qn*t*Qt (3.44)

4n+t = Qn -
Qtoh"QtoM

ro z(uro - zr) (3.4s)

tnql
h)

n+l
I

0

q

h
(3.46',)

'rj".l{;}".'=[l Ir

Qto

2(nro - zr)
QtoM

1

To

0

(3.47)
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Pipe A
Position n Leak

Pipe B

n+1
n+2

n+3

Figure 3-5 - System used for the illustration of the transfer matrix equations.

Beginning at the downstream pipe segment labelled "B," the transfer matrix of this pipe

relates the oscillations in head and discharge between positions n+2 and.n-r3,

The subscript "b" denotes the property of this pipe element and x6 is the total length of
pipe "b'" Now, substituting the conditions at n-12 as a function of the transfer matrix of the

leak and the conditions upstream of the leak gives

Continuing with the same process, the head and discharge oscillations upstream of the leak

can be written as a function of the transfer matrix of the pipe elemeÍrt "a" and the

conditions upstream of this pipe,

\

-Lsinh(¡to*o

lüÌcosh(poxo )

n+2

(3.48)

It
1

0

_ Qto

2Hto

n+l

cosh(poxo ) I

q

h

-!sinh(¡roxo
(3.4e)

fol
lh)

cosh(po.xo )

-Zo sinh(poxo)

lsinh(po.ro

cosh(¡roxo )

cosh(p",r" )

- Z^sinh(p^x")ll
I

0

ul
nJI

+3
Q.,,n

2Hto (3.s0)
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The results indicate that the multiplication of the individual unit matrices starting from the

downstream boundary will produce an overall transfer matrix for the system that relates

the head and discharge oscillations from the upper extremity of the system (n) to the lower

extremity (n+3). Multiplying all the 2x2 matrices in Eq. (3.50) together gives an overall

system transfer matrix U that relates the conditions at the upstream and downstream

extremities of the pipeline,

To account for possible variations in orifice opening size, the equation can be expanded to

a3 x3 matrix (Chaudhry,1987)

where the additioîal "l" in the column matrix allows the addition of terms that are not

coefficients of 4 or h to the equation. The system can be solved once the number of

unknowns is reduced to two using known boundary conditions (Chaudhry, 1987). Due to

the linearised nature of the transfer matrix equations, care must be taken so that the

magnitude of the response at each frequency does not exceed linear approximations.

Chapter 5 presents a procedure where effors due to nonlinear behaviour in a pipe can be

minimised. The solutions to the unsteady momentum and continuity equations presented

thus far assume that the steady friction dominates losses in the system. V/hile this friction

model is adequate for describing steady state losses in a pipe, it does not capture the

frequency-dependent losses during unsteady flow, known as unsteady friction.

{t
U,,

U,,

n+3

(3.s1)

{1}

U,,

U,,

U,,

U,,

urr.

u"^
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3.4 UNSTEADY FRICTION

Unsteady friction is a well-documented phenomenon that occurs in pipes and is a result of
additional shear stresses incurred during accelerating/decelerating flow. These additional

shear stresses create frequency-dependent losses that are ignored in the one-dimensional

unsteady dynamic equations. There have been a number of developments in the field of
l-D unsteady friction models and details concerning these models can be found in
Vítkovskj'(2001).

Amongst all the proposed l-D unsteady friction models, the convolution models (which

relate losses to the weighted flow history at a point) have an unique advantage when

analysis are carried out in the frequency domain. The convolution integral is replaced by a

simple multiplication, allowing the fast evaluation of the unsteady friction behaviour (Suo

and V/ylie 1989, Vítkovsky et a\.2003a). For this reason, unsteady friction is modelled in
this dissertation using these convolution (weighting function) models, specif,rcally the

models presented in Zielke (1968) for laminar flows and Vardy and Brown (1995) for

smooth-pipe turbulent fl ows.

The unsteady momentum equation that takes into account unsteady friction effects is given

inZielke (1968) as

where W is the weighting function, v is the kinematic viscosity and, t* is the time lag used

in the convolution. Eq. (3.54) can be incorporated into the method of characteristics

through a change in the friction factor in the characteristics equation of Eq.(3.14) and

(3.15). The friction factor, f, can be written as the sum of two terms, f" and, J,
corresponding to the steady and unsteady friction factors, respectively. The steady friction
factor is determined using the Swamee and Jain (1976) equation, whereas the unsteady

friction factor is found through a discrete time convolution of the past velocities at a point

(denoted by "i") in the pipeline and the weighting fanction, W,

tòo òH+_+
gA òt ðx

.ffi'l#(t*)w(t-¡xþ¡x=ofolal
2gDA2

(3.s3)
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where k denotes the time step under consideration and j is the time step counter starting

from I leading up to k-1. The form of the weighting function for laminar flow is given by

Zielke (1968) as consisting of two parts. When 8r 0.02, where

the weighting function takes the form

with (n¡, i: 1....5) : (-26.3744, -70.8493, -135.0198, -218.9216, -322.5544). When

E, < o.o2

where (mi, i: 1....6) : (0.282095, -1.25, 1.057855, 0.937500, 0.396696, -0.351563).

Vardy and Brown (1995) derived an altemative weighting function for smooth-pipe

turbulent flows given by

where, C* is the shear decay coefficient

e=fiQ,- i)^t (3.ss)

5

\e-''r
n=l

w(Ð= (3.s6)

wG)=lmqrztrz
6

(3.s7)

W(E)=
l._
c*' (3.s8)

/-* _ 7 .41
\,

Re"
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and where Re is the Reynolds number : (VD/v) and

Both Zielke (1968) and Vardy and Brown (1995) weighting functions are used to model

unsteady friction behaviour in this dissertation.

Vítkovskjz et al. (2003b) reformulated these unsteady friction models for the transfer

matrices. The unsteady friction effects were incorporated into the transfer matrix solution

by setting the frictional resistance, -rR (located in the propagation function, Fr, in the pipe

matrix), as a sum of steady and unsteady components, R. and R,r, respectively. For the

Zielke (1968) weighting function, Vítkovskj' et at. (2003b) found the unsteady friction
resistance, Ru, to be

where

. ( 14.3\
" = lo8'o[*.0- 

J
(3.60)

Ru=Ii?u,,i+IR,rr,¡
6 5

j=r
(3.6r)

Rur,r = P*rxgA

Rur,z = #+¡-"-oon)

(+ J-aoz"'-o)Aur,¡=#+

(r - u'o'o(o .o2b +ù)Rur,+ = 
*@#

(+ J-uoz"'-o( I_ 4ia m,

sA b'
o.ozb +1

2
Àut,,

Au,,u = # +þ - "-o-ozt 
(0.0004b2 + 0.0ab + z))

(3.62)

(3.63)

(3.64)

(3.6s)

(3.66)

(3.67)
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gA b+n,

R,rr,.j
u-o.oz(t+n, 

)t
(3.68)

l: t_
and, K = lierf(Jh02b), 

with erf : complex error frrnction. In a similar fashion, the

formulation of the unsteady friction resistance for Vardy and Brown (1995) unsteady

friction model is given in Vítkovskj' et al. (2003b) as

The unsteady friction models presented in this section were used to provide comparisons

with the experimental pipeline at the University of Adelaide in both time and frequency

domains. As part of this dissertation, two numerical models, one in the time domain using

the method of characteristics and one in the frequency domain using the transfer matrices,

were developed. These numerical models were used to model a set of pipelines, the

properties of which are presented in the following chapter.

2¡a( | iroD2l_t _+_ 
|

sA lC* 4u )

I

2

,RU (3.6e)

-49-



-50-



CHAPTER 4

PIPELINE APPARATUS USED FOR

N U M ERICAL AN D EXPERIM ENTAL

INVESTIGATIONS

The development of the system response extraction procedure and the fault detection

techniques are validated in both a simulated (numerical) and a laboratory pipe. The

simulation of pipeline behaviour provides a high degree of flexibility in the system

configuration and allows the effects of leaks, injected signal, measurement and generator

position to be studied in detail. Complex transient signals, such as pseudo-random binary

signals were tested numerically prior to the design and construction of a customised valve

for its generation. Analytical expressions for the leak impact on the system response

function were initially validated using this numerical model, without steady and unsteady

friction effects. Such detailed numerical investigations provide the framework for the

laboratory experiments required in this study

4.1 Simulation Pipeline for numerical investigations

The numerical pipeline is 2000 m long bounded by reservoirs at each end. The roughness

height of the pipe is small (0.05 mm), its wave speed is 1200 ms-r, its diameter is 0.3 m

and the material is steel. The heads at each end are 50 m and 20 m and the pipe is

horizontal. A diagram of the simulation system is shown in Figure 4-1. Transients are

generated through the sudden opening/closure of a side-discharge or an in-line valve, or

the single frequency oscillation of such devices.
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Slope = 0

Reservoir 1

Head = 50 m
lnline valve
Cv = 0.002

Pipe Length = 2000 m

Diameter = 0.3 m
Wave speed = 1200 ms-1

Roughness height = 0.05 mm

Elevation = level
Pipeline impedance B = a/gA = 1731.2 m-2s Reservoir 2

Head = 20 m

Figure 4-1 - Properties of the smooth numerical pipeline.

In some examples, a static in-line valve is placed at the downstream boundary with a head

loss coefficient, Cy, of 0.002 ms/2s-1 when fully opened. The relationship between Cv

head loss across the valve (^Hv) and the flow through the valve (gv) is given by

The value of Cv :0.002 n5/2s-l for the in-line valve means that even when the valve is

fully opened, the valve boundary behaves like a dead end. This behaviour of the valve is

discussed later in the thesis. When the valve is present and fully open, the steady state

velocity through the pipe is 0.22 ms 1 and the Reynolds number is 65,540, placing the

flow in the smooth turbulent flow regime. When the valve is removed from the system, the

flow velocity through the pipe is 2.6 ms-r, with a Reynolds number of 780,000. These two

configurations of the numerical pipeline allow the development of the techniques under

both low and high flow conditions.

4.2 Laboratory apparatus for experimental investigations

The experimental apparatus is located in the Robin hydraulics laboratory in the School of
Civil and Environmental Engineering at the University of Adelaide. A schematic of the

pipeline is shown inFigure 4-2.

Q, = Cncr[LH, (4.r)
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The apparatus comprises a straight 37.53 m length of copper pipe, 22.1 mm internal

diameter and 1.6 mm wall thickness and roughness height of 0.0015 mm. The pipe slope is

constant throughout with a vertical to horizontal ratio of 1V:18.5H. The elevation

difference between the two ends of the pipe is 2 metres. To ensure fluid homogeneity and

prevent corrosion of pipeline components, deionised water is used in the system. A photo

of the system is in Plate 4-1.

0.07m 0.08m

6.35m 12.O1m 9.35m 9.23m

Brass Blocks
0.160m275m0

Brass Ball Valves Regulated Pressure Tanks

Figure 4-2 - Schematic of experimental pipeline at the University of Adelaide.

The pipe connects two electronically regulated pressure tanks with in-line ball valves

(Whitney 65TF16, internal diameter 22.2 mm) located at the boundaries for flow control

(Refer to Plate 4-2a). The tanks are pressurised through an air compressor that maintains

the set pressures at the tanks during the transient test. Electronic pressure relief valves are

at the top of the tanks to allow manual reduction of pressures at the reservoirs. The tanks

have a maximum pressure capacity of 70 m.

Pressure signals are measured using Druck PDCR 810 flush-faced pressure transducers

with an absolute pressure range of 0 to 600 kPa. The flush fitted face prevents fluid

resonance between the pipeline and the transducers. The pressure transducers have a rise

time of 5 x 10 6 s and the measurement uncertainty is rated at 0.lo/o of the full

measurement span. The data acquisition card (PCI - 20428W -1) has a maximum single

channel sampling rate of 100 kHz and can gather data in as many as 16 channels. The data

acquisition is controlled using Visual Designer software installed on a Pentium 150 MHz

computer. The pressures are sampled at a frequency of 2000 }lz. To minimise electronic
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Pressure tank

noise, the pressure transducers are driven by 24 V DC batteries. A photo of the pressure

transducer is shown inPlate 4-2b.

(a) (b)

Plate 4-1 - Photos of the experimental pipeline at the University of Adelaide with (a)

view of a pressurised boundary tank and (b) view of pipeline with wall mounted

supports.

Brass blocks for the connection of pressure transducers, leak units and side-discharge

solenoid valves are located at f,rve locations along the pipe as indicated in Figure 4-2 and

one of these blocks is shown in Plate 4-3. The internal diameter of the brass block is

designed to align smoothly with the adjacent pipes. The blocks are corìnected to the

pipeline with zero tolerance barrel unions to allow easy removal and replacements.

To simulate leaks in the system, side-discharge orif,rces of varying diameters are

connected at brass block locations. In this dissertation, 1 mm and 1.5 mm orifices were

used. The leak unit is shown in Plate 4-3. For a driving head of 40 m at the leak the

lumped leak coefficient, C¿Ay, is 1.60 x10 6 m2 for the 1.5 mm orifice and 0.65 x10 6 
m2

for the I mm orif,tce. The lumped leak coefficients were determined by measuring both the

Pipeline

Support frame
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discharge out of the leak (Q) and the driving pressure head at the leak (Hr- zy) úxing

each experimental test and substituting the results into the leak orifice equation,

CoAr= Qr

,'lzg(a, - ,r)

Boundary tank

(a) (b)

Plate 4-2 -Photos of pipe components (a) Whitney 65TF16 smooth in-line one-

quarter turn ball valve (b) Druck PDCR 810 pressure transducers.

Plate 4-3 - Photo of brass block with leak unit attached.

The steady state flow in the pipeline is measured using the rate of water level change in

the tanks. This relationship was calibrated to be

Leak orificePressure
transducer
connection port

Barrel union joints

Ballvalve
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[/o

t*C (4.3)

where Zo is the steady state velocity in the pipe, A,Z is the observed change in water level,

/¿z is the time over which this change occurs and C is the calibrated constant for the tank

(Bergant and Simpson, 1995). As the tanks are of different sizes, the upper tank has a

calibration value of 2.104 x 10-3 whereas the lower tank has the value of 1.540 x 10 3.

The wave speed of the pipeline was determined experimentally using the test

conhguration shown in Figure 4-3. The measured transient traces are shown in Figure 4-4.

Head = 47.2 m

Slope = 1V:18.5H

Measurement
Transducer #2

+

Measurement
ïransducer #1 +

Transient Source
18.71m

Pipe length = 37.525 m

Diameter = 0.0221 m

Wave speed = 1328 ms-l
Roughness height = 1.5 x 10

18.58 m

-.1 0.24 mmm Head = 50.8 m

Figure 4-3 - Configuration of the \ryave speed determination test in the laboratory

The transient was generated 0.24 m away from an open tank through the closure of an

initially open side-discharge valve. The transient is measured at the transient source

(transducer #1 in Figure 4-3) and at the midpoint of the pipeline (transducer #2 in Figure

4-3). For increased accuracy, the sampling frequency for this test was 6,000 Hz. The time

it takes for the wave to travel from the source to the midpoint transducer is 0.0140

seconds, which gives a wave speed of 1327.1 ms-I. Further confirmation was performecl

using the period of the transient signal in the pipe (: 4L/a). The measured period of the

transient signal indicates a wave speed 1328.3 ms l. The final wave speed is the rounded
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average of the two results, taken as 1328 -s t. This wave speed is used for the remainder

of the thesis

!tooT 50

49

48

47

46

0.05

55

54

53

52

€sr

0 0.1

Time (s)

0.15 0.2

Figure 4-4 - Experimental determination of wave speed in experimental apparatus

(Data file: C4-1.xls).

4.3 Devices for transient generation

In previous papers (Bergant and Simpson 1995, Bergant et al. 1999, Vítkovsky 2001), the

fast closures of in-line valves were used as the primary method of generating transients.

Such transients are easy to produce and can be generated on all existing pipelines without

specialised apparatus. An in-line valve on the experimental pipeline is shown in Plate

4-2a.

Side-discharge solenoid valves are another attractive method for generating transients.

These valves have fast operation time and can generate low amplitude (5 to 10 m)

transient signals (V/ang et al. 2002). The movement of the valve can be customised by

controlling the electrical current into the valve, allowing the injection of different signals.

A commercial brass solenoid valve (Plate 4-4a) and a custom designed solenoid valve

constructed at the University of Adelaide were used as part of this research (Plate 4-4b).

Both valves are driven by 24,V AC power and can move from fully opened to fully closed

in 4 ms, compared to 10 ms for the manual closure of an in-line valve. The lumped orifice

0Il30s

- Transducer #1

-Transducer 
#2

0.0140 s
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coefficients (C*4v) were determined during each test using Eq. (.2); they are

1.8 x 10 -6 m2 for the commercial valve and 0.45 x 10-6 m2 for the customised valve when

fully opened under a head of 40 m. The movement of the customised solenoid can be

measured directly through a displacement transducer (Duncan 9615 linear motion position

sensor). The advantages provided by this direct measurement of the valve operation, along

with the detailed design of the customised valve, are discussed in Chapter 5.

(a) (b)

Plate 4-4 - Solenoid valves used in the investigation (a) Commercial brass solenoid

valve (b) Custom designed solenoid valve.

Displacement
transducer
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CHAPTER 5

SYSTEMS IDENTIFIGATION THEORY

IN PRESSURISED HYDRAULIC

SYSTEMS

5.1 INTRODUCTION

The presence of a leak in a pipeline changes the response of a system to an injected

transient signal and the nature of this change can lead to the location of the problem. In

Chapter 2, the modification of a measured transient by a leak .onrirt, of (1) generation of

additional leak-reflected signals and (2) increase in the damping rate of a transient.

Techniques that focus on the nature of these leak modifications permit detection and

location of a fault without a detailed understanding of the entire transient signal. Leak

detection techniques that utilise these specific leak-induced modifications are presented in

Chapter 2.

To illustrate the operation of an existing leak detection method, consider the pipeline of

Figure 5-1, consisting of a2,000 m length, 0.3 m internal diameter pipeline where a leak

of a lumped discharge coefficient CdAr egual to 2.8 x 10 
4 tt? Q*qt I A: 3.96 x l0-3) is

located 1500 m from the upstream reservoir. The transient is generated by closure of a

downstream in-line valve from an initially opened state and the transient is measured at

the upstream face of this valve. The transient event is simulated using the method of

characteristics model, a discretised numerical scheme for solving unsteady flow in

pipelines. Details concerning the method of characteristics model can be found in

Chapter 3.
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Reservoir 1 Head = 50 m

Slope = 0

O Leak CdAt= 2.8 x 1O-4 m2

Reservoir 2Head = 2O m

1500 m

500 m
Pipe length = 2000 m
Diameter = 0.3 m

Wave speed = 1200 ms-1

Roughness height = 5 x 10-5 m lnline valve CV=O'OO2m5l2s-1

Figure 5-1 - System layout for numerical simulations.

BO

20

2 4 6 I 10 12 14

Time (s)

Figure 5-2 - Detection of a leak in the pipeline of Figure 5-1 with a step input signal

generated by a 0.266 s closure of the in-line valve from a fully opened position

(Data file: C5-1.txt).

The valve was closed in the time of 0.266 s in the method of characteristic model, which

discretised the pipeline into 100 reaches, with a computational time step of 0.0333 s. The

valve closure profile results in a linear reduction in flow with time. As discussed in
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È
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Section 2.3.2., the shape of any transient signal provides clues as to the position of a fault

in a pipeline by identifying the arrival time of leak-reflected signals. In Figure 5-2, a

comparison of the transient trace with the expected transient behaviour in a leak-free case

indicates the presence of leak-reflected signals in the trace, with the first reflection

positioned at 0.833 s from the start of the transient. By utilising the known wave speed of

the system (a: 1200 -r-t), the leak is correctly calculated to be 500 m upstream of the in-

line valve. In Figure 5-2 the steady HGLs of the graphs were adjusted so that the base

lines of the transient in the two tests are at the same level.

Consider another scenario where leak and pipeline properties remain unchanged. In this

case, however, the transient is generated not from a closure of the valve, but by a

perturbation of the valve (fully closed - partially opened - fully closed). The magnitude of

the in-line valve perturbation, Ax, is 0.6 and the duration of the manoeuvre is 0.266 s. The

result is shown in Figure 5-3. Again, when the observed transient trace is compared with

the response of the leak-free system to this event, reflected echoes are detected at the same

position as in Figure 5-2.

V/hile both scenarios result in the accurate positioning of the leak, problems arise when

the operator wishes to determine whether the state of the system has changed between the

two tests, that is, from the time the test in Figure 5-2 was conducted to Figure 5-3. The

two measured transient events are of such different shapes that direct comparisons of the

results are not possible. Instead, existing reflection-based approaches rely on the existence

of an accurate leak-free benchmark that indicates the behaviour of the same transient in

the pipeline if no leak exists. The benchmark may be generated experimentally when the

pipeline is known to be in good condition. The transient generated in the leak-free

benchmark must be identical to a subsequent transient for a valid comparison. A change in

the mechanics of the transient-generating device some time in the future can lead to a loss

in accuracy of the fault detection process. Alternatively, the leak-free benchmark can be

generated using a numerical model, but the prediction of the leak-free pipeline behaviour

in this way will require a detailed knowledge of the pipeline properties, which is often not

available.
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Figure 5-3 - Detection of a leak in the pipeline of Figure 5-1 with a pulse input signal

generated by the rapid perturbation of the initially fully closed valve

(Data file: C5-1.txt)

{!

Given that the aim of a leak detection procedure is for the determination of the integrity of
a pipeline, the information provided by such a procedure should be solely indicative of the

state of a system itself and not dependent on the shape of the induced transient. The

operator should be able to extract important information about the pipeline from the raw

transient response to provide an accurate assessment of the state of a system without
having to compare to a benchmark experiment. In reality, if the state of a system remains

unchanged, then system integrity information extracted from a pipeline should indicate

that fact, regardless of the shape of the injected signal.

0

This extraction procedure lies within a well-establish held of system identification that is

commonly used in a range of applications from testing of structural members and

mechanical devices to electric components (Poussart and Ganguly 1977, Brekke 1984,

Ogawa et al. 1994,Li et al. 1994, Hwang and Kim 2004).In all these cases, a controlled

signal is introduced into a system and the subsequent response measured. For example, for
the detection of cracks in materials, a shock wave is introduced at one end of an object in

the form of an impact and the vibration of the material is measured at the impact source.

Using the known applied signal (input) and tlre measured response (output), functions are

- Benchmark

- Measured result

Reflection detected at 0 833 s
after transient start
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developed that illustrate how the system modifies the introduced signal as it propagates

through the system (Deutsch 1969). The functions that relate input and the output of a

system are known as system response functions and can be written in either the time or

frequency domain where they are known as the impulse response function (RF) and the

frequency response function (FRF), respectively. These functions summarise the pipeline

behaviour and can be used to determine the integrity of the system.

The frequency response function for the two scenarios in Figure 5-2 and Figure 5-3 are

shown in Figure 5-4, with the detailed procedure of its extraction discussed later in this

chapter. Figure 5-4 indicates that the underlying system responses for the two scenarios

are identical although the nature of the injected signal and the subsequently measured

responses are completely different. This demonstration highlights the advantage of using

such an approach for leak detection in pipelines. Given the system can be decribed

linearly, the extracted system response function using different signals will be the same.

8.E+04

7.E+04

6.E+04

5.E+04

4.E+04

3.E+04

2.8+04

1.E+04

0.E+00
1 3

Frequency (Hz)

4 5 6

Figure 5-4 - Frequency response functions for the transient events shown in Figure

5-2 and Figure 5-3. Data were generated from an MOC model (Discretisation: L00,

analysis time step :0.0333 seconds) for the pipeline in Figure 5-1.

The remainder of the thesis investigates the use of these response functions for the purpose

of leak detection in a pipeline; including the method of extracting these functions from
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measured data, the study of leak-induced changes to these functions in both the time and

frequency domains and the development of methods that focus on these leak-induced

modifications to allow a leak to be located. The scope of this study is broad and is

separated into the following three chapters.

The current chapter investigates how the system response functions can be extracted from

a pipeline using non-oscillatory signals. The validity of this systems approach for

summarising transient behaviour, which includes an assumption of linearity, is discussed.

The additional complexities that arise in an experimental situation (as opposed to the case

where data are generated artificially as illustrated above) for the extraction of system

response functions are discussed with particular focus on how bandwidth of the injected

transient and the conf,tguration of the system affect the leak detection process. Although

the extraction of the system response function allows accurate determination of the same

system response regardless of the nature of the injected signal, certain input signal-such
as signals that result in a step change in the pressure-require special attention prior to
their use in the extraction process. As part of this study, properties of the optimum injected

signal-one that allows the most accurate extraction of the system response functions-
are investigated.

Later chapters, Chapter 6 and Chapter 7, investigate the use of these system response

functions for the detection of a leak in the frequency and time domain, respectively. The

changes caused by a leak in the response functions in both domains are presented and

techniques for using these changes for locating a leak are developed.
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5.2 SYSTEM IDENTIFICATION THEORY

For any system, the equations governing the extraction of the system response functions

depend largely on the system behaviour itself. For a pipeline, the short duration of a

typical transient signal means that the measured response can be considered as a "snap-

shot" in time of the pipeline behaviour (Young 1995) and for a small transient

perturbation, the transient response of a pipeline can be approximated linearly (Suo and

V/ylie 1989). In such systems, the relationship between the injected transient signal (x)

and the measured head response þ) is given by

where 1is the impulse response function for the system and the injected signal, ¿ is a

variable that describes the nature of the event generating the transient. The Fourier

transform of Eq. (5.1) into the frequency domain using the time-convolution theorem

gives

where F' : frequency response function, X: Fourier transform of the input, f : Fourier

transform of the output and co: angtlar frequency (Lynn 1982). The determination of 1

and F, using the known injected signal (.r) and measured transient (y) of the system, is a

process known as system identification and Eqs. (5.1) and (5.2) are the linear time-

invariant system equations. The assumption of linearity implies that each injected signal

caÍL be broken down into its frequency components and each component acts

independently during its propagation through the system (i.e. there is no energy transfer

between frequencies). These equations describe the relationship between the input and

ouþut of an open-loop system-one where the output of the system does not affect the

nature of the injected signal. An example of an open-loop system event is the impact of a

hammer on a metal plate, where the input is the force applied on the plate and the output is

the measured sound level. In this case, the resultant sound level (output) cannot affect the

y(t) =\,Q.),Q - t'þi

(DY(a)= Y (D
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magnitude of the applied force (input). An illustration of the structure of such a system is

shown in Figure 5-5.

INPUT
(lnjected
Signal)

OUTPUT
(Measured
Signal)

Figure 5-5 - Structure of the system described in Eqs. (5.1) and (5.2).

As mentioned in the introduction of this chapter, the system response functions contain all
the information pertaining to the integrity of a pipeline. For example, the impulse response

function in Eq. (5.1) describes the response of a system in the time domain when a sharp

pulse of zero width and infinite magnitude (an impulse) is introduced into a pipeline. This

function contains a map of the reflections from the system. On the other hand, as the

Fourier transform of an impulse has a unit magnitude spectrum across all frequencies, the

frequency response function describes the magnitude of the response at each frequency

when a unit oscillation of that frequency is imposed on the system.

The equations for the system response functions can be further improved by incorporating

a matched filter. A matched filter improves the measured output signal such that

components that are in response to an injected input signal are emphasised. This process is

commonly used in radar systems for detection of reflected signals hidden amongst

background chatter (Lynn 1982). The matched filter is essentially a cross-correlation

procedure between input and measured output, resulting in additional weighting given to

sections of the output that correspond to the shape of the injected signal. The system

response relationship in the time domain incorporating this matched filter is given in Lynn
(1982) as

where r*r: the cross-coffelation function between x and y, defined as

PIPELINE SYSTEM

= J,* Q.)rG -iþ,.f*, (t)

,*,Q. ) =,. B- f^i,.Ør| + i þt
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and t : time, t* : time lag between the two signal, r*,. : auto-correlation function of the

input. Comparing Eq. (5.3) to Eq. (5.1), the matched-filtered form of the system equation

replaced the output series with the cross-coffelation between the input and output and the

input series is replaced by the auto-correlation of the input. The expression in the

frequency domain is

where, Sxx : Fourier transform of the auto-correlation of the input signal and Sxv is the

Fourier transform of the cross-corelation between the input and the output (Schoukens er

al. 1993).

Use of a frequency response function has been made in the past for the study of frequency-

dependent behaviour in pipelines, for example, the study of mode shapes for the

placement of surge protection devices (Ogawa et al.I994), unsteady friction (Zielke et al.

1968, Brekke 1984), viscoelastic behaviour (Suo and Wylie 1990), fluid-structure

interaction (Norton and Greenhalgh 1986, Fan 1989, Zhang et al. 1995, Svingen 1996)

and resonance behaviour of systems (Brekke 1984). While the theoretical development of

these areas is extensive, the validation of the techniques experimentally in the frequency

domain has been largely limited by the inefficiency of current procedures for extracting

response functions from hydraulic systems.

One of the most coÍìmon approaches for extracting system response functions involves

the sinusoidal variation of certain hydraulic elements in a pipeline in a process known as

frequency-sweeping (Zielke et al. 1968, Zielke and Hack 1972, Muto and Kanei 1980,

Fanelli et al. 1983, Chaudhry 1987, Mpesha et al. 2001, 2002, Brekke 1984). In this

procedure, a sinusoidal signal of a single frequency is injected into a system by oscillating

a hydraulic device, ranging from specially designed oscillatory valves (Chaudhry 1987,

Svingen 1996, Mpesha et al. 2001, 2002) to pistons connected to rotating crank shafts

(Foster and Parker 1964, Zielke et al. 1969, Muto and Kanei 1980). Once a steady

oscillation is achieved in the system, the coresponding magnitude of the oscillation is

measured providing a single point on the frequency response function. This process is then

repeated for sinusoidal signals of different frequencies until the desired resolution of the

S*" (,o) = Sr* (r,r).f'(or) (s.s)

-67 -



frequency response function is derived. The frequency-sweeping procedure is theoretically

simple and can extract the frequency response accurately from a pipeline (Zielke et al.

1969, Muto and Kanei 1930). The corresponding impulse response function in the time

domain can be found through an inverse Fourier transform of the frequency response once

it is successfully extracted (described in Chapter 7). However, the application of this

approach in reality requires the design and installation of a custom oscillatory apparatus

(often involving a motor) and is cumbersome and the task of achieving steady oscillatory

flow for each injected sinusoidal signal can be time consuming, especially in large

systems. The full process of system response extraction using this approach can take many

hours, during which time the boundary and flow conditions of the pipeline must remain

constant.

A more attractive alternative is to consider every injected transient in a pipeline as a

combination of individual frequencies and apply Eqs. (5.2) or (5.5) for the derivation of
the frequency response function. This approach allows the entire frequency response

function to be efficiently áxtracted from a single transient test. It was applied in Suo and

V/ylie (1989) and later repeated in Ferrante and Brunone (2001). These papers proposed a

formulation of the frequency response function in the form of an impedance ratio, where

the input and output of the system is set as measurcd discharge and head response,

respectively, at one point of the pipeline. This procedure produces valid results under both

numerical and experimental conditions in the case of fast, in-line valve closures. However,

care must be taken in its application in relation to the choice of input variable.

In Ferrante et al. (2001) and V/ylie and Streeter (1993), the input function was set to be

the discharge perturbation at a valve throughout the duration of the transient. As a result,

the application of this approach is limited to cases where the actual discharge perturbation

at the valve is measured or can be assumed to be a result of the valve manoeuvre alone.

For example, in cases where an in-line valve was not fully closed after the manoeuvre, a

point upstream of the valve will have discharge perturbations throughout the duration of
the transient (due to pressure fluctuations) and these perturbations need to be taken into

account. In the special case when the in-line valve is fully closed after the manoeuvre, the

subsequent arrival of transient signals atthe valve after closure does not induce additional

flow perturbation as the closed valve itself constitutes a zero-flow boundary. The

approximation of discharge as a function of valve movement is, therefore, valid only for
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the case of complete closure. In addition, the use of measured discharge perturbation

during an entire transient signal as input to a system is incompatible with the system

structure assumed in the extraction of system response functions using Eqs. (5.1), (5.2),

(5.3) and (5.5). If the valve is not fully closed after generation of a transient, the discharge

perturbation at the valve is a function of the measured head response and a feedback loop

is established in the system. This feedback process is not accounted for in Eqs. (5.1), (5.2),

(5.3) and (5.5). The structure of such a system is described in Figure 5-6.

INPUT

Measured

discharge

OUTPUT

Measured

head

FEEDBACK

Figure 5-6 - Structure of the dependent input system.

'Watanabe 
and Himmelblau (1986) and'Watanabe and Koyama (1990) applied a similar

approach where the input and output of a system were defined as two separate

measurements of pressure head located at the boundaries of a pipeline. While Watanabe

and Himmelblau (1986), Watanabe and Koyama (1990), V/ylie and Streeter (1993) and

Ferrante et al. (2001) have shown that the use of such dependent inputs in Eq. (5.2) can

lead to the extraction of certain system behavioural properties, the derived function cannot

be described as a "system response function" unless the exact nature of the interaction

between the input and output is accounted for. In this respect, the application of closed-

loop system identification procedures, which incorporates the additional feedback process,

would be more accurate in describing the relationship and hence allow accurate extraction

of the underlying system behaviour. Such procedures often involve an iterative process to

produce the response function.

Further complications arise as a result of the step nature of the valve closure manoeuvre

used in Ferrante and Brunone (2001). Being a signal that is unbounded in time, the

traditional Fourier transform of a step function is not valid (Lynn, 1982). To overcome this

issue, Ferrante and Brunone (2001) approximated all valve closure profiles of duration

shorter than l0o/o of the return time of a transient signal (t : 2Lla) as instantaneous

closure, with a spectrum defined by the Fourier transform of a Heaviside function. This

PIPELINE SYSTEM
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approximation means that the actual spectral content of an injected signal is not taken into

account during extraction of a frequency response function and depending on the closure

profile, may lead to inaccuracies in the result. The problem associated with step closures

of a valve is addressed in this chapter where a correction procedure allows the proper

extraction of the system response functions (impulse response function or frequency

response function) using these signals.

In contrast with the use of discrete signals for extraction of system response functions,

Liou (1998) proposed the use of pseudo-random binary signals. Pseudo-random binary

signals are composed of a series of pulses that are spaced at random intervals and the

sequence of random pulses is set to repeat periodically. The minimum period of a pulse

sequence is set at the time needed for a single injected pulse to attenuate to zero (Sharp,

1996) and the extraction of the system behaviour is carried out in a single period of this

sequence. Liou (1998) stated that the advantage of the pseudo-random signal is, given that

the duration of individual pulses is sharp, a substantial reduction in the level of
contamination from background noise while maintaining the same properties as the

injection of an impulse (Dunn and Hawksford. 1993, Poussart and Ganguly l9l7). The use

of this signal is investigated in greater detail later in this chapter through the operation of a
customised solenoid valve that was designcd and constructed as part of this research.

The above overview of the application of system response extraction procedures has

indicated that the extraction process varies greatly in both the definition of the system

response function and the procedure taken in the extraction. The variations between

publications can be summarised under the following headings:

o the selection of the input variable,

o the location of the transient source / measurement station,

o and the selection ofinjected signals for the extraction process

To achieve an optimum procedure for extraction of system response functions from a

pipeline, these issues are considered. As the impulse and frequency response functions are

a Fourier pair, the analysis of the extraction process on either of these functions is equally

valid. The remainder of this chapter focuses on the extraction of frequency response
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functions from a pipeline. The impulse response function (time domain) is discussed in

Chapter 7.

5.2.1 Choice of the input variable

The choice of input and output variables for the extraction of system response functions

not only affects the accuracy of extracted functions but also the amount of useful insight

into the system behaviour contained in these functions. For an accurate evaluation of

system behaviour using open-loop system equations in Eq. (5.3) and (5.5), the output

response from a system should not be allowed to affect the variable used as input (Deutsch

r96e).

In this respect, the output can be defined as the measured pressure signal in a system while

the input variable can be any variable that describes the operation that generates the

transient event. In the case where a transient is generated by the operation of an in-line or

side-discharge valve, input can be related to the magnitude of the physical valve

perturbation in terms of a dimensionless coefficient, t (Mpesha et al. 2001, 2002) that

specifies the percent of valve opening. As the valve opening cannot be affected by

pressure in the pipeline, this selection of input variable conforms to the open-loop system

conf,rguration as required in Eq. (5.3) and (5.5).

The procedure for the extraction of a system response function from a pipeline is given by

Figure 5-7. For a situation where both input and output is measured, the system response

is given by the spectrum of their cross-coffelation divided by the auto-correlation of the

input.

This procedure is illustrated by the following example. The input and ouþut time series of

a transient event generated by perturbation of the qltjeUyifUy_qpg4gd in-line valve for

the leak-free system of Figure 5-8 is given in Figure 5-9. The input function is described

as the tau perturbation of the valve and is shown in detail in Figure 5-10, whereas the

output is the measured transient trace from a pressure transducer. The correlation

functions between input and output are shown in Figure 5-11 and are of a similar form to

the original input and output signals. The spectrums of these correlation functions are
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Measured Pressure
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shown in Figure 5-12. They are substituted into Eq. (5.5) to determine the frequency

response function from the system as illustrated in Figure 5-7. The result is in Figure 5-13.

INPUT OUTPUT

Oæsadaloænddiqs

fu¡ierTrardcnn

&ndo<Dvisjm

Figure 5-7 - Procedure for system response extraction using measured input signal.

Reservoir'1 Head = 50 m
Slope = 0

Reservoir 2 Head = 20 m

2000 m

Pipe length = 2000 m

Diameter = 0.3 m
Wave speed ='1200 ms-1

Roughness height = 5 x 10-5 m

Perturbing inline valve
lnline valve C y = Q.Qg2 ¡512t-1

Figure 5-8 - Pipeline for investigating the influence of the input variable.
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Figure 5-13 - Comparison between transfer matrix equations and method of

characteristics for Ar*u** : ÂT: 0.001. The results overlap perfectly

(Data fite: C5-2.txt).

Frequency response is presented in terms of head response at each frequency per unit

oscillation of the valve opening, Ât. The frequency response function was derived using

both the method of òharacteristics and the transfer matrix equations. In the transfer matrix,

At was set as 0.001 of the t value at the fully opened state, whereas the method of

characteristics results were generated using a pulse perturbation of the valve with the

maximum perturbation equal to Ar¡4u**. Note that At* denotes the perturbation of the valve

in a non-oscillatory sense and can be converted to At through a Fourier transform. The

resultant magnitude at each of the frequencies contained in the pulse signal is governed by

the spectrum of the pulse itself.

From Figure 5-13, there is a good match between the linear transfer matrix and the

nonlinear method of characteristics model, indicating that the system is behaving in a

linear manner for the small valve perturbation that was selected. The extraction of the

system response function using Eq. (5.3) and (5.5) is, therefore, valid under this condition.

The frequency response functions were derived for steady friction only and consist of a

Transfer Matrix

- MOC

ilililililil[ilililililililililil[lil
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series ofequally spaced peaks along the frequency axis. The peaks are located at the odd

multiples of the system fundamental frequency, ú)th, defined in Hertz as

for a system bounded by a hydraulic device that has a greatt impedance than the pipeline

itself (for example, an in-line valve) and

when the system is bounded by low impedance units at both ends (Wylie and Streeter

1993). Note that kpipe: number of pipe sections in the system.

For the purpose of nomenclature, systems with a fundamental frequency dehned by Eq.

(5'6) are referred to as anti-symmetric systems for the remainder of the thesis, whereas

those with fundamental frequencies of Eq. (5.7) are symmetric systems. The frequencies at

the peaks of the frequency response function are known as resonqntfrequencies andare of
particular importance in the design of hydraulic systems (ogawa et al 1994).

Consider the situation where the maximum magnitude of the valve perturbation is

increased from 0.001 to 0.5 in both the transfer matrix equation (At) and the method of
characteristics model (Atru**) while keeping the number of reaches in the MOC

calculations at 100 with a computational time step of 0.0333 s. The comparison of the

resultant frequency response functions from the two models is given in Figure 5-14.

Unlike Figure 5-13, Figure 5-14 indicates that the transfer matrix model is not an accurate

prediction of the frequency response in the pipeline as it over predicts the magnitude of
the responses. This inaccuracy appears to be related to the size of valve perturbation.

To illustrate the nature of this discrepancy, a separate comparison between small and large

valve perturbation is used. The method of characteristics (with I25 reaches and

computational time step of 0.0133 s) was used to generate data for the system

configuration in Figure 5-14 for a single frequency. The in-line valve was forced to

a

k=1 4L

n pip"

o,n =I (s.6)

llpip, 
-

'"= r=zt;
(s.7)
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oscillate with a fixed frequency of 0.533 Hz, corresponding to 1.875 tÐ1¡ ând the head

response at the upstream face of the valve was recorded for two different magnitudes, Ar,

of the valve oscillation, 0.001 and 0.3. The resulting time traces for the oscillatory flows

are then Fourier decomposed and the results are shown in Figure 5-15. The time spacing

of the method of characteristics model and the frequency of the injected signal were

carefully selected to prevent frequency leakage. The period of the injected sinusoidal

signal is equal to a perfect multiple of the time spacing (:404t) and this signal can be

accurately represented in the model.
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Figure 5-14 - Comparison between transfer matrix equations and method of

characteristics for ÅTru** : At: 0.5 (Data fTle: C5-3.txt).

The figure indicates that a valve perturbation magnitude of 0.10% of the original valve

opening size, rs,results in an oscillation that appears to contain only a single frequency,

equal to the driving frequency at the valve. In comparison, when M : 30o/o of the original

valve opening (using the same numerical model and oscillation frequency), the measured

output contains more than one frequency although the system was driven at a single

frequency. The presence of additional frequencies suggests that the system exhibits

nonlinear behaviour in which energy travels between frequencies. To summarise the

relationship between the magnitude of the valve perturbation and the extent of this

induced nonlinear error, the oscillation magnitude of the valve was increased from 0.001

to 1 (0.Io/o to I00% of the initial valve opening size) at the pipe fundamental frequency

and the error in the magnitude of the driving frequency component was measured and is

Transfer Matrix
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shown in Figure 5-16. The figure indicates that the nonlinear error grows exponentially

and reaches a value of IYo at a Arlrç of 0.15. The value of Arlro: 0.3 used in Figure 5-15

gives an error of 4.3%. Given the above example, the effects of nonlinear components in
the pipeline should be minimised to ensure that the assumption of system linearity is not

violated.
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Figure 5-15 - Fourier decomposition of time series transient traces from the method

of characteristics for a reservoir-pipe-valve system with no leak and for forcing

functions of two different magnitudes (Data file: c5-4.txt).
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From Chapter 3, the modelling of transient behaviour in pipelines contains nonlinear

components in two areas: the steady-state friction equation and the orifice equation.

While steady-state friction is an intrinsic property of pipeline behaviour and cannot be

removed, the nonlinear effect of the orifice equations (at in-line and side-discharge

transient-generating valves) can be minimised by changing the input variable to the

induced perturbation (Tsang et al. 1985, Suo and V/ylie, 1989).

Figure 5-17 shows a configuration of the pipeline where the transient-generating valve

(located at the midpoint of the pipeline) is modelled using the orifice equation. The

variation in the t value of the valve during the generation of the transient is converted into

an implied discharge variation at the valve through the nonlinear orifice equation. The use

of the t perturbation as the input to the system, therefore, requires a transfer through this

nonlinear element before a hydraulic response is felt in the pipeline. A more direct

approach would be to use the induced discharge perturbation at the valve as the input to

the system, thus removing the initial nonlinear transfer through the orifice equation. This

approach assumes the induced discharge perturbation as a result of the valve movement

alone.

Flow Out, Q¿
Side Discharge Valve

Q,=coA,,Fg@,-Q

Driving Head, H¡

Figure 5-17 - Original modelling of the transient generation valve.

The use of the induced discharge perturbation as the input to the system requires a

knowledge of the discharge variation profile as direct measurement of this discharge is not

possible using existing devices under the sampling interval needed for fluid transients.

Alternatively, in the case where the nature of the injected signal is short, the induced

discharge perturbation can be determined indirectly through measurement of the head

I
V

V
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response imposed by valve movement and with the use of the Joukowsky equation. This

approach requires the isolation of the section of the transient trace that is directly related to

the valve movement. For fast manoeuvres, the beginning of this section corresponds with
the start of the transient and the end can often be identified by the point where the initial
variation in pressure has ceased. The identification of this region is shown in Figure 5-18

for a step signal (repeat of the leaking trace of Figure 5-2).
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Figure 5-18 - IdentifÏcation of induced-head response by the movement of the

transient-generating valve for a step input.

In the case of a pulse signal injected into the system, the initial head perturbation created

by the valve movement can be identified by the first observed pulse in the trace (refer to

Figure 5-19). The identification of the region where the transient-generating valve has a

direct effect on the head response measured at the generator gives the induced-head

perturbation by the valve movement. The corresponding flow associated with this

perturbation in a length of pipeline is given by the Joukowsky equation for an in-line valve
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Figure 5-19 - Identification of induced-head response by the movement of the

transient-generating valve for a pulse input.

The derivation of the induced discharge perturbation requires the speed of the valve

manoeuvre to be fast enough such that the head response at the start of the transient can be

assumed to be a result of the valve movement alone and is not contaminated by reflections

from the system. The movement of the valve should, therefore, cease prior to the arrival of

any reflection arriving at the measurement station. The effect of such contamination from

system reflections imposes a change in the magnitude of the discharge perturbation

derived through Eq. (5.9) and is not part of the real imposed discharge by the valve. The

magnitude of this error is given by the following analysis. Consider a step transient being

generated in the system using a side-discharge valve that increases the head by AH, as

shown in Figure 5-20.

When the wave front reflects off an object in the system (in this case a system boundary),

the reflected signal will have a magnitude of oAH where o is the reflectivity coefficient of

the object. The reflectivity coefficient is a property of the object and is given by the ratio

of the reflected and incident wave magnitudes. When the reflected wave returns to the

50
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transient source, the magnitude of the head at this point is given by (l+o)AH and the

determination of the induced discharge perturbation using Eqs. (5.8) and (5.9) leads to

effors. In the case where reflections from the system are unavoidable-when the transient

generation valve is located next to a system boundary-a correction factor of (1+o) should

be applied to the discharge perturbation magnitude determined through Eq. (5.9).

HGL

a Start of Transient

fl&l
level b Transient reflects off boundary

Time = Åt
c Reflected wave returns to source

Figure 5-20 - sequence showing interference from boundary reflection.

The corrected discharge from the system for an in-line valve generation taking into

account the presence of reflection contamination is given by

and for a side-discharge valve generatior as

In the case of a dead-end boundary, the reflection coefficient is 1.0. The use of the

correction coefficient only applies to cases where the reflections off the object can be

assumed to be in effect during the entire valve manoeuwe. For this reason, the transient

source should either be placed adjacent to any strongly reflecting object (i.e. lal > 0.1)

such that Eq. (5.1 1) can be applied, or be place d, far away such that its reflection does not

arrive during the transient generation. A transient source placed adjacent to a reservoir

¿Fr eve

= - çALH

"(t+ 
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LQ (s.10)
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boundary (i.e. o = -1) results in an undefined discharge perturbation using Eq. (5.11) as the

head perturbation measured at the source is assumed to be close to zero at all times. The

procedure for system response extraction when the input function is derived from the

initial section of the measured pressure response is given in Figure 5-21.

The advantage of the shift in the input variable from Ar* to the discharge perturbation is

shown in Figure 5-22 with a comparison of the frequency response function from both the

method of characteristics and the transfer matrix equation. In this example, the in-line

valve (located at the downstream boundary) in the system of Figure 5-8 is perturbed from

a fully closed position. The MOC model is discretised into 100 reaches with a

computation time step of 0.0333 s. The valve is fully opened then returned to its closed

state (At¡au** : 1.0). This situation constitutes the largest perturbation of the valve

possible. If the dimensionless valve opening is used as the system input, then nonlinear

effors of up to 20%o can be expected in the resultant response function (refer to Figure

5-16, with a Ar, > 0.6). In contrast, the shift to the discharge perturbation for this case

produced a match between the nonlinear and linear models with an error less than lYo in

the peak magnitudes, indicating that the original error has been largely removed through

this change in the input variable.

To model the perturbation of the in-line valve as a discharge perturbation in the transfer

matrix, a unit magnitude discharge oscillation was placed at the upstream face of the

closed in-line valve. This approach provides the head response from the system in terms of

the unit input discharge variation at the valve. This discharge oscillation has the transfer

matrix of

where n+l is at the upstream face of the in-line valve. This approximation of the physical

nature of the situation is necessary to incorporate the use of discharge perturbation as input

to the system in the transfer matrix model (refer to Figure 5-23). Due to the nature of the

in-line valve equations in the transfer matrix model, the simultaneous presence of the head

loss generated by the valve in addition to a discharge perturbation at this point is not

{1,}".'= [å ?l{ Ì' 
. 

[å]
q

h
(s.12)
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possible. For this reason, the transfer matrix model should not be used to predict the

frequency response function when the transient is generated by the perturbation of an open

in-line valve (e.g. open-closed-open), or for events generated by the opening of closed in-

line valves.

INPUT OUTPUT

Oæsardafmnddior

FqlrierTrasfrrn

Oonpo<Dvisim

Figure 5-21- Procedure for system response extraction using only the measured

pressure response.

For this situation, if no flow exists in the system at steady state, the friction losses in the

system afe zeÍo and the magnitudes of the resonance peaks in the frequency response

function are infinity, making comparisons between the two models impossible. To remedy

this problem, a side-discharge orifice of C¿Ar: 0.00014 ^' (C¿,4rlA: 1.98 x 10 3) was

placed at the midpoint of the pipeline to create an initial flow in this system.

Further confirmation using a side-discharge valve for the transient generation process is

shown in the system of Figure 5-24 and Figure 5-25 (results in Figure 5-26 and Figure
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Transfer Matrix 
- 

Method of Characteristics

5-27). In both cases, an initially closed side-discharge valve in the pipeline was fully

opened and subsequently shut.
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Figure 5-22 - Comparison between FIUI generated from the transfer matrix

equations and the proposed technique using time series results from MOC for the

anti-symmetric system of Figure 5-8 (Data set: C5-5.txt).
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Valve Movement

Unit Discharge
Perturbation
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Figure 5-23 - Correction for the perturbation of an initially closed inline valve.
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Reservoir 1 Head = 50 m

Pipe length = 2000 m

Diameter = 0.3 m

Wave speed = 1200 ms-1

Roughness height = 5 x 10-5 m

Perturbing side discharge valve +
Measuring Transducer at midpoint
C1AV= 0.00014 mz

+

2000 m

Pipe length = 2000 m

Diameter = 0.3 m

Wave speed = 1200 ms-1

Roughness height = 5 x 10-5 m

Figure 5-24 - System configuration for the symmetric test.

Reservoir 1 Head = 50 m

Reservoir 2 Head = 20 m

2000 m

Reservoir 2 Head = 20 m

Perturbing side discharge valve +
Measuring Transducer + open inline valve

CdAV= O.OOO14 m2 lside discharge)

Cy = O.oo2 m5l2s-1 (inline valve)

Figure 5-25 - System configuration for the anti-symmetric test.

As in the in-line valve example, the transient-generating side-discharge valve is modelled

by a unit discharge oscillation in the transfer matrices given by Eq. (5.12). The

discretisation-lO0O reaches with a computational time step of 0.00333s-for these

examples was made finer to determine any possible effect from the size of the time steps

in MOC. Good matches result once again between the linear and nonlinear models and
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validate the removal of the nonlinear errors when the discharge perturbation is used as

input to the system.
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Figure 5-26 - Comparison between the FRF generated from the transfer matrix

equations and the proposed technique using time series results from MOC for the

situation shown in Figure 5-24 (Data file: C5-6.txt).
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Figure 5-27 - Comparison between the FRF generated from the transfer matrix

equations and the proposed technique using time series results from MOC for the

situation shown in Figure 5-25 (Data file: C5-7.txt).
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The level of discretisation in the MOC model has increased the accuracy to the approach.

An agreement with negligible error is now observed compared to the previous example

where the peaks from the two models have a l%o enor (refer to Figure 5-22).

In the case where the generated transient signal is continuous (for example, a pseudo-

random binary signal), however, this indirect determination of the valve-induced discharge

is no longer possible as the induced-head change at the valve cannot be separated from

system reflections. In such cases, the system response functions must be derived using the

measured At as input to the system with due care taken that the magnitude of the

perturbation does not result in excessive elrors, as indicated in Figure 5- 16.

In conclusion, the extraction of the frequency response function (FRF) using both the

change in the dimensionless valve opening (Ar) or the induced discharge perturbation

during the transient-generating manoeuvre of pipeline valves has been considered. The

results indicate that unless the valve movement from its initial state is small, the system

behaves nonlinearly when At is used as the input, violating the linearity assumption of the

system response extraction process. In contrast, the shift in the input variable to the

in-duced discharge perturbation was found to remove the nonlinear response in cases where

the perturbation is gcncrated by a side-discharge or irr-line valve. This improvement was

observed for all magnitudes of the valve movement.

5.2.2 System configuration

The examples in the previous section have shownthatthe frequency response function can

be extracted from the system under two different arrangements of the transient-generating

valve and the measurement transducer. Figure 5-22 and Figure 5-27 show the frequency

response function when transient generation is conducted at the end of a pipeline-at or

adjacent to a downstream in-line valve-whereas Figure 5-26 shows the case where

generation occurs at the mid point of a pipeline. In all these cases, the transient is
measured at the generation point (i.e. the input and output are at the same position).

However, there are no constraints on the physical location of the input and output to a
system and a system response function can be extracted for all locations of the transient

source (input) and the measuring transducer (output). Given that the input is independent
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of the output signal, a valid response function can be extracted even when the transient

source is positioned at one end of a pipe with the measurement at the other end. The

resultant response function describes the way in which an induced transient event at the

transient source affects the measured head response.

This section investigates the effect of the generating and measurement locations on the

strength of the system response frmction. As discussed previously, the boundary

conditions of the system affect the value of the fundamental frequency and hence the

position of resonant peaks in the frequency response function (Pejovió et al. 1983, Wylie

and Streeter 1993). This behaviour is shown in Figure 5-26 and, Figure 5-27 where the

spacing and location of the resonant peaks in the frequency response function are changed

as a result of the boundary conditions. As the behaviour of the system boundaries result in

a dramatic change in system response functions, the optimum locations of the transient

source and measuring station need to be determined for each case.

The tests conducted in this dissertation can be grouped under two different boundary

configurations, anti-symmetric and s5rmmetric boundaries. The two different

configurations result in a change in the periodic behaviour of the transient response and

are defined in Wylie and Streeter (1993). For a frictionless pipe, the characteristic

impedance is given by

and the impedance of the in-line valve at the system boundary is

where, LHvo and Qysare the steady-state (initial) head loss and discharge across the valve,

respectively. When Zu>_Z, V/ylie and Streeter (1993) defined the fundamental frequency

of a system (in radians) as

a
Z

gA
(s.13)

2LHvo
Z

Quo
(s.14)
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oth = r"#, (s.1s)

The system is defined as anti-symmetric where the resonant peaks in the system occur at

odd multiples of this fundamental frequency. This type of boundary condition can be

achieved by placing a fully closed or throttled valve at a boundary. For the simulation

system, when the in-line valve of Cv : 0.002 m5/2s-1 exists at a boundary (either fully
opened or fully closed), the conditions across this valve results in a Zy that is greater than

Z and the system behaves anti-syrnmetrically. In this case, the reflective boundary at the

valve is similar to a dead end (V/ylie and Streeter, 1993). Such boundary conditions

translate to reality in testing carried out under a reduced or no-flow condition.

When Zu!2, the fundamental frequency of the system is (Wylie and Streete41993)

where the resonant peaks arc at the odd multiples of this frequency. Testing carried out

under this condition is aimed to simulate application of the procedure when the pipeline is

in operation with no high impedance element located at the boundaries of the system.

Such reflective conditions at the boundaries are similar to that of a reservoir. Further

information concerning this shift in boundary behaviour as a result of Zy can be found in
Wylie and Streeter (1993).

The optimum arrangement of measurement and generating positions for both
configurations is illustrated in the following example with the anti-symmetric case

considered first. A side-discharge valve with a Cu4v :0.00014 m2 is placed at a point
1700 m from the reservoir boundary in the numerical pipeline. A fully opened in-line
valve of 4 Cy:0.002 ms/2s-1 is located at the downstream boundary (refer to Figure 5-25).

The measurement station is initially placed at the upstream boundary. The frequency

response function is extracted using the induced discharge perturbation ( e) at the side-

discharge valve as the input to the system and using the transfer matrix model. To obtain

an indication of the magnitude of the extracted frequency response function, the values at

the first 250 resonant peaks are averaged and this process is then repeated for the same

'rn 
=2nL (s.r 6)
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location of the side-discharge valve but for a different position of the measuring station.

An illustration of the procedure is shown in Figure 5-28. The averaged response

magnitudes for each location of the measurement station (given a particular location of the

transient source) provide a method of determining the combination that gives a maximum

recorded system response from the pipeline.

Side Discharge Valve (lnput)

MeasurementÞ Point (Output)

x^

Figure 5-28 - Determination of the position where maximum response is measured

for each location ofthe transient-generating soürce, x6 .

The result of this analysis for different locations of the transient generation source is

shown in Figure 5-29.For the anti-s¡rmmetric system, the maximum response occurs when

measurements are taken adjacent to the downstream valve for all positions of the transient

source. However, locating the source at the valve gives the overall maximum response for

all the combinations of the transient source and measuring transducer location. In an anti-

symmetric system, therefore, the optimum configuration of the system-providing the

highest signal-to-noise ratio in the extraction of the response function-is where both the

source and the measurement are conducted next to the high impedance boundary.

Following the same procedure, the optimum locations for both the generation and

measurement in the symmetric pipeline are determined with the average response shown

in Figure 5-30. The result indicates that for a symmetric system the optimum confltguration

of the transient source and the measurement station is where both are located at the

midpoint of the pipeline. The selection of the input variable and the optimum system

configuration for the extraction of the system response function from a pipeline is,

therefore, established. A final topic-the effect of the nature of the injected signal-needs

to be investigated prior to experimental verification of the procedure.

V
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Figure 5'29 - Average response magnitude for varying measurement and generation

positions for an anti-symmetric system.
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Measurement Position along pipe

Figure 5-30 - Average response magnitude for varying measurement and generation

position for a symmetric system.
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5.2.3 Effect of the injected signal

The same system response function will be extracted from a pipeline regardless of the

input signal as long as the physical nature of the system remains unchanged and the

system operates within the bounds of linearity (refer to Section 5.2.I). This property is

illustrated at the beginning of this chapter where the system response function for an

injected step was shown to be identical to that from an injected pulse, although the shape

of the output for each case is different. While it is true that the same response function can

be derived using any injected signal, the accuracy of the extraction process in the presence

ofbackground noise can change depending on the energy content ofthe signal itself.

While an injected transient signal is often described by its shape and duration, a more

appropriate approach is to use the amount of information contained in the signal. This

property is known as the bandwidth of the signal (Lynn l982,Lee et aL.2004). The effect

of signal bandwidth in the presence of system noise is investigated in this section and the

properties of a signal that allow the most information to be extracted are presented.

In addition to the effect of the signal bandwidth, this section investigates a class of signal

often used in transient analysis-the step signal. A step change in pressure and flow is

easily generated by a sharp closure of a valve and is popular in the literature on transient

behaviour. Problems arise, however, when these types of signals are used in a system

extraction procedure, as a step signal is unbounded in time resulting in an invalid signal

spectrum using a conventional Fourier transform (Lynn, 1982). This section provides a

correction procedure where the results from an injected step signal can be used to

determine a valid system response function.

Signal bandwidth

The bandwidth of a signal represents its range of detectable frequencies. This property

defines the upper limit in the frequency range that can be observed in the measured output

(Ibraham and Mikulcik, 1978). 
'When a signal of a certain bandwidth is injected into a

pipeline, the corresponding output from the system only contains useful information up to

the bandwidth of the injected signal. This concept can lead to the design of f,rlters for
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transient signals where frequency ranges not contained in the input (hence not a direct

response to the injected signal) can be removed.

The effect of signal bandwidth on the system response function is illustrated in the

following example. A transient signal is introduced into the simulated pipeline using a

perturbation of a side-discharge valve located at the downstream (valve) boundary.

According to the optimum configuration of the system under an anti-symmetric boundary

condition, the transient is measured at the transient source. The Cu4v of the side-discharge

valve is set as 0.00014 m2 and. the transient response is extracted through the method of
characteristics model (for 100 reaches, computational time step : 0.0333 s). The valve is

first opened and closed in a rapid fashion, as given in Figure 5-3 I labelled as "sign al #1."
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0.004
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0.001

0

0 o.2 0.4 1.2 1.4

Figure 5-31 - Injected signals for the bandwidth investigation (Data file: C5-8.txt).

The valve is opened from a fully closed position in 0.0333 s, remains open for 0.0666 s

and is then closed in 0.0333 s (duration of signal :0.1332 s). The spectrum of the injected

signal and the corresponding measured response from the pipeline are shown in Figure

5-32. The input signal has observable spectral content up to 6 Hz, which results in an

output signal that has well-defined resonant peaks up to this frequency. The extracted

frequency response for this case is shown in Figure 5-33.
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Figure 5-32 - Spectrum of input signal #1 and the corresponding head response

spectrum from the system (Data file: C5-9.txt).
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Figure 5-33 - Extracted frequency response function from the system using injected

signal #1 (Data fïle: C5-9.txt).

The slight trend in the peaks of the frequency response function is caused by the small

distance between the transient generator / measurement station and the in-line valve

boundary, which is equivalent to one node spacing in the method of characteristics model.

lnput Spectrum

- Output Spectrum

I

Transfer matrix

- Method of Characteristics (Signal #1 )
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The output from the transfer matrix model is shown in the f,rgure to verify the extracted

frequency response function and a good match'is observed.

Consider now a second example where the injected signal is of the form shown in Figure

5-31 labelled as "signal #2." The method of characteristics model is discretised with 100

reaches and a computational time step of 0.0333 s. This signal is smoother than signal #l
and, given that the high-frequency content of any signal is contained in the sharp changes

in the time trace (Kreyzig 1993), the spectrum of signal #2 has a smaller band of
frequencies. The band of frequencies (i.e. the bandwidth of the signal) is shown in Figure

5-34. The spectrum of the input signal indicates that the amplitude of the frequency

components contained in the trace decreases to negligible levels by 3 Hz.

The spectrum of the measured head response has a similar range of frequencies to the

input and no information was observed from the system beyond 3 Hz. The subsequent

frequency response function using this pair of input and output signals is shown in Figure

s-35.
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Figure 5-34 - Spectrum of the input signal #2 and the corresponding head response

spectrum from the system (Data fïle: C5-9.txt).

From this investigation, the signal bandwidth represents the upper limit of the range of
useful information that can be derived from the extracted response function. It is,

lnput Spectrum

- Output Spectrum
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therefore, advantageous to have an injected signal with a large bandwidth to allow the

maximum information to be extracted from the system. The injected signal must consist of

sharp variations in time (Kreyzig, 1993) that are associated with rapid manoeuvres of the

transient-generating valves. Examples of such signals, considered later in this thesis, are

generated from sharp discrete perturbations ofa side-discharge solenoid valve.
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Figure 5-35 - Extracted frequency response function from the system using injected

signal #2 (Data file: C5-9.txt).

For the remainder of this thesis, the bandwidth of an input signal is defined as the

frequency raîge where the amplitude of the signal is more than 5Yo of its maximum level.

This definition of the signal bandwidth includes more frequencies than the definition used

in electrical engineering and is best suited for the mechanical (slow) transients used in this

thesis. In the numerical example above, signif,rcant contamination of the data occurred

after the point where the spectrum of the input signal had decayed to near zero (much less

than 5%o of the signal amplitude). Operators should initially investigate the clarity of the

response function to determine the range of observable frequencies from the system for a

given injected signal.

lnfinite energy sþnals

Infinite energy signals are defined as signals that produce a value of infinity when

integrated from -æ to *oo. For this reason, the spectrums of such signals cannot be
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produced by a conventional Fourier transform (Lynn 1982). An example of an infinite
energy signal is the step function, commonly generated by the sharp opening or closure of
valves in a pipeline, thus inducing a step fall or rise in the pressure head at the generating

point. The of a step aa
-oo to *æ is,

While such a signal is easy to generate, it poses problems for the determination of its
spectral content. Ferrante and Brunone (2001) approximated the spectrum of a step closure

by the analytical spectrum of a Heaviside function, an instantaneous step rise in time. The

use of this function to approximate system input, however, does not correspond to the true

nature of valve movement. An additional problem is that the system is forced to change

from one flow state to another in direct violation of the underlying linear approximation,

which dictates that there is a mean state about which the perturbation takes place. The

effect of these problems is shown in Figure 5-36 where the frequency response function

from the numerical pipeline is extracted using a step input function and shows

discrepancies from the true response function of the system. The transient was generated

by the full closure of an initially opened in-line valve with a discharge orifice of C¿r:
0.00014 ^' (CoAt lA: l.g8 x 10-3) placed at the midpoint of the pipeline. The discharge

orifice prevents the frequency response function from reaching infinity at the peaks.

Figure 5-36 shows the frequency response function from this input and significant

deviations are observed from the true response function of the system.

A change in the shape of the transient signal allows the accurate extraction of the response

function from data generated from a valve closure. Consider a linear system excited by an

input step denoted by X(t) giving a corresponding transient output Y(t). The two series can

then be used to determine the frequency response function, F(r¡). To change the input into

a finite energy form, an equal and opposite operation is assumed to occur, which changes

the qlg51gnal into a pul¡e at a time t : d !$qlt'the first step oper?tion. The new input

function, Xc(t), is given by

f_x(t)at =* (s.17)

= x(t)- x(t - aXC (s.18)
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Using the additive and distributive nature of time invariant linear systems, the new

corresponding output of the system is given by

3.5E+05
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Figure 5-36 - FRF from the uncorrected discharge input from a full in-line valve

closure generated using the MOC model.

The use of Eqs. (5.18) and (5.19) as the input and output gives the frequency response of

AS

Using the known properties of the Fourier transform operator, Eq. (5.20) now becomes

which indicates that the frequency response of the system remains unchanged as a result of

this operation. An illustration of this procedure is shown in Figure 5-37.
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Figure 5-37 - Correction for function.

The o-!Bll|.lr input step function can, therefore, be modified into a pulse by adding a

{elayed and opposite version of itself. If the same procedure is carried out on the output

trace of the signal, the frequency response of the system remains unchanged. An

application of this approach is presented in Figure 5-38 where Figure 5-36 is converted

into a finite energy form using the above procedure and the frequency response function is

generated from the result. This frequency response function is compared to the frequency

response function generated from the perturbation of the valve about a mean position with
excellent agreement. The accuracy of this correction procedure does not depend on the

time lag factor, d, except that it mus_t be shorter than the time for the first reflection to

arrive at the measurement station.

)
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Figure 5-38 - Comparison between MOC generated FRF for an in-line valve closure

and an in-line valve perturbation.

5.2.4 Frictional effects on the extracted frequency response function

As mentioned in Section 3.4 pipe friction losses can be modelled in two forms, steady

friction and unsteady friction components. Losses induced by a valve in the system can

affect the nature of the response function. Each of these loss factors is investigated in this

chapter by progressively adding their effect to an initially frictionless numerical pipeline.

For this example, a side-discharge valve, of CaAv : 0.00014 m2 is located directly

adjacent to the open in-line valve in the numerical pipeline and is used to generate a

transient event. In a system with no losses (excluding both valve and pipe losses), the

response function has the form shown in Figure 5-39. The response function in a loss-free

system consists oTpeaks that rise to infinity at the resonant frequencies.

The frequency response function forthe pipeline with valve loss included is shown in

Figure 5-40 and the peaks now havelnite values. The valve loss affects all peaks equally

in the response diagram, indicating that the valve loss is frequency-independenr. This

behaviour is also the case for steady friction, which causes a uniform decrease in the

magnitude of the resonant peaks. In contrast, the incorporation of unsteady friction results

in a frequency-dependent reduction in the peak magnitudes, with higher frequencies being

-Step lnput

- Pulse lnput

l \/ \/ r/ \/
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attenuated more than lower. This effect is shown in Vítkovsky et al. (2003b). The contrast

between the effects of different frictional losses is shown in Figure 5-41 where the

resonant peak magnitudes are plotted for each case.
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Figure 5-39 - FRF from a pipeline with no losses.

The previous sections have investigated several issues concerning the procedure required

for accurate extraction of the system response functions. These issues include procedures

for minimising the presence of nonlinear behaviour between the input and the ouþut of
the system, the location of the measuring and transient generation stations that provides

maximum signal-to-noise ratio in the extracted function, the effect of the signal bandwidth

and correction for infinite energy input signals. These findings are applied in the following
section for the experimental extraction of the system response function from a pipeline

using conventional discrete signals.

The procedure for system response requires only the definition of the input to the system,

often described by the nature of the valve movement (i.e. variation in orifice size and

pattern of induced discharge variation) and the output from the system, which is the

measured transient response. The actual physical location of the input and output (i.e.

points of generation and measurement) and the topology of the pipeline do not affect the

process. For this reason, the procedure presented in this chapter can be applied in a

complex pipe network as well as a simple pipeline.
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5.3 EXPERIMENTAL EXTRACTION OF THE SYSTEM RESPONSE

FUNCTION

The previous sections have established guidelines for the extraction of the system response

function. In this section, the extraction of the response function is investigated

experimentally using transients generated by electronic side-discharge valves or manual

in-line valves. The properties of these valves are described in Chapter 4. This section

investigates the issues with the experimental extraction of the system response functions

5.3.1 Experimentally injected signals for system response extraction

The transients for the validation of the system response extraction procedure were

generated by the discrete perturbation of the commercial solenoid valve (refer to Plate

4-4a) and the manual operation of the in-line valve (refer to Plate 4-2a). Chapter 4

describes the valves that are used for generating transients in this thesis. The valves are 1)

a side-discharge solenoid valve and 2) an in-line manually-operated valve. The solenoid

valve was used to perform sharp closures and pulse perturbations (closed - opened -
closed) and the in-line valve was used for fuIl closures. A typical closure profile from the

solenoid valve is given in Figure 5-42.
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Figure 5-42 - Typical discharge perturbation for a sorenoid step closure.
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The solenoid valve was placed 0.16 m upstream from a closed in-line valve in the

experimental system and the driving head from the upstream reservoir was set at39.7 m.

The discharge perturbation caused by the valve manoeuvre was determined from Eq.

(5.1 1). The duration of the closure was 5 ms and the finite energy correction for this signal

(refer to Section 5.2.3) is shown in the figure. An electronic control unit was added to

allow pulse perfurbations of the valve. This control unit consists of a switch that initiates

the valve opening but the power to the solenoid valve is shut off prior to the full opening

of the valve. Once the power is shut off, the spring in the solenoid unit returns the valve to

the closed position. The control unit is set such that the valve is halfway through its

manoeuvre when the power to the solenoid is shut off, creating a pulse that is of a similar

duration as the full closure of the valve. The time trace of this pulse perhrrbation is shown

in Figure 5-43; it has a duration of 5.5 ms.
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Figure 5-43 - Typical resultant discharge perturbation from a solenoid pulse.

The spectrum of the pulse perturbation input is given in Figure 5-44, which indicates that

the specttum falls below 5Yo of its maximum magnitude at 300 Hz. This frequency (300

Hz) is taken as the bandwidth of this signal (refer to Section 5.2.3).
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Figure 5-44 - spectrum of input signal generated by the solenoid valve.

For the step signal the determination of the spectrum cannot be found using a Fourier

transform; instead, the bandwidth is estimated from the spectrum of the corrected step

signal (of the same duration as the original step function). The resultant spectrum is

similar to the generated pulse from the solenoid valve. The step closure produced a

bandwidth of 300 Hz.

A similar procedure was carried out for the manual closure of the in-line valve. For this

case, the heads were set at26.6 m at the upstream tank and 26.5 mat the downstream tank.

The in-line valve adjacent to the downstream tank was initially fully open and was

slammed shut manually. The transient trace in this situation is given in Figure 5-45 along

with the corrected step function. The duration of the closure was 13.5 ms, which is longer

than the closure generated from the electronic solenoid valve. The spectrum of the

corrected step signal is given in Figure 5-46. That spectrum is approximated using the

corrected step of the same duration. The slower operation of the in-line valve results in a
bandwidth of I20 Hz, lower than the bandwidth of the solenoid valve (300H2). Given the

manual nature of the in-line valve closure (not repeatable), the input signal for each test is

expected to vary from the results in Figure 5-45 andFigure 5-46.
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Figure 5-46 - Spectrum of corrected input signal generated by the inline ball valve.

5.3.2 Experimental frequency response function extraction results

Using the signals described previously, the frequency response function rù/as extracted

from the leak-free laboratory pipeline. In these tests, the system was configured anti-
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symmetuically, with the upstream tank set at a pressure of 39.7 m and the downstream in-

line valve fully closed. The solenoid valve was placed at a position 0.16 m from the in-line
valve. The calibrated Cd'4v for the solenoid valve when fully opened is 1.8 x 10-6 m2 for
this head condition. The configuration of the system is shown in Figure 5-47 . The transient

response from the pipeline when the solenoid valve is perturbed from a closed position is

shown in Figure 5-48.and its full closure from an initially opened position is shown in
Figure 5-49.

Reservoir 1 Head = 39.7 m
Slope = lV:18.5H

Reservoir 2 Head = 2O m

37285m

0.16 r{i

Pipe length = 37.525 m (Valve to reservoir = 0.08m)
Diameter = 0.0221 m

Wave speed ='1328 ms-1

Roughness height = 1 5 x 10-3 mm

Pressure transducer +
side discharge valve
(transient source) +
lnline valve fully closed

Figure 5-47 - Configuration of the laboratory test validating FRF extraction.

The forms of the transients are different although the pipeline system is the same in each

test. A quantitative comparison between the two series is shown in Figure 5-50, with the

head response from the injected pulse function plotted on the x-axis and the head response

fi'om the injected step function on the y-axis. Functions that arc similar in form have data

points that arc arranged linearly on this graph. The slope of this linear trend should be

close to one. The R2 error of the fit is an indication of the difference between the two sets

of data. Figure 5-50 shows that apoor R2 value of 0.0021 results when a linear trend line

is fitted to the data.

The system response functions were extracted for these two transient events. The

discharge imposed by the valve manoeuvre was determined for both cases using Eq.
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(5.11). These discharge perturbations were used as the inputs to the system and bear a

similar form to Figure 5-42 and Figure 5-43 from the previous section. The ouþuts from

the system are the measured transient signals.
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-30

Time (s)

Figure 5-48 - Measured transient response for a pulse signal in the laboratory system

(Data file: C5-10.txt).

Time (s)

Figure 5-49 - Measured transient response for a step signal in the laboratory system

(Data file: C5-10.txt).
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Figure 5-51 - FRF of the experimental pipeline generated by a step in comparison to

that generated by a pulse.
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Figure 5-52 - Relationship between the FRF generated by a step and a pulse.

The results show that the relationship between the two FRF's are well approximated by a

linear function, with a 0.939 correlation. The slope of the fitted linear function is 0.98,

indicating that the two graphs are close to identical. The representation of the system

behaviour in terms of the system response functions has correctly shown that the nature of
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the system is the same between the two tests, although the raw transient traces are

different. This result is an important validation of the advantage in using the system

response functions.

The extracted frequency response function in Figure 5-51 consists of a series of regularly

spaced peaks. The positions of these peaks repeat at every odd multiple of 8.9 Hz and,

correspond well to the theoretical fundamental frequency of 8.76 Hz @laQ. Shifts in the

position of the resonant peaks are localised at the high frequencies (frequency > 200 Hz)
and may be a result of minor differences in the signal bandwidth between the input

signals. The clarity of the response functions was found to deteriorate at higher

frequencies, though the effect appears minimal in Figure 5-51.

The effect of the signal bandwidth can be more clearly illustrated using the manual closure

of the in-line valve as the input to the system. For this case, the in-line valve was initially
fully opened and the upstream and downstream heads were set at 26.6 and, 26.5 m,

respectively. The initial flow through the valve was 6.01 x 10-5 m3ls, giving a Reynolds

number of 347I, resulting in smooth-pipe turbulent flow. To generate the transient, the in-

line valve was closed manually in 13.5 ms. The configuration of the system, the resultant

transient trace and the frequency response function are shown in Figure 5-53, Figure 5-54

and Figure 5-55, respectively. The frequency response function for this situation consists

of equally spaced peaks at odd multiples of 8]2 Hz, corresponding well with the

theoretical value of 8.87 Hz. The naffow bandwidth of the input signal, however, resulted

in a pronounced deterioration of the frequency response function (at high frequencies)

when compared with the previous results from the solenoid valve.

The frequency response function was found to be accurate only within the bandwidth of
the injected signal, which is 120 Hz for this case (refer to the results of Section 5.2.3). As

the physical nature of the generation apparatus is different (for example, the source is in-

line and located at the end of the pipeline), the frequency response function for this case is

not identical to the results from the solenoid valve operation.
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Reservoir I Head = 26.6 m

Slope = 1V:'18.5H

Reservoir 2 Head = 26.5 m

+

37.18 m

0.275 m

Pipe length = 37.525 m (Valve to reservoir = 0.07m)
Diameter = 0.0221 m

Wave speed = 1328 ms-1
-3 lnline valve initially fully

open close for transientRoughness height = 1.5 x 10 mm

Figure 5-53 - System configuration for inline valve closure test.
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Figure 5-54- Head response from manual closure of the inline valve

(Data fïle: C5-11.txt)

To determine the accuracy of the existing transient models, the transient trace from the

solenoid valve closure (Figure 5-49) is compared to the predicted response from the

method of characteristics (MOC) model in Figure 5-56.
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The MOC model is discretised into 200 rcaches with a computation time step of
0'00014 s. The MOC result incorporates both steady and unsteady friction losses. The

unsteady friction is predicted using the Vardy and Brown (1995) model for smooth-pipe

turbulent flow. The numerical model provides a good match to the expected transient
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response from the pipeline and the rate of attenuation in the transient amplitude was well

predicted. A slight difference exists between the shapes of the two transient traces. The

numerical model predicts that the step function gradually becomes more pointed as the

transient progresses. This gradual erosion of the sharp "corners" in the original step

function indicates damping of high frequencies in the signal as was predicted by Zielke

(1968). The experimental result displays this behaviour, but the rate of this high-frequency

damping was more significant and the signal is more sinusoidal in shape than that

predicted by the model at the later stages of the transient. The predicted frequency

response function is compared to the measured frequency response from the pipeline in

Figure 5-57.
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Figure 5-57 - Comparison between theoretical and experimental FRF (Data file: C5-

l2f.txt).

The comparison indicates that the model can acctrately predict the resonance frequencies

of the pipeline. Discrepancies can be seen, however, between the magnitudes of the

resonant peaks in the numerical and experimental results. Given the close match between

the predicted and the measured results in the time domain, this observed discrepancy in

the frequency domain must be related to the small shape differences in the transients

presented in Figure 5-56. These differences may be due to a number of possible small

effects: for example, the presence of varying impedance elements (brass blocks) along the

pipe, the presence of possible air pockets within the fluid and small physical vibrations of

the pipeline during the transient event.
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5.4 CASE STUDY: EXTRACTION OF THE SYSTEM RESPONSE

FUNCTION USING PSEUDO.RANDOM BINARY SIGNAL

The previous sections experimentally validated the use of discrete signals for the

extraction of the system response functions from the pipeline; the use of continuous

signals for this task has been ignored up to this point. While one of the simplest

continuous signals is a pure sinusoidal signal, its use is time consuming and can only be

applied in situations where the underlying system conditions do not fluctuate during

testing. In addition, the generation of such signals requires a driving apparatus that

provides a smooth movement, often involving a rotary motor or an existing turbine

(Brekke, 1984).

A more attractive type of continuous signal is the pseudo-random binary signal (PRBS),

which fluctuates between two set values and conforms well to the sharp on/off nature of
inexpensive solenoid valves. The experimental generation of PRBS and its use in the

extraction of the system response function is considered in this section.

Pseudo-random binary signals (PRBS), also known as maximum length sequence signals,

are used in electrical systems for the determination of system response functions

(Niederdränk 1997,Tan and Godfrey,200I). These signals consist of a series of randomly

spaced and equal magnitude pulses. The generation of such a sequence requires a decision

to be made at each time step to determine whether a pulse is to be generated. The random

sequence of pulses is set to repeat for a PRBS. This periodicity provides the signal with a

higher degree of noise tolerance and removes the statistical variability associated with
signals of a pure random nature (Liou 1998). Important attributes of a continuous signal of
this type is that it allows the power to be spread over a longer time frame and the

amplitude of each individual pulse in the signal can be small while maintaining the same

signal power (Niederdränk 1997 , Liou 1998). The range (travel distance) of a discrete (not

continuous) transient signal is governed by its size-the larger the transient event, the

greater the power of the signal and hence the further it would travel. To increase the travel

distance of a conventional step/pulse perturbation of a valve, the magnitude of the valve

movement must be increased, increasing the risk of damaging the valve and the pipeline.
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In contrast, the use of a continuous signal such as the PRBS allows the power of the signal

to be increased by extending the duratioru of the signal (Niederdränk 1997).

While there have been experimental applications of PRBS for system identification of air

ducts (Pande 1982, Dallabetta 1996), the study into the use of PRBS for extracting the

system response in hydraulic pipelines has been confined to numerical studies (Liou,

1998). The generation of such a signal in a pipeline and the subsequent extraction of the

system response function need to be conducted experimentally. This section employs the

procedures developed in the earlier parts of this chapter to validate the extraction of the

system response function using such signals.

5.4.1 Experimental apparatus for the generation of PRBS

The extraction of the system response function using the linear time invariant equation,

requires the creation of an input signal (x) into the system and the subsequent

measurement of the output þ). For a transient signal generated by a valve, the input signal

can be determined from direct measurement of valve movement. A specially designed

solenoid valve was constructed to provide means of generating a PRBS while measuring

valve movement. The schematic of this valve is shown in Figure 5-58. The device consists

of a brass block with a small diameter hole drilled through the long axis of the block. This

hole forms the conduit for water to escape the pipeline. A rod connected to a solenoid

controls the hole opening. At rest (solenoid deactivated), the rod is pushed downwards by

an internal spring in the solenoid, blocking the conduit. When the solenoid is activated, the

rod pulls upwards and clears the flow passage allowing water to flow through the valve.

The calibrated lumped valve coefficient (Cúv) is 4.5 x lTs m2 when fully opened under a

head of 41.1 m.

Movement of the rod is measured by a linear voltage displacement transducer and is

converted into an equivalent dimensionless valve opening coeff,rcient, t. The variation in

F(o,)=*E (s.23)
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the dimensionless valve opening throughout the test is used to represent the input to the

pipeline. Care must be taken in the use of r as the input to the system as Section 5.2.1

shows that a large valve perturbation can lead to nonlinear effors. For this investigation,

therefore, the perturbation of the valve was kept at the smallest magnitude that could be

generated by the solenoid in an attempt to minimise possible nonlinear distortions.

LVDT

Return Spring I

Magnetic Core /
Flow lmpeding Core

Solenoid

Pipe Connection

Figure 5-58 - PRBS Signal Generator designed and constructed at the University of

Adelaide.

To generate the PRBS signal, the valve was electronically controlled to produce a similar

(close to identical) pulse at random intervals. The shape and the duration of one of these

pulses are shown in Figure 5-59. Each generated pulse had a duration of 6 ms.

The PRBS consisted of a sequence of these pulses. Their random spacing was regulated by

an electric circuit consisting of a series of shift registers (Dallabetta, 1996). The circuit

was set such that the sequence repeated after a time of 10.24 seconds (184 fundamental

periods), which corresponded to the time required for a single pulse to be fully attenuated

in the system (Dallabetta , 1996). The signal was allowed to repeat for a number of periods

prior to recording to reduce random fluctuations in the signal spectrum. The minimum

time lag between two adjacent pulses is set at 10 ms.
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Figure 5-59 - Typical pulses generated by the continuous signal generator.

The PRBS generator was connected to the laboratory system at a position 0.275 m

upstream of a closed in-line valve. The upstream reservoir had a driving head of 41. I m. A

schematic of the test is shown in Figure 5-60.

5.4.2 Experimental extraction of the system response function using PRBS

For the experimental investigation, the system response function was determined from the

measured head response at the PRBS valve (output) and the measured valve aperture, t
(input). The magnitude of the head response from a single pulse perturbation of the valve

in this situation is 2 m. Compared to the size of the transient pulse generated by the

commercial solenoid valve in Section 5.3.2 under a similar system configuration, the

magnitude of this transient event is 12 m smaller. The PRBS input and output are

presented in Figure 5-61.

From Figure 5-61, the measured valve movement and the head response from the system

appear to have little visible structure and the transient signal generated by this valve is

similar to background noise. Small variations due to the mechanics of the valve were

observed in the magnitude of the valve movement. Given that the input sequence is

measured and taken into account in Eq. (5.23), this variability is inconsequential in the
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accuracy of the resultant frequency response function. The underlying structures of the

input and output signals are observed through the correlation functions of the two series

shown in Figure 5-62.

Reservoir I Head = 41.1 m
Slope = 1V:'18.5H

Reservoir 2 Head = 26.5 m

+

3718m

Pipe length = 37 .525 m (Valve to reservoir = 0.07m)
Diameter = O.0221 m

Wave speed = 1328 ms-1

Roughness height = 1 5 x 10-3 mm

0.275 m

Pressure transducer +
PRBS valve

4.5 5

Figure 5-60 - Laboratory configuration for the pRBS test.
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The correlation functions indicate a strong periodic structure in both the input and the

ouþut data. These signals have a period of 10.24 seconds, which is the designed period of

the PRBS sequence. The spectrums of the input and output series for a single period of the

PRBS are given in Figure 5-63. These spectrums have well-defined structures, despite the

appearance of the original signals. Frequency spikes, caused by the clock pulse interval of

10 ms and signal period of 10.24 seconds were obseryed at 100 and 200 Hz (Tan and

Godfrey, 2001). These spikes are caused by the low amplitude of the input spectrum at

these frequencies.

The fiequency response function of the experimental system, calculated using Eq. (5.23),

is shown in Figure 5-64 along with the theoretical response function calculated using the

transfer matrix method (Chaudhry, I98l). The results are plotted for the frequency range

where the input signal has the highest power and is between 0 and 100 Hz. The response
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function was smoothed using a centred average filter 0.63 Hz wide to remove spurious

fluctuations created by the random nature of the signal (Pande 1982, Dallabetta 1996). The

width of this filter was set for minimal reduction in the overall magnitudes of the resonant

peaks. A good match is found between the theoretical and experimentally extracted

frequency response functions. The positions of the peaks in the frequency response

function are clearly defined with the peaks spaced at odd multiples of 8.76 Hz,

corresponding well with the theoretical fundamental frequency of the system given by
a I 4L: 8.87 Hz, where a is the wave speed and L is the pipeline length.
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Figure 5-63 - rnput (a) and output (b) spectrums from the injected PRBS.

The accuracy of the fit between theoretical and experimental results using the pRBS is

better than the accutacy achieved when a discrete perturbation of the commercial solenoid

valve is used (refer to Figure 5-57). This improved accuracy is a result of the pRBS valve,
which acts as a perturbing leak orifice in the system. The presence of leaks in the

experimental pipeline forms one of the dominant sources of energy loss in the system and

can lead to improved matches with theoretical predictions. An example is shown later in
Section 6.7.3.
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Figure 5-64 - Comparison of PRBS results with theoretical results (Data file: C5-

14.txt).

A small deviation exists between the experimentally extracted response function and the

theoretical prediction. It is particularly signif,rcant for the 5th harmonic peak of the

response function. This deviation was also observed when the in-line valve was used to

generate the transient and can be related to properties of the pipeline at this boundary

(refer to the response function extracted using the in-line valve closure at this boundary in

Figure 5-55). Investigations were carried out in the laboratory system to isolate the cause

of this problem, which involved fully dismantling the system and inspecting each

component and connection in the pipeline. All were found to be in good condition. Also,

the bracing support for the system was increased (0.3 m interval) with no improvement to

this pipeline behaviour. However, techniques developed later in this thesis do not require a

good match between experimental and numerical results; this discrepancy has no effect on

the aim of this study. In fact, the inability of the existing numerical models to predict

experimental results, even from such a controlled pipeline, illustrates the extent of the

problem when transient techniques are applied in a f,reld situation. The need for leak

detection methods that do not rely on this match is, therefore, necessary.

This section has experimentally validated the use of PRBS signals for the extraction of

frequency response information from a pipeline. The small magnitude of the introduced
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signal (]2 m smaller than the discrete pulse cases used in section 5.3.2) and its continuous

nature provide an attractive means of determining the state of the system on a real-time

basis' The nature of PRBS also conforms well with the on/off nature of common solenoid

devices. However, for the remainder of this thesis, the system response functions are

extracted using the discrete single perturbation of the commercial solenoid valve. This

decision was based upon two practical issues with the operation of the customised pRBS

valve:

The bandwidth of the PRBS is 100 Hz and is substantially lower than that produced

using the commercial valve (300 Hz). The bandwidth of the signal is governed by the

width of individual pulses in the PRBS.

The random sequence must be allowed to continue for a number of periods before

measurement is taken to reduce random distortions in the extracted response function.

This requirement means that the valve must operate over a substantially longer period

of time than in the generation of a discrete signal, resulting in more water loss from the

laboratory system during each test. The reservoir would subsequently need to be

rehlled at shorter intervals if the valve is used on a regular basis.
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5.5 CONCLUSIONS

This chapter presents numerical and experimental results that validate the use of the

systems identification theory in hydraulic pipelines. The results indicate that under small

valve perturbations, or where a discharge perturbation is used as the input, the pipeline

behaves linearly. Also, given that the physical properties of the pipeline remains

unchanged, the extracted system response is identical within the bandwidth of any two

injected transients. This result illustrates the advantage of using the system response

functions for the determination of the system integrity. Certain aspects in the system

response extraction process-including (1) the optimum positioning of both the transient

source and the measurement station, (2) the selection of the input signal and (3) the

correction procedure that can be applied for infinite energy input signals-were

investigated.

The extraction procedure is a marked improvement over the use of sinusoidal signals as it

can be performed in the time it takes for a single transient event to decay in the pipeline,

whereas a sinusoidal signal requires multiple runs to produce a response function of the

same resolution. This procedure can be applied using any transient signal and no special

apparatus needs to be built especially for this purpose. A variety of signals were used to

determine the system response function, including discrete step/pulse signals and a

pseudo-random binary signal. A valid representation of the response function was derived

for all cases. This study found that the frequency content of an injected transient signal

(i.e. the bandwidth) provides the best measure of its suitability for testing the behaviour of

a system. The information content of the transient response is related to the bandwidth of

the injected signal, with higher bandwidth signals giving higher information content.

The main conclusions from this chapter may be summarised in the following points:

1. System response functions refine transient data such that comparison of the system

behaviour from one day to the next can be taken regardless of the type of signal

generated. This approach allows the state of the system to be uniquely quantified in

both time and frequency domains.
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2. Given that the amount of information contained in the transient trace is related to

the bandwidth of the injected signal, the transient event used to probe the

behaviour of the pipeline must be wide-band (i.e. contains a high number of
frequencies). The injected signal itself must contain rapid and sharp changes in

time (translating to high-frequency content in the signal). The use of slow transient

signals, such as those generated by pump trips and slow manual closures of in-line

valves should not be used for this purpose. This result has implications on the

design of filters for transient data: All frequency content not contained in the input

signal (hence not a direct response to the input) can be safely removed.

3. Signals of a continuous nature should be used for the detection of problems in a
field pipeline. The use of continuous signals (e.g. PRBS) distributes the power of
the signal over a longer period of time and allows the use of smaller magnitude

transients to achieve the same result as from larger discrete signals. An improved

design of the PRBS generating valve holds good potential for future application of
such signals in leak detection.

The following chapter investigates the use of these response functions to determine the

presence and the location of leaks in a pipeline.
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CHAPTER 6

LEAK DETEGTION USING THE

FREQUENCY RESPONSE FUNCTION

6.1 INTRODUCTION

The previous section illustrated the procedure to extract the system response function- in

the form of the frequency response function (FRF)-from a pipeline. The response

function provides information on the physical configuration and thus the underlying

behaviour of a pipeline. The system response functions extracted from different injected

signals are identical within the signal bandwidth for the same system and can be used as a

clear indication of whether the state of the system has changed from one day to the next.

The previous chapter indicates that the linear transfer matrix model will produce identical

results to the non-linear method of characteristics model given a careful selection of the

input signal. This result was tested on the range of flow conditions considered in this

thesis (refer to Figure 5-22, Figtsre 5-26, Figure 5-27 and Figure 5-33). This chapter

continues the study into the use of system response function for detecting leaks in a

pipeline. The effect of discrete blockages is also investigated in this chapter.

A number of publications have been written on how leaks modify the frequency spectrum

of transients. The effect of a leak on the Fourier spectrum of a measured transient trace is

identical to that on the frequency response function as both contain the spectrum of the

output signal. Jönsson and Larson (1992) and Covas and Ramos (1999) were amongst the

first to suggest using the frequency domain for detection of leaks in pipes. These papers

proposed that a leak in a pipeline results in the presence of additional "leak-induced

frequencies", similar to the process that leads to the formation of leak-reflected signals in
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the time domain. The position of these leak-induced frequencies on the frequency axis was

said to be related to the location of the leak in the pipeline. Results were presented in

Jönsson and Larson (1992) to show that a leaking pipeline did appear to have a particular

frequency component that is more pronounced than in a non-leaking case. On closer

inspection, however, this frequency coffesponcls to the second system harmonic and is also

present in the non-leaking case. The presented difference between leak-free and leaking

spectrums can be explained by the use of different signals between the two cases (i.e. the

input signal for the leaking case had a wider bandwidth, hence more energy was present in

the higher harmonics). The increase in the magnitude of this particular peak, therefore, is

not indicative of a new leak-induced frequency as proposed in the paper and its position in

the frequency domain does not provide a clue as to the position of the leak.

This idea of the leak-induced frequency was perpetuated in Mpesha et at. (200I, 2002) in

which they presented a frequency-domain leak detection method based on the existence of
additional frequencies. Mpesha et al. (200I,2002) presented numerical results that support

the idea and included a leak detection procedure that allows the determination of leak

location using their results. Their results, however, appear to contain emors and their form

of the frequency response function does not correspond with typical results in Wylie and

Streeter (1993) and Chaudhry (1987). A set of results from the publications is presented in

Figure 6-1 and Figure 6-2 together with the predicted response from the transfer matrix

and method of characteristics models. Note that å is the magnitude of the head

perturbation at the valve for a particular frequency and llo was defined in Mpesha et al.

(2001,2002) as the steady state head at the upstream reservoir. In both the leaking and not

leaking cases, signif,rcant discrepancies were observed between Mpesha et al. (200I,2002)
and the predicted output from the transfer matrix and method of characteristics models.

The models predicts the frequency response function with peaks at odd multiples of the

fundamental frequency, rr¡¡ (Chaudhry 1987, Wylie and Streeter 1993). The results in

Mpesha et al. (200I,2002) have peaks at the 1,7 , l3th harmonics only. In the leaking case,

an additional frequency spike is present in the Mpesha et at. (200I,2002) results and the

position and size of this spike were used as the basis for their leak detection procedure.

This spike is located at the fifth harmonic of the system and the reason as to why it was

missing in the no-leak case and yet reappears for the leaking case can only be explained by

errors in the numerical model used to generate the data.
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Figure 6-2 - Comparison of the results from Mpesha et al. (2001,2002) with the

transfer matrix and MOC models for a leaking system.

These findings with the Mpesha et al. (2001,2002) papers are published as a discussion in

Lee et al. (2003c). Ferrante and Brunone (2001) presented fuither results that disprove the

existence of leak-induced frequencies. Ferrante and Brunone (2001) increased the size of a

leak from small flows up to 80% of the pipe base flow. While the increase of the leak size

results in a change in the fundamental frequency of the pipeline, no additional harmonic

peaks appeared. The presence of the "leak-induced frequencies" in previous publications

has been the result of confusion with the existing harmonics of the pipeline and underlying

numerical effor.

20 6 10
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6.2 EFFECT OF LEAKS ON THE FRF OF PIPELINES

As shown in Section 5.3, the FRF of an intact pipeline consists of equally spaced peaks

that attenuate in a smooth fashion with frequency (refer to Figure 5-57). This frequency-

dependent attenuation is caused by unsteady friction (Vítkovsky et al., 2003b). This

section illustrates the effect of a leak on the FRF. To highlight the effect of a leak, the

following analysis was performed on the numerical pipeline (in the transfer matrix model)

without the effect of pipe friction. The transient was generated by perturbing a side-

discharge valve located upstream of the in-line valve in the simulation system. A leak of a

Cúr: L4 x lTa m2 was placed 1400 m from the upstream boundary. The configuration

of the system is shown in Figure 6-3. The extracted frequency response function is shown

in Figure 6-4. The response function for the system when no leak exists is shown in the

figure for comparison.

Reservoir 1 Head = 50 m Slope = 0

^ Leak C¿At= 1.4 x 1O-4 m2

1400 m

Pipe length = 2000 m
Diameter = 0.3 m

Wave speed = 1200 ms-1

Roughnessheight=5x10

Reservoir 2 Head = 2O m

600 m

Pressure transducer + side discharge valve
+ open inline valve Cy = 6.992 r5/2r-1-5

m

Figure 6-3 - configuration of the system for test shown in Figure 6-4.

While the FRF of the intact system consists of a series of equally spaced and equal

magnitude peaks (for a frictionless pipe), the presence of the leak results in a pattern being

imposed onto the peaks of the FRF. These peaks are in the same position as the non-

leaking case, but the magnitudes of the resonance peaks are no longer equal; they fluctuate
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in a periodic pattern. The FRF of the leaking pipe does not contain additional frequency

peaks as predicted by Jönsson and Larson (1992), Covas and Ramos (1999) and Mpesha er

al. (2001,2002).In fact, the effect of the leak appears to be localised at the resonant peaks

of the pipeline, a behaviour that was predicted in'Wang et al. (2002). Investigations in air

ducts by Smith and Wolfe (2001) presented similar findings where the presence of a hole

in the duct was found to accentuate certain harmonics while depressing others. De Salis er

al. (2002) presented a method of leak detection in depressurised open-ended air ducts

based on the shifting of the resonant peaks in the FRF. This shifting was a result of a

change in pipe impedance across the leak in this type of system. As shown in Figure 6-4,

such shifting does not occur in the pressurised liquid pipelines that are considered in this

dissertation.
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Figure 6-4 - Effect of a leak located at 1400 m from upstream boundary with

Cu4r:0.00014 m2 (C¿AtlA: 1.98 x 10-3).

The true effect of the leak is investigated further by altering both size and position of a

leak in the system. For the same leak at a position 1136 m downstream of the reservoir

(refer to Figure 6-5), the extracted FRF from the system is shown in Figure 6-6. The shift

in the leak position has resulted in a FRF containing peaks that fluctuate in a different

periodic pattern to the one observed in Figure 6-4. A different pattern of the FRF (Figure

6-7) results from the same leak located 500 m from the reservoir boundary (Figure 6-8).

Thus, the pattern at peaks of the FRF is a result of leak location in the system.

- No Leak -Leak 
at 1400 m

I I
t I I I
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An additional result is presented in Figure 6-9 where the leak CdAris increased to 0.00042

m'(C*4tlA:5.94x tO-3) with the leak at the same position as Figure 6-7.Thesize of the

leak increases the amplitude of the pattern imposed on the FRF while the shape of the

pattern remains unchanged.

Reservoir 1 Head = 50 m

Slope = 0

Leak C¿A¡ = 1 .4 x 10-4 m2\

1136 m

Pipe length = 2000 m
Diameter = 0.3 m

Wave speed = 1200 ms-1

Roughnessheight=5x10

Reservoir 2 Head = 20 m

864 m

Pressure transducer + side discharge valve
+ open inline valve CV = O.OO2 m5/2s-1-5

m

Figure 6-5 - System confïguration for Figure 6-4.
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Figure 6-6 - Effect of a leak located at 1136 m from upstream boundary with Cü4L:
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Figure 6-7 - Effect of a leak located at 500 m from upstream boundary with C¿Ar:

o.ooo14 m2 (C¿ArlA: 1.98 x 1o-3¡.

Reservoir 1 Head = 50 m
Slope = 0

Leak C¿A¡= 1.4 x 10-4 m2

Reservoir 2 Head = 20 m

1500 m

b542

\

500 m

Pipe length = 2000 rn
Diameter = 0.3 m

Wave speed = 1200 ms-1

Roughnessheight=5x10

Pressure transducer + side discharge valve

+ open inline valve CV = 0.002 m5/2s-1-5
m

Figuie 6-t - System configuration for Figure 6-7.

- Leak at 500 m--- No Leak

II I ¡ ¡

# # #

-133-



7.00E+03

o
P 6.00E+03
(!
.ç
(J
.9, 5.00E+03ï,o

= -- 4.00E+03

so
5 E 3.ooE+03
o=crË
E å z.oor*os
c
o
* l.ooE+03
o
É.

0.00E+00

0 2 3

Frequency (Hz)
4 5 6

Figure 6-9 - Effect of a leak located at 500 m from upstream boundary with Cü4L:

0.00042 m' (C¿A, /A:5.94 x l0-3).

The effect of leak parameters on the peak magnitudes of a FRF is further tested using the

following example. With the measurement and generation point located at the optimum

position for this anti-s¡rmmetric pipeline (against the downstream in-line valve), the side-

discharge valve is forced to oscillate at the frequency associated with the f,rrst harmonic

peak of the system. This frequency is given by the ratio, rrl. : ro / rrr¡¡ : 1.0. A leak of size

Cu4r:0.00014 ^' (C*4t lA: L98 x 10-3) is initially placed adjacent to the upstream

reservoir and the magnitude of the head response is measured. The leak is then shifted

slightly downstream and the response is once againmeasured. This procedure is illustrated

in Figure 6-10. The response measured from the system when the leak is progressively

shifted from the upstream to the downstream boundary is given in Figure 6-11. The

procedure is repeated for frequencies of oscillation of crr. : 3.0 and 5.0 (3.d and 5th

harmonic peaks). The position of the leak is def,rned as the dimensionless leak position, x¡*

where xl is the distance of the leak from the upstream reservoir.
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Figure 6-10 - Procedure of testing the effect of the leak position on the measured

response magnitude.

co =1.0 -- ro =3.0 ol =5.0

0 0.2 0.4 0.6 0.8

Dimensionless Leak Position, xr*

Figure 6-11 - Effect of leak position on the frequency response of the first 3

harmonic peaks.

Figure 6-11 indicates that the response at each of the harmonic peak frequencies varies

differently with the position of the leak in the system. Figure 6-11 is divided into 6 zones.

In each zone, a specific sequence of peak magnitudes is observed. For example, in zone I

the response of the first harmonic is greater than the third harmonic, which in turn is

greater than the response at the fifth harmonic. ln zone 4, the fifth harmonic is greater than

the first and both the first and the fifth harmonic responses are greater than the third

harmonic. The observation of the relative magnitudes of the peak responses in the FRF

can, therefore, lead to an approximate location of the leak. This approach is investigated in

more detail in Section 6.3.2
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A similar analysis was conducted to determine the effect of leak size on peak response in

the FRF. tn this case, a leak is positioned at the midpoint of the pipeline and the response

of each peak harmonic is plotted against size of this leak. A schematic of this procedure is

shown inFigxe 6-12.

Changing Single Frequency
Leak Size Excitation

tt----- 
-.'

\

Measurement and
Excitation Point

Figure 6-12 - Effect of leak size on the resonance peak responses.

The result of this analysis is shown in Figure 6-13 and it indicates that, unlike the effect of
the leak position on the FRF peak responses, the size of the leak results in an identical

response in the three different harmonics.
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Figure 6-13 - Effect of leak size on the frequency response of the first 3 harmonic

peaks (note all three series overlap).
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In all three cases, an increase in leak size results in a decrease in the magnitude of the

measured responses. This result indicates that the size of the leak does not affect the shape

of the pattern on the FRF and its effect is frequency independent.

The effect of a leak on the FRF can, therefore, be summarised as follows:

l. The presence of the leak imposes a pattern onto the peaks of the FRF.

2. The location of the leak determines the shape of the pattern.

3. The size of the leak determines the amplitude of the pattern.

These leak-induced effects are incorporated into leak detection procedures in the

following section.
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6.3 METHODS OF LEAK DETECTION USING THE FRF

The previous section illustrated that the presence of a leak in a pipeline changes the peaks

of the frequency response function and no additional "leak-induced frequency peaks" are

observed.. A leak causes non-uniform damping in the peaks of the FRF and the shape of
the pattern is associated with the location of a leak. The magnitude of the deviation

between the maximum and minimum values of the induced pattern is related to the size of
a leak. This section presents leak detection methods that can determine the position of a
leak from the behaviour of the frequency response function. The techniques in this section

do not require the derivation of the underlying equations governing the leak-induced

modif,rcation on the FRF. Two methods are presented:

1. Inverse resonance method-inverse regression of the measured FRF with the ouþut
from the numerical model.

2. Peak coding method-code-matching system for determining leak position from

observed relative magnitudes of the peaks.

6.3.1 lnverse method

The FRF can be used to detect and locate faults in pipelines through an inverse procedure

where the extracted FRF from the pipeline is flrtted to the output of a numerical model. As

indicated in the previous section, a leak in a single pipeline can lead to a change in the

shape of the FRF. Inverse fitting minimises the sum of the squared difference between

measured and modelled frequency response functions by varying the value of leak size

(Cúr) and leak position (x¡) in the model. This method is similar to the inverse transient

method in Liggett and Chen (1994), but the predicted response function for the system is a

unique description of the pipeline and is the same for all injected transient signals (given a

careful selection of the input variable to avoid system non-linearities, refer to Section

5.2'l). The objective function of the inverse procedure is given by the least-squares

criterion
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E =ilri - r,l'
j=r

where E is the objective function value, h¡^ and h¡ are measured and calculated amplitude

responses at the 7'th frequency, respectively and M : number of measurement points. The

minimisation algorithm used in this thesis is the shuffled complex evolution (SCE)

algorithm (Duan et al. 1993). The SCE algorithm performs a global search based on the

simplex method and does not require the use of local gradient information.

The application of the inverse method is shown for the pipeline in Figure 6-14. A leak of

Cúr :0.00014 
^t (Cu4t lA : L 98 x t0-3; is located at 1400 m from the upstream

boundary with the measurement taken at 800 m from the same boundary.

Reservoirl Head=Som 
srope=o

Pressure
transducer

+

800 m

Pipe length = 2000 m
Diameter = 0.3 m

Wave speed = 1200 ms-1

Roughnessheight=5x10

\ Leak CIAL= 1.4 x1o-4 m2

Reservoir 2 Head = 20 m

600 m

Side discharge valve + open inline valve

CV= O.OO2 m5/2s-1

600 m

-5
m

Figure 6-14 - System configuration for Figure 6-15.

The frequency response was extracted from the numerical pipeline with a side-discharge

valve located upstream of the in-line valve. The inverse resonance method was performed

using "perfect" data generated by the transfer matrix equations. The following examples

provide a brief outline of the inverse calibration procedure in the FRF. The result is shown

in Figure 6-15.

One hundred data points from the FRF were used in the inverse calculation. The starting

guess for the leak size was zero (no leaþ and the starting leak position was set at the
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midpoint of the pipe. Figure 6-15 shows that the final solution of the inverse resonance

method (achieved when the method converged to the minimum of the objective function)

corresponds to the measured results. At this final solution, the leak size was determined to

be C¿Ar:0.00014 m' (CoArlA : 1.98 x 10 3) and leak position x¡ : 1400 m.

- - x - - lnput Data Starting Guess - -o - SCE Fitting Result
6000

5000

4000

3000

2000

1 000

4 6 10
0

I20
Frequency Ratio ro* (=cr/co,n)

Figure 6-15 - Inverse calibration for the frequency response measured at a location

800 m from the upstream boundary (Data file: C6-1.txt).

This example illustrates the conventional application of inverse transient analysis, where

leak parameters can be found by fitting modelled response to measured data. The

technique can be made more resilient to contamination in the data by measuring at the

position expected to produce the maximum response in the system. From section 5.2.2,

this position is located next to the valve boundary (for an anti-symmetric system). The

inverse calibration result for the transient source with optimum location of the

measurement position (refer to Figure 6-16) is shown in Figure 6-17. Once again, at the

optimum solution the leak size and position were correctly found to be 0.00014 m2 and,

1400 m, respectively.

The above investigation has shown the potential of applying an inverse procedure for

detecting leaks using the FRF. However, this approach requires the existence of an

accurate numerical model and a good understanding of the physical characteristics of the
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pipeline along its length. This reliance on an accurate forward prediction can limit its

applicability in reality. An alternative technique is to use the relative magnitudes of the

peaks in the response function for leak detection without comparing the result to a

theoretical output.

Reservoir 1 Head = 50 m
Slope = 0

o Leak CyAL= 1.4 x 10-4 m2

1400 m

Pipe length = 2000 m
Diameter = 0.3 m

Wave speed = 1200 ms-1

Roughnessheight=5x10

Reservoir 2 Head = 2O m

600 m

Pressure transducer + side discharge valve

+ open inline valve CV = o.oo2 m5l2s-1-5
m

o 6000
P
(ú5 sooo
(n.-E.nq.
e g 4000
c
=o
= E 3000--o
R=
B b 2ooo
c
o
* 1000
Q)
É.

Figure 6-16 - System configuration for Figure 6-17.

- - x - - lnput Data Starting Guess - -o - SCE Fitting Result

4 6 10
Frequency Ratio co* (=ro/qn)

Figure 6-17 - Inverse calibration for the frequency response measured at the

optimum position in the pipeline (Data file: C6-2.txt).

0 I20

-r4t-



6.3.2 Peak sequencing method

The effect of a leak on the FRF is frequency dependent and results in uneven damping of
harmonic peaks along the frequency axis. This damping pattern is related to the position of
the leak alone and provides a new way of locating a leak based on a study of the relative

magnitudes of the peaks in the FRF. This method does not require inverse regression of
system responses to a model output, but finds the location of a leak through the matching

of rank-sequences to entries in a look-up table. To understand the operation of this

method, the FRF from two leaking pipelines of conf,rgurations given in Figure 6-18 and

Figure 6-19 arc presented in Figure 6-20 andFigure 6-2r ,respectively.

Reservoir 1 Head = 50 m

Slope = 0

. Leak C¿AL= 1.4 x 10-4 m2

'1400 m

Pipe length = 2000 m
Diameter = 0.3 m

Wave speed = 1200 ms-1

Roughnessheight=5x10

Reservoir 2 Head = 2O m

600 m

Pressure transducer + side discharge valve
+ open inline valve Cy = 9.962 ¡512"-1-5

m

Figure 6-18 - System configuration for Figure 6-20.

To use the shape of the FRF as a means of locating a leak in a system, the shape of FRF

must be summarised in a convenient format. The summary caî be achieved through

ranking the sizes of the resonant peaks in order of magnitude. For example, Figure 6-20

shows that the order of the first three resonant peaks, ranked in terms of magnitude, is [3'd,
5tn, 1"] harmonics when the leak is positioned 1400 m from the upper boundary (*r* :
0.7). h comparison, the change in the shape of the FRF when the leak is shifted to 700 m
from the upper boundary (xr*:0.35) can be seen through the change in the rank sequence

of these three peaks, which is [5th, 1", 3'd] for this case. The way in which these sequences
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can be related to the position of the leak is illustrated by Figure 6-11, which is repeated

here as Figure 6-22.

Reservoir 'l Head = 50 m

Slope = 0

Leak C¿A¡= 1.4 x 1O-4 m2\
s

700 m

Pipe length = 2000 m
Diameter = 0.3 m

Wave speed = 1200 ms-1

Roughnessheight=5x10

1300 m

8 10 12

Frequency Ratio (ro,)

Reservoir 2 Head = 20 m

Pressure transducer + side discharge valve

+ open inline valve Cv = 0.002 m5l2s-1-5
m

Figure 6-19 - System configuration for Figure 6-2L.
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Figure 6-20 - Leak at 1400 m from upstream reservoir (Data fÏle: C6-3.txt).
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Figure 6-21- Leak at700 m from upstream reservoir (Data file: c6-3.txt).
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Figure 6-22 - Effect of leak position on the frequency response of the first 3

harmonic peaks.
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In Figure 6-22,the responses of the first three harmonic peaks in the FRF with changes in

the leak position are given. The resonant peak responses are seen to intersect at five leak

positions along the pipe, dividing the system into six unequal sections. Between each pair

of intersection points is a region where the first three resonant peaks, when ranked in order

of magnitude, are arranged in a specific sequence. When a leak is present in a particular

region of the pipe, the shape of the frequency response function follows the rank-sequence

for that particular region. For example, in the case where the leak is at a position 1400 m

from the upstream reservoir the magnitudes of the peaks are ranked in order as [3'd > 5th>

1't]. From Figure 6-22, to generate this order in the peak magnitudes, the leak has to be

positioned in zone 5; thatis, 0.66< xL* <0.75. The true leak position of x¡* :0.7 (xy: 1400

m) lies in this predicted region.

The case of x¡*: 0.35 (xr:700 m) in Figure 6-21 generates peaks ranked in the [5tn, 1",

3'd] sequence and Figure 6-22 corcectly indicates that the leak is located between xL* :

0.33 and 0.5 using this sequence. The shape of a measured FRF can be matched to the

expected shapes of the function for a leak located in any particular region of a pipe and be

used as a means of locating a leak in a single pipeline. The shapes of the FRF are

represented as peak sequences and a summary of these for the first three harmonic peaks

are tabulated in Table 6- 1. The rank sequences for intersection points are shown in Table

6-1 and correspond to exact leak locations in the pipeline. Similar rank-order tables can be

generated for higher numbers of peak harmonics, resulting in a f,tner discretisation of the

pipeline and better location accuracy. For example, the use of the first six harmonic peaks

creates 32 divisions of the pipe in which a leak can be located.

The determination of the coding sequences can be performed using the transfer matrix

model where the variation in the response magnitude at each resonant peak with leak

position is determined. This procedure is described in Figure 6-10 for the generation of the

results in Figure 6-22. A similar coding table can be generated for different system

configurations (e.g. syrnmetric) using the same procedure.

The peak sequence method of leak detection does not require accurate forward modelling

of the FRF, nor does it require accurate measurement of the function magnitudes. Instead,

the procedure uses relative magnitudes between the peaks and given the effects in the pipe

are frequency independent, actual sizes of the peaks themselves are irrelevant. Once the
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table of sequences is generated, it can be used in any single pipeline of the same boundary

conhgurations to determine the presence and the position of leaks in the system. This

technique, however, can only locate a leak in a particular region of the pipeline and does

not give an exact location. The resolution of the detection is dependent upon the number

of resonance peaks used in the generation of the sequence tables. To extract more definite

information concerning the leak from the leak-induced pattern on the FRF, the analytical

expressions for the leak-induced pattem on the FRF peaks must be defined.

Table 6-1 - Peak ranking sequence and corresponding leak position. Zones are

labelled according to Figure 6-22

I h*tlh*tlh*s 0 - 0.2s

U2 h*tt(h*r=h*r) Q.2s

2 h*t)h*s)h*t 0.25 - 0.33

2t3 (h*, = h*r), h*, 0.33

J h*s)h*t)h*z 0.33 - 0.50

3/4 h*s=h*t=h*z 0.50 (also 0 or 1)

4 h*z)h*tlh*s 0.50 - 0.66

4ls h*r)h*r, (h*, 0.66

5 h*t)h*s)h*t 0.66-0.7s

s/6 (h*, = h*r), h*, 0.75

6 h*s)h*z)h*t 0.75 - I

Peak ranking Leak location range (-r¡.)Zone
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6.4 DEVELOPMENT OF AN ANALYTICAL EXPRESSION

DESCRIBING THE LEAK.INDUCED MODIFICATION ON THE

FRF PEAKS

The observed leak-induced pattern imposed onto the peaks of the FRF prompted further

investigation into the nature of this pattern. The derivation of the leak-induced

modification on the FRF is carried out using the transfer matrix equations under two

system configurations, symmetric and anti-symmetric. To isolate the effect of the leak on

the FRF, the pipeline is assumed to be frictionless with the unit matrix for a length of

intact pipeline between points n and n-rl given as (refer to Section 3.3)

The overall transfer matrix of the system, [| relates the head and discharge oscillations at

the extremities of the system (a: upstream, b: downstream) and is given in Eq. (3.52)

repeated here as Eq. $.a)

Eq. (6.a) can be solved using known boundary conditions at a and b. The overall transfer

matrix is given by the multiplication of all the unit matrices associated with each element

of the pipe (i.e. pipe sections, leaks, valves) starting from the downstream boundary. This

procedure is illustrated in Section 3.3 and more details can be found in Chaudhry (1987).

la

laigA(la
cosl -[ø a Ct)

la

û)a)
a"r[

't"I q)'
hl

lq)'*t -\nl

{î}
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6.4.1 Anti-symmetric boundary conditions

For the derivation of the leak-induced modif,rcation on the frequency response function,

f,rrst consider an arbitrary pipe bounded by a constant head reseryoir on the upstream end

and an in-line valve on thc downstream end (refer to Figule 6-23). The system is excited

by a discharge perturbation near the downstream boundary by operating a side-discharge

valve or the in-line valve. Two separate cases need to be considered under this system

configuration:

The downstream valve is closed, making the discharge perturb ation zero at the

downstream valve position.

The downstream valve throttles the flow, providing head dissipation at the downstream

boundary and allowing discharge to fluctuate in this position.

Anti-symmetric boundary with in-line valve futty ctosed

The schematic of such a situation is shown in Figure 6-23 with subscripts a, å,

corresponding to the position of the supply reservoir and the downstream dead end,

respectively.

lnline Closed Valve

a

a

Leak

Point of
Discharge
Perturbation

Pipe A Pipe B

Position a

Figure 6'23 - Illustration of the system configuration where a leak exists in the

pipeline with a closed downstream valve.

Expanding the discharge and head from Eq. (6.4) gives

cb

Qt =UnQo +Urrh" +U*

ht =UzrQo +U22ho +(J23 (6.6)

-148-



Using the upstream and downstream boundary conditions where the upstream is a fixed

head boundary and the downstream is a fixed discharge boundary,

These boundary conditions simplify Eqs. (6.5) and (6.6) to

Ir"=qu=o

o=Urr7"*U'

hu =Urrqo +U,

Combining the two equations gives

Eq. (6.10) is the general head response for a pipe bounded upstream by a reservoir with a

dead end at the downstream end. The transient source is a discharge perturbation just

upstream of the valve co-located with the pressure measurement according to the optimum

system configuration presented in Figure 5-29. The discharge perturbation and the

measured head response can be decomposed into a sum of different sinusoids and

considered individually.

For an intact length of uniform pipe between the upstream reservoir and the downstream

valve, the matrix entries of the pipe unit are given by Eq. (6.3) and the matrix defining a

unit discharge oscillation (i.e. qn*r : qn 'll, hn*r : hn , where n : upstream of the transient

source, n j-l : downstream of the transient source) is given in Eq. (5.12) and repeated here

hb U
U,,U,,

TU,, (6.10)

n+t [r o rl [ø'ì '
=lo t oll¿!

lo o tlltJ{t
(6.11)

as
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The entries of the system transfer matrix, (J, are formed by the multiplication of individual

unit matrices in the system starting from the downstream boundary (refer to Chapter 3).

Using Eqs. (6.3) and (6.11), the entries of the overall transfer matrix U for an intact pipe

system arc uzt: u3z: uz3: 0 and utz: (Jzz: l. For this situation, Eq. (6.10) becomes

At the resonance peaks, the angular frequency is defined as

where m is a positive integer (m:1,2,3...). Substitution of Eq. (6.13) into Eq. (6.12)
produces

Indicating that an intact frictionless pipeline with a downstream closed valve produces

resonance peaks of infinity. This result is shown inFigwe 6-24.

Consider the case where a leak exists in the system as shown in Figure 6-23. The entries of
the transfer matrix, U, tn Eq. (6.10) are now modified to include the leak in the system.

The hansfer matrix for the leak unit is given by (refer to section 3.3)

hb

ia . ( tat\__clnl _ |gA lo )
(6.12)

Ath =
I(2m )tw

2L
(6.13)

æht=

ta

gA
(6.14)

t; l{il

n+l
q

h

Qro

2(H,o
I

tr) (6. r s)
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Figure 6-24 - FRF from the pipeline with no losses.

Multiplication of the pipe matrices with the leak matrices is shown in detail in Appendix

A and the transfer matrix entries for the system is given by Un: l, Uz3:0 and

Expanding and simplifying give

Using the trigonometric argument sum identity,

At the harmonic peaks, Eq. (6.18) becomes

o
N

tr
o
o¡t
Ëo
CL

o
ct,
(u

o
.9,!t
çt
.E
Ëc
5
o
CI
o
Øç
o
çLoo
É,

_ , Q,, 
, 
"""( 

!og)_4"r^(!og
2(Hro-zr) \") a (a

lu@
u1

a""r[ )ta
.o.l49l -L"¡n(\" ) gA (

luØ

)l
(6.16)

,,,=l*"(T)"*[T)-,-[T),^e)].#ãä""(T)"".(T) (6.17)

,,, = *,(&P). #^A,"(T) *'(T) (6.18)
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.#Ðä'"(+*#)*"(?*#) (6.1e)

Denoting l¡ l L:x¡* and Is I L : (1 - xr-) and using cos (nl2): 0 give

Using the trigonometric product identity,

After simplifications

Finally, using the sum of arguments identity once again gives

The entry (1,1) in the overall system transfer matrix is

SubstitutingU(2,I) as shown in Appendix A and simplifying using the procedure above,

fr'^(*î-)-'(tr+--)ur, =
2 Hro- z, )

(6.20)

l,^(-#).,,"(@*-)l4(Hro- rr) gA
Q^ iaUl= (6.21)

rt Qro i"l
""- +1a^4¿¡ (-r)-*' * ri"(Þ*;"" - ^)-î(r*-tùl (6.22)

_Q^ io

4(nro-zr) gA
q- 1¡'' 

*' + sin þ,,oi r - ',i) c o "(: O ^ - 
tù - 

" 
o rþ mri n - o:S't"(; e * - t\]Utt = (6.23)

u,, = o,t* z)fik-tl 
.' + (- 1)' 

"osþ*{n - ^)l (6.24)

(-r)'*' + (-l)-*' 
ä#iãsinþman - rf,ù

la

gA
U,, (6.2s)
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Substituting the results of Eq. (6.24) and(6.25) into Eq. (6.10) gives the expression for the

peaks of the FRF in an anti-symmetric system with a closed in-line valve as

To further simply the equation, the numerator can be shown as approximately constant for

reasonable leak sizes by substituting Qtointo the orifice equation, which gives

For typical values of wave speed, leak size and driving head (i.e. wave speed in the raîge

of 1000 ms-r, head at the leak greater than 40 m and CaAr /A less than 5 x l0-3), the

imaginary part of the numerator is 0.0893 and is much smaller than 1.0. The numerator of

Eq. (6.26) can, therefore, be approximated as (-1)-*t. Usittg this approximation and taking

the absolute value, the magnitude of the head oscillation measured upstream of the closed

inline valve is

'When 
a leak exists in the system, the peaks of the FRF no longer reach infinity as shown

in Figure 6-24, bú instead oscillate in a sinusoidal-like pattem as dictated by the

denominator of Eq. (6.29). This result is shown in Figure 6-25. The system consists of a

#i^k-t)'.' + (- rf 
"o,þ**iø - ^)]

-zH
hb

(-l)-*' + (-l)-+1 la sinþmxin - ^)
(6.26)

(-l)'*t t (-1¡'+t ia

gA

åi^k-t)'.' + (- lf 
"orþ**iø -,#,)]

hb

sinþmxin - ^;)
Lo 2L)o

+(u^- zr) (6.27)

(-1)'*'+i(-l)-*r "(+)
k-t)'.' + (- lf cosþ.mxin - ú))Q,ro

I
J

2tJs Hr,-z,
hb

sinþman - r#r)

+(u 
^ - zr)

(6.28)

#ãl-"o,þ*,i"-^;)l
lr'l=

1

(6.2e)
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leak of cu4r:0.00014 ^' (cahtlA : l.9s x to 3) at xL* : 0.7 in a frictionless pipe of
2000 m. The result of Eq. (6.29) was compared to the output from the numerical model

with good agreement between the two, thus validating Eq. (6.29). Note that if the

approximation made between Eqs. (6.28) and (6.29) was violated by the size of the leak

then additional oscillatory frequency components will be present in the peak values. When

these peak values are used in the leak detection procedure (see Section 6.5), the additional

frequency components may indicate minute leaks at effoneous positions in the pipe, but

the accuracy in locating the real leak will not be compromised.

1.2E+06

1.0E+06

2.0E+05

0.0E+00

0 3

Frequency (Hz)

Figure 6-25 - Comparison between Eq. (6.29) and the transfer matrix model.

Anti-symmetric boundary with in-line valve open

A similar expression for the head response can be derived for the case where an anti-

symmetric pipeline has an open (yet loss incurring) valve at the downstream boundary.

This situation can arise when the in-line downstream valve is throttled, generating a high

impedance boundary while maintaining a flow through the pipeline. As only the boundary

condition is changed from the previous situation (Figure 6-23), the entries for the transfer

matrix, U, remain unchanged and the head response upstream of the valve is solved using

the new valve boundary condition. From Chaudhry 0987), the magnitude of the head and

discharge oscillation upstream of the valve can be related by the linearised orifice

equation,
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-æru*hu=o (6.30)

Substituting Eq. (6.30) into the expanded form of the general transfer matrix equation

relating the upstream/downstream head and discharge oscillations, Eq. (6.5) becomes

Combining this with Eq. (6.6),

For an intact pipeline Un:0, the values of the peaks in the FRF are given by

Eq. (6.33) describes the FRF peaks for an intact and frictionless length of pipeline and the

peak magnitudes are frequency independent, as is illustrated in Eq. (6.14) for the case

where the downstream valve is closed. The validity of Eq. (6.33) is shown in Figure 6-26

and the expression provides a good match to the output of the transfer matrix model. In the

case where a leak exists in the system, the entries (l,l) and (2,1) of the transfer matrix are

given by Eqs. (6.24) and (6.25), respectively. The head response is now given as

ffi=(J,,qo*(J,,
(6.31)

hb

ur, -
Qno U'

2LHro U^

U,,U,,
U,,

(6.32)

hb _2LHro
Qro

(6.33)

-L( C¡'*' + (-t)'* ' 
ia Q'o

s,4[ ' A4Ul;Ð

I

2LHro

k-t)-.' + (- lf 
"orþ**in - ^;)]

Qro ia

4(H

hb

-',.) gAØo

sinþmirn - r#r)

(6.34)
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Figure 6-26 - Comparison between analytical peak magnitudes described by Eq.

(6.33) and the transfer matrix model.
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Figure 6-27 - Comparison between analytical peak magnitudes described by Eq.

(6.35) and the transfer matrix model.
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The peaks of the FRF in a leaking pipeline oscillate in a sinusoidal like pattem as shown

in Eq. (6.35). The results agree with the transfer matrix model in Figure 6-27 validating

the form of the derived Eq. (6.35). A similar set of equations can be derived for cases

where the system boundaries are identical, giving a s¡rmmetric system.

6.4.2 Symmetric boundary

Consider the symmetric system in Figure 6-28. The transient source and measurement

point are located at the midpoint of the system. The transient source is modelled as a unit

discharge oscillation with the transfer matrix given by Eq. (6.11). As in the previous cases,

the expressions relating the head and discharge oscillations at the extremities of the system

are given by Eqs. (6.5) and (6.6).

Side Discharge Valve Leak

Pipe A Pipe B Pipe C

Position a

Figure 6-28 - System configuration used for the derivation of the leak-induced

modification on a symmetric boundary system.

By substituting the reservoir boundary conditions (hu, h":0), Eq. (6.11) is used to solve

for the discharge oscillation at the upstream boundary,

The magnitude of the head oscillation at the transient source is determined by multiplying

the upstream boundary head and discharge oscillation into the field matrix of pipe section

A as indicated in Eq. (6.3) giving

edbc

V

_U,,

U,,
4o (6.36)
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h6=h"=

ta

gA
,i"I

U,,
(6.37)

when no leak exists in the pipeline, the entries of the transfer matrix, (J, are

For a symmetric system, the resonant peaks occur at

Substituting Eq. (6.38), (6.39) and (6.40) into Eq. (6.37) gives

As in the case for an anti-symmetric system, the peaks of the FRF in an intact system are

frequency independent and all peaks are of the same value. This finding is illustrated in
Figare 6-29.

In the case where a leak exists in the system, the entries of the transfer matrix, (I, are

given by

uz,=-fr'^(#) (6.38)

(6.3e)

2 1( )na
@tl,

L
m

(6.40)

(6.41)

,irI,i"(
(tu+t")ø

a
.i"(ta lu@ I 

"(r)
agA a

U,, (6.42)
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.i"I ).(h)'#ï^*[T)[.'"(LY))
-ta (1"+tu+1.)ø

U,,
agA

(6.43)

1.2E+O6

o
El

E 1.oE+06
o
.9,
!, tt,g s= e.oe+os
CL -?

E I o.oe*os
=o
o=ct Ë ¿.oe*osEäc
o
* 2.oE+os
o
É,

0.0E+00

0 1 3

Frequency (Hz)

4 5 6

Figure 6-29 - FRF from a frictionless pipeline in a symmetric configuration.

Substituting Eq. (6.40) into Eqs. (6.a2) and (6.43) gives

Denoting l" I L: xy* and (t^+tù I L: (l-x¡*) and knowing 16+1": L I 2,

2

u',=--*(,(!P,,*-r,)).#Ð(a)'"^(l(zm-Dn)sin(lr,*-'>") (6.44)

u,, = á)' #ã,,'(lrz *- r4[""( LP,, *- r")) (6.4s)

u,,=-ä(-1)'*' .#ãá)'
)r'*

,-( 1*
--x,2u

sin(açz*-D")-r)n

u,t = (À' #ãsin(açz*- 
r¡zþin(r - ú\z* - Do))

(6.46)

(6.47)
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Using the trigonometric product identity,

simplifying F,q. $.a\ using the trigonometric argument sum identity gives

Substituting Eqs.(6.48) and (6.50) into Eq. (6.37) gives the head response ar the transicnt

source,

As (aQyùl(4gA(Hys- zr) <<I, the expression is simplified to

and the magnitude of the head oscillation at the midpoint of the pipeline is

u z, = -fi{-,t'.' + #?;j[å)'[."{t; za)rz^-',4) (6.48)

-( 
o \' Q,n=là1#Ðk-')"'*u2 .o.(z"l -r\zm-t¡n ) (6.4e)

#ãk-t)- +(-t)'*'' 
"or(+n 

*i-z*ifl (6.s0)

I + l_l),*r , iQroa 
,- \ -/ 

4(H ro - "r)gA
-za)rz*-r))

k- t)' + (-t)'*'' 
"or(+*na - 

z*i))
ht=

1

2-.([

Qro

+(u 
^ - zr)

(6.s1)

k-t)- + (-1)'*'' 
"os(+n 

ri -z*in))+(nro-zr)

I

Qro
hu=

(6.s2)

lnÀ=
(t- 

"o'(+nn*i -z*in))+(n 
^ - zr)

I
Qro (6.s3)
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Eq. (6.53) indicates that the presence of a leak introduces a sinusoidal component to the

harmonic peak magnitudes. Due to the s¡rmmetry of the system, the same equation applies

for a leak located at the other side of the transient source. Eq. (6.53) is a good match to the

transfer matrix model (refer to Figure 6-30).

o
ct)
(5
E(,
o
ît .t

N

=trCL .=

o

=.ú
oãcLË

o
ócLç
o
CLoo
É.

1.0E+05

9.0E+04

8.0E+04

7.0E+04

6.0E+04

5.0E+04

4.0E+04

3.0E+04

2.08+04

1.0E+04

0.0E+00

o Analytical Expression

-Transfer 
Matrix

?? ?? ?? 1?

? ? ? ?

0 2 4 I 10 12

Figure 6-30 - Comparison between analytical peak magnitudes described by Eq.

(6.53) and the transfer matrix model.

This section shows the analytical expressions describing the peaks of the FRF under anti-

symmetric and syrnmetric system conf,rgurations. In all cases, the peak magnitudes in the

FRF from an intact pipe are frequency independent and constant. In the case where a leak

exists in the system, the peaks of the FRF are frequency-dependent, given by Eq. (6.29),

(6.35) and (6.53) for different boundary conditions. The next section illustrates how this

oscillation can be used to determine the location and the size of the leak.

6

Frequency (Hz)
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6.5 ANALYTICAL TECHNIQUE OF LEAK DETECTION

The effects of a leak on the FRF from an anti-s¡rmmetric system with a closed downstream

valve, an anti-symmetric system with a throttled downstream valve and a symmetric

system are repeated here as Eq. (6.54), (6.55) and (6.56), respectively.

Using a generic cosine function in /, the form of the function is

where I is the amplitude of the oscillation, B is its frequency in units of Ilt and, C is the

starting phase of the oscillation at t :0. The derived equations [Eqs. (6.54), (6.55) and

(6.56)] have oscillatory terms of a frequency-given as the coefficient to m, where m is

the peak number in the FRF (e.g. first, second, third peak)-equal to xy, (the

dimensionless leak position) for the anti-s¡rmmetric cases and. 2 x¡* for the symmetric

case. The oscillation frequency is measured in terms of 'þer peak interval", Ilm. Tle
phase of the oscillatory function ,, ¡íÇnì lor the anti-symmetric c4-se and ry!2nrrl fqr

the symmetric case. The value of the phase takes into account the phase shift (+æ)

generated by the negative sign in front of the cosine terms in Eqs. (6.54), (6.55) and

(6.56). For all cases, the amplitude of the oscillation it ero I 4(H1-s - zy).

lr'l=
I

Q,,
[t- "o'þ*{" - ^;)]+(n 

^ - zr)
(6.s4)

lr,l=
2LHvo

1

QroØo + ft- "o'þ**i" - ^;)l+(n ro - zr)
(ó.ss)

(6.s6)

fQ = Acos(2rBt - c) (6.s7)
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The extraction of this oscillatory function and determination of its frequency, phase and

amplitude can lead to the correct location and size of a leak. However, as the frequency of

this oscillation is the dimensionless leak positior, xL*, which can range between 0 to 1.0 (0

: upstream boundary, 1 : downstream boundary), the problem of frequency aliasing must

be discussed.

6.5.1 Aliasing of leak-induced oscillations

While Eqs. (6.5a), (6.55) and (6.56) indicate that the peaks of the FRF varies sinusoidally,

the actual manifestation of this sinusoid suffers distortions from aliasing where the

frequency and phase of an oscillation are changed by the discrete sampling process. Given

a certain sampling frequency, there is a finite limit to the highest frequency that can be

detected in the data. This limit is the frequency of oscillation that completes a full period

in the space of three adjacent data points and is equal to half the sampling frequency. This

result is the sampling tlteorem, illustrated in Figure 6-31. For a given sampling frequency,

Figure 6-31(a) illustrates this highest frequency, known as the Nyquist frequency. Any

oscillation with a frequency higher than the Nyquist frequency is not detected and is

aliased to a lower frequency oscillation as shown in Figure 6-31(b) and (c).

The relationship between the frequency of the original and aliased signals is given in

Ambardar (1999) as

where @usjsnatand a¡ signal âr€ the distorted and the original signal frequencies, respectively

and arno is the Nyquist frequency, equal to half the sampling frequency. Eq. (6.58) is

derived for the case where , @nq 1 ú)siepar < 2@nc and for this situation. The phase of the

original signal undergoes a reversal after aliasing,

olig*t-)au-o,íg,ot (6.s8)

-QngrotQi,,,, (6.se)
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Response

Magnitude Measured Data
Points

m

(a)

Oscillation at
Nyquist Frequency

(b)

Oscillation faster
than Nyquist
Frequency

(c)

Down aliased Signal
Note: Phase Reversal

Figure 6-31 - An illustration of the sampling theorem for an oscillation taking place

between three consecutive peak values and the effect of aliasing on high-frequency

oscillations.

The continuous cosine functions in Eqs. (6.54), (6.55) and (6.56) are represented in the

FRF by a series of discrete points spaced according to the fundamental frequency of the

system. The observed oscillatory pattern is sampled with a frequency of 1.0, that is, one

sample per peak number, m. The corresponding Nyquist frequency is 0.5, the highest

detectable frequency in the peak values.

Eqs. (6.54), (6.55) and (6.56), show that the frequency of oscillation is xy* lor anti-

symmetric systems and 2 x¡* for symmetric systems. The dimensionless leak positio rr, xL* ,
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caffies a value between 0 (upstream boundary) and 1 (downstream boundary). In the

symmetric system, a leak-induced oscillation at xL* :0. 15 looks identical to one located at

xL*:0.85 and the range of considered leak positions is limited to 0 < x¡* < 0.5 for this

case

Within this range of possible oscillation frequencies, if an oscillation has a frequency

greater than 0.5 (Nyquist frequency), the original signal is aliased to a lower frequency in

the range of 0 and 0.5, given by Eq. (6.58). For example, an oscillation frequency of 0.85

will appear in the data as an oscillation at frequencgl- 0.85:0.15. As the oscillation

frequency is directly related to the leak position, x¡*, the physical interpretation of this

effect is that any observed frequency of oscillation is associated to a number different leak

positions, some associated with an oscillation frequency below the Nyquist frequency and

others above. The phase of the oscillation is used to determine whether the signal has

undergone aliasing.

From Eq. (6.59) and Figure 6-31, a signal of a frequency in the range of arnn { úo.is,,ul (

2ønrwdergoes phase reversal at aliasing and can be used to indicate whether the original

signal was oscillating with a frequency higher than the Nyquist frequency. Figve 6-32

illustrates the phase of the leak-induced oscillation for all possible leak positions. For

example,-if the oscillation frequency exceeds 0.5, the phase of the oscillation changes

from æfnxt* to -çn+n*t*; fo, an anti-symmetric system. The phase of a non-aliased signal

(frequency < 0.5) is in the 3'd quadrant of the unit circle (ru to 1.5æ) and for an aliased

signal (frequency > 0.5) it is in the I't quadrant (0 to 0.5rc)

This result can be used to divide the unit circle into two zones, distinguishing aliased

signals from non-aliased signals. As a typical phase spectrum for an oscillation has sharp

discontinuities, the zones in Figure 6-32 are extended to account for possible effors in the

phase prediction. Each zone is translated to a region in the pipe where the leak is located.

These regions are shown in Figure 6-33.

In an anti-symmetric system the leak-induced oscillations have these properties:

1. The frequency of the leak-induced damping pattern equals x¡* for x¡* < 0.5 or 1- x¡*

for x¡* > 0.5
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2. The phase of the leak-induced damping pattern equals +7r (1+ xy*) and, the phase is

located in zone I when x¡* < 0.5 and in zone II when x¡* > 0.5.

3 ' The amplitude of the leak-induced damping pattern equals ero I (4 (Hro - "r))

Zone I

rr<Q< n+0.5n
0.0 < xL* < 0.5 Asymmetric
0.0 < xL* < 0.25 Symmetric

n

1.5n n +O.5nlo 2n
0.5 < xL* < 1.0 Asymmetric
0.25 < xL* < 0.5 Symmetric

Zone ll

0<Q<0.5æ

Zone ll

0.5 - xL*

Zone ll

+

I o.u,,

Figure 6-32 - Phase diagram of the different leak positions.

- 0.25n

-'fi,

T

x¡XL

0.5 - xL*

Zone I

XL

Symmetri<

Anti-symmetr

+

1-*L

Figure 6-33 - Phase zones to identify leak location.

Phase
Reversal

Zone I

Zone ll
(Aliased

0.75n
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For the symmetric system configuration:

1 . The frequency of the leak-induced damping pattern equals 2 xr* for xL* < 0.25 and 1-

2 xy* for 0.5 > x¡* > 0.25. Due to the symmetry of the system, for x¡* > 0.5, the results

would be identical to that of x¡* : | - xr .

2. The phase of the leak-induced damping pattern equals +ru (1+ 2 xr*) and the phase is

located in zone I when xL* < 0.25,xr* > 0.75 and in zone II when 0.25 < xr* < 0.75.

3. The amplitude of the leak-induced damping pattern equals Qro I (4 (Ht-o - zù)

The sinusoidal function is imposed on the denominator of Eqs. (6.54), (6.55) and (6.56)

and for an accurate extraction of the leak-induced oscillation, the peak magnitudes must be

inverted.

6.5.2 Proposed leak detection method

The proposed analytical method of leak detection is as follows

1. Extract the FRF from the pipeline as described in Chapter 5.

2. Select the peaks of the FRF and invert the peak magnitudes.

3. Extract the frequency. content of the inverted peak magnitudes and determine whether

dominant oscillations exist in the data; if so, a leak is present in the pipe. The method

for extracting frequency components from peak data may vary and can involve a

Fourier transform of the data. An alternative method of dominant frequency extraction

is presented later in the thesis.

4. Determine the frequency of the dominant oscillation, od.isnut, which provides a number

of different possible leak positions as shown in Table 6-2 for both anti-symmetric and

symmetric boundaries.

5. Determine whether the phase of the oscillation is in Zone I or Zone II of Figure 6-33.

6. Reduce the number of possible leak locations to one for the anti-s¡rmmetric case and

two for the symmetric case (at mirrored positions as illustrated in Figure 6-33). The

predicted leak locations for each different boundary conf,rguration are shown in Table

6-3.
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l - Once the location of the leak is determined, the steady state (initial) head at the leak,

Hvs, cãî be approximated assuming a linear hydraulic grade line between the system

boundaries. As the amplitude of the oscillation is equal to em l4(HL0 - zy), the

discharge out of the leak can be calculated and the lumped leak parameter found using

the orifice equation,

Table 6-2 - Possible leak positions using the frequency of the oscillation alone.

Table 6-3 - Possible leak positions using both phase and frequency of the oscillation.

(6.60)

I x¡-* : luÙdsi*u1l2
1 Ít*: ú)dsign"l

2 )tr*:l-ú)dg;rnu¡/2

J x¡" : (1-rodsir""¡)/ 2
2 x¡* : l-lÐdg;*u¡

4 ¡r-: 1-(l-cods¡souù/ 2

Possible leak positions

(anti-symmetric)

Possible leak positions

(symmetric)

I x¡': {Ddg¡rnu¡/ 2
I X¡ ú)dsignut

2 xr' :7 - @os¡"n¿/ 2

Possible leak positions

(anti-symmetric)

Possible leak positions

(symmetric)

x¡*: (1-ods¡nn,,¡)/ 2

¡r-* : 1-( l-crtd5¡*nn¡)/ 2

2
J

4
,vL* : I -{t)dsig,,nr

ZoneI

ZoneII
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6.6 NUMERICAL VALIDATION

The method of leak detection proposed in the previous section is validated numerically

using the simulation pipeline influenced by steady friction. Leaks occurring in both types

of system configurations (anti-symmetric and syrnmetric) are investigated using the

transfer matrix model. For illustrative purposes, the oscillatory components in the inverted

peak magnitudes are extracted using a Fourier transform of a large number of data points

(4096). This number of data points provides a clear indication of the spectral content of

the peak variations.

The validity of the leak detection procedure for the anti-symmetric boundary is illustrated

in this example. A leak of a C¿Ar: 1.4 x 10-4 ^' (C¿,4t lA: Ll8 x 10-3) is placed at a

distance l5l|7 m from the upstream reservoir (x¡* : 0.767) in the anti-symmetric

numerical pipeline. The downstream valve is initially closed and remains closed during

the transient event. The transient source and the measurement transducer are located next

to the closed downstream valve (refer to Figure 6-34). The FRF from the system is shown

in Figure 6-35. A distinctive periodic oscillation in the peak values is observed, indicating

a leak in the system.

Reservoir '1 Head = 50 m

Slope = 0

o Leak CdAt= 1.4 x 10-4 m2

1511 .7 m

Pipe length = 2000 m
Diameter = 0.3 m

Wave speed = 1200 ms-1

Roughnessheight=5x10

Reservoir 2 Head = 20 m

488.3 m

Pressure transducer +_gid_e discharge

. valve, + open inline vâlve Cy = 0.002

m5/2s-1

-5
m

Figure 6-34 - System configuration for numerical validation of the first anti-

symmetric system.
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Figure 6-35 - FRF of the pipeline containing a leak at xL* : 0.7559.

Extracting the peak magnitudes and inverting the values gives the result shown in Figure

6-36 and the inverted peak values are Fourier transformed to produce the spectral content

in Figure 6-37.

5.0E-05

4.5E-05

4.0E-05

3.5E-05

3.0E-05

2.5E-05

2.0E-05

1.5E-05

1.0E-05

5.0E-06

0.0E+00

o

o
tt,
ott
=

ED ru"rt'Ê

e&r! l!o
CL

tto
l-
o

i ,l

\ \ V U \
I I r I I t

20 25 30

Peak Number, rn

051015 35 40 45 50

Figure 6-,36 - Inverted peak magnitudes of the FRF of Figure 6-35.
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Figure 6-37 - Spectral content of Figure 6-36, showing a dominant leak-induced

frequency that is associated with two possible leak positions.

Figure 6-37 shows that the inverted peak magnitudes in the FRF oscillate at a single

frequency coffesponding to llm : 0.2441. From the previous section, this oscillation

frequency is associated with two leak positions, one in ZoneI of the pipe and one in Zone

II. The two possible leak positions are in Figure 6-37 . The phase of the oscillation is used

to determine the correct position. The phase spectrum of the oscillation is in Figure 6-38

with the section corresponding to the oscillation frequency expanded in Figure 6-39. At

the frequency of oscillation, the phase is equal to 0.161, placing the leak in Zone II

according to Figure 6-33. The predicted leak position is xL* : 0.756 and corresponds to

the true position.
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From the spectral content of the inverted peak magnitudes, the amplitude of the leak-

induced oscillation is 2.192 x 10-s mttt. Given the static condition, the head at the leak is

approximately equal to the head at the upstream reservoir. Using Hro : 50 m and the

amplitude of the leak oscillation as Qrol(4Hro - zr) with ZL: 0, the discharge out of the

leak is 4.384 x 10 3 m3s-t. Substituting this value into Eq. (6.60) gives the lumped leak

parameter, Cu4r, as 1.40 x 10-4 ^'(C*4tlA: L98 x l0-3) and is the correct size of the

leak.
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Figure 6-38 - Phase spectrum of Figure 6-36.
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Figure 6-39 - Expanded phase spectrum from Figure 6-3g.

Further tests were conducted with this system configuration and a summary of the results

is shown in Figure 6-40 with the final leak size and position in Table 6-4. Alltests indicate

the validity of the technique for both leak sizing and position estimations. Similar tests

were performed for the case where the downstream valve is opened (cv : 0.002 -t,,.-t).
Due to the high losses associated with this in-line valve, the system still behaves as an
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anti-symmetric system. The results are in Figure 6-41 and Table 6-5. Again the technique

was able to detect, locate and size the leak. The size of the leak was determined for each

case based on a calculated steady Hyatthe predicted leak position for the system assuming

no leak exists. As this Ë1r is slightly different to the actual head at the leak, this

discrepancy is carried through to the prediction of the leak size.
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Figure 6-40 - Spectrum of inverted peak oscillations for different leak positions in a

static anti-symmetric system.

Table 6-4 - Summary of leak detection in a static anti-symmetric system.

Table 6-5 - Summary of leak detection in a flowing anti-symmetric system.

Phase = 1.224
Freq =

Freq = ¡.366
Phase = -1.991

Case 1

Case 2

Case 3

- 
xL* = 0.610

- 
xL. = 0.366

- - xL*=0.122

Cu4r:1.40 x 10* Ca4r:1.40 x 10*1 xr' :0.610 xI--:0.610

xy'--0.366 xr-:0.366 Cu4r:1.40 x 10* Cx4t:1.40 x 10+2

J xr-:0)22 xr" :0.122 Cu4r:1.40 x l0+ Cu4r:1.40 x l0*

Case

Number

True Lcak

Position

Predicted Leak

Position

Predicted Leak

Size

True Leak Size

xr" :0.122 Cu4r:0.7 x l0* Cu4r:0.71 x l0+1 xr-:0)22

2 xr':0.244 xt-:0.244 Cu4r:1.40 x lOa Cu4r:1.40 x l0-
Cu4r-- 1.40 x l0* Cu4r:1.41x l0*J xL":0'829 xt':0.829

Case

Number

True Leak

Position

Predicted Leak

Position

Predicted Leak

Size

True Leak Size
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Figure 6'41- Spectrum of inverted peak oscillations for different leak positions in a

flowing anti-symmetric system.

The validation of the technique under s¡rmmetric boundary conditions was conducted on

the same numerical pipeline with the configuration in Figure 6-42. A leak of size Cu4r:
I.4 x l\a m' (C*4t /A : 1.98 x l0-3) is located af xL* : 0.634 (126g m from upstream

boundary). The FRF for this situation is in Figure 6-43. The peaks of the FRF are inverted

(Figure 6-44) and Fourier transformed to give the spectral content shown in Figure 6-45.

Unlike the anti-s5rmmetric case, the single frequency of oscillation determined from the

spectrum provided four possible leak positions and the phase was once again used to

naffow the selection.

The phase spectrum of the data is shown in Figure 6-46 with the phase of the oscillation

equal to 0.817, indicating that the leak is in zone II. Its position is x¡* : 0.366, or 0.634

and the second solution corresponds to the true position of x¡* :0.634. The size of the

leak can be estimated using the same procedure as before. The magnitude of the frequency

spike in Figure 6-45 is 2.806 x l0-5 -ts-t. Approximating the HGL between the two

reservoirs as a straight line, the head , Hry , at the correct leak position is 31.0 m.

Substituting this result into Eq. (6.60) gives the leak parameter as l.4l x 104 m2, which

corresponds to the true leak size, CaAr: 1.40 x 10+ m2 (C¿Ar lA: I.9gx t0 3).

Freq = 9.629
= 0.537

Case 3- 
xL* = 0.122

- 
xL* = 0.244

- - xL.=0.829

Case2

Phase = -2.758

Case'l
= 0.122
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Reservoir 1 Head = 50 m

1000 m

Pipe length = 2000 m
Diameter = 0.3 m

Wave speed = 1200 ms-1

Roughnessheight=5x10

Pressure transducer
+ side discharge valve

-5

Slope = 0

Leak C¿A¡= 1.4 x 1O-4 m2

Reservoir 2 Head = 20 m

732 m

4

\
+

268 m

m

Figure 6-42 - System configuration for the numerical symmetric validation.
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Figure 6-44 - Variation of the inverted peak magnitudes in the FRF of Figure 6-43.
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Figure 6-46 - Phase spectrum of inverted peak oscillations for symmetric system.
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Figure 6-47 - Examples of leak detection in the symmetric system.

The results indicate that for each case the analytical technique of leak detection in the

s¡rmmetric case is able to provide two possible locations of the leak with one being the

correct solution and the other located at the mirror position of the f,rrst solution. Given that

Frequency = 0.488
Phase = -1.601

xt* = 0.244, C6A. = 1.4 
" 

1O-+

xt* = 0.122, C6A. = 1.4 * 1O-+

xr. = 0.366, C6A. = 7.6" 1O-s

FrequencY = 0.244
Phase = -2.375

Frequency = 0.268
Phase = 0.841
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the optimum positioning of the measurement station and the transient source is at the

centre of the pipeline for a s¡rmmetric system, the true leak position cannot be identiliecl.

This is an intrinsic problem with the symmetric boundary condition.

This section has provided numerical valiclation of the proposed anal¡ical leak detection

technique and was tested under symmetric and anti-symmetric system boundary

conditions. The following section investigates the use of the FRF for leak detection in a
physical pipeline.

Table 6-6 - Summary of leak detection in the symmetric system.

I xr':0.244 xr' :0.244 or 0.756 CsLr:1.40 x 104 CÁr: l.4l x l0+
2 xr':0.122 xr" :0]22 or 0.878 Cu4r:1.40 x 10+ Cu4r: l.4l x 10+

J xy-:0.366 xr' :0.366 or 0.634 Cu4r:0.70 x l0+ CÁr:0.71 x 104

Case

Nurnbcr

True Leak

Position

Predicted Leak

Position

Predicted Leak

Size

True Lcak Size
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6.7 APPLICATION OF THE ANALYTICAL LEAK DETECTION

TECHNIQUE IN A PHYSICAL SYSTEM

In the previous sections, three techniques were proposed for the detection of leaks using

the FRF. Each of the proposed techniques was validated numerically and can detect and

locate leaks in various system configurations. For the remainder of the chapter, the

analyticalmethod of leak detection forms the focus of investigation. The advantage of this

approach is that the leak can be located exactly without the need for an accurate

simulation model. Traditional transient leak detection based on inverse methods requires

knowledge of system parameters such as friction factors and valve loss coefficients.

Figure 5-57 shows that current numerical models are unable to accurately predict the

frequency response function from a laboratory system. The analytical technique proposed

here only requires the accurate extraction of the periodic oscillation in the peaks of the

FRF. The base line about which this oscillation takes place (given by the absolute

magnitude of the FRF) is irrelevant. Later in the thesis, the analytical method is extended

to detect and locate multiple leaks in a pipeline. This ability is beyond the scope of the

peak sequencing method and cannot be replicated using the inverse FRF technique without

an accurate numerical model.

This section investigates how other physical phenomena in a pipeline can affect the shape

of the FRF from a leaking pipeline. From Chapter 5, the FRF from the laboratory is

affected by a number of factors. These factors include distortion caused by frequency-

dependent friction and input signal bandwidth.

6.7.1 Effect of unsteady friction effects on the leak-induced oscillation

The effect of steady and unsteady friction on the FRF is illustrated in Section 5.2.4. While

the effect of steady friction is to decrease the magnitude of the peaks in the FRF

uniformly, unsteady friction induces a trend in the peak magnitudes, causing the resonant

peaks to attenuate with frequency. The effect of unsteady friction on the peaks of the FRF

for a leaking anti-symmetric system is shown in Figure 6-48 and is compared with the
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case when there is no unsteady friction. The leak is located âÍ xy* : 0.g2g in the numerical

pipeline under an anti-symmetric configuration (refer to Figure 6-49).
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Figure 6'48 - rnvestigation into the effect of unsteady friction.
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Pipe length = 2000 m
Diameter = 0.3 m

Wave speed = 1200 ms-1
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342 m

Pressure transducer + side dis
+ open inline valve Cy = 0.002-5

m

Figure 6-49 - System confÏguration for investigation into unsteady friction effects on

the leak-induced modification on the FRF.
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The Vardy and Brown (1995) unsteady friction model was used and was incorporated into

the transfer matrix equations. The details of the unsteady friction model are given in

Chapter 3, Section 3.4. The inverted peak magnitudes for both cases are shown in Figure

6-50 and the spectrums of the two data are in Figure 6-51.

- Steady Friction

- 
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Figure 6-50 - Comparison of the inverted peak magnitudes for a leaking pipeline

with and without unsteady friction.
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The effect of unsteady friction is superimposed on the original leak-induced oscillation

such that the oscillation follows the trend of decay in the peaks of the FRF. For the

unsteady friction data series, the slow trend in the data results in contamination by

spurious magnitudes at the low frequencies. This trend must be considered during the

extraction of the leak position from the FRF and a procedure for doing so is presented later

in the thesis.

6.7.2 Effect of signal bandwidth

As mentioned in Chapter 5, the physical extraction of the FRF depends on the frequency

content of the input signal. Low energy frequencies in the input signal can be dissipated in

the system or masked in the output by background noise. This finding has a major effect

on the leak detection technique as it places an upper limit to the number of peaks in the

FRF that can be observed. The full FRF from the experimental system with the transient

generated by a hand closure of the in-line valve is shown in Figure 6-52. The accuracy of
the FRF deteriorates with high frequency and only the initial peaks are free from

contamination. The point where the deterioration begins is dependent on the duration and

the magnitude of the input transient signal and can be identified from the spectrum of the

input.

Two devices were used in the generation of the FRF from the experimental pipeline: the

manual operation of an in-line ball valve and a solenoid-actuated side-discharge valve.

The input spectrums from both devices are shown in Figure 5-44 and, Figure 5-46,

respectively. The figures indicate that the operation of the solenoid valve produces an

input that has energy distributed at higher frequencies when compared to the spectrum

generated by the hand closure. The bandwidth of each input signal is defined in this study

as the point where the frequency magnitude falls below SYo of its maximum value, giving

the upper limit as 300 Hz for the solenoid generated signal and 120 Hz for the manual

operation of the inJine valve. Setting the signal bandwidth at the 5Yo level is not meant to

be the standard for all systems and for situations with different levels of background noise

this value may need to be adjusted. It is up to the operator's discretion to decide on a cut-

off frequency beyond which the FRF is distorted beyond any practical value.
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Figure 6-52 - FRF from the experimental pipeline showing the effect of bandwidth.

The finite frequency content of the input signal means that there is a limit as to the number

of peaks in the FRF available for the leak detection procedure. Given that the fundamental

frequency ís 17.7 Hz in the symmetric experimental pipe and 8.8 Hz for the anti-

symmetric pipe, the number of useable peaks in the FRF for each generating device and

system configuration is summarised in Table 6-7.

Table 6-7 - Number of peaks for leak detection in the laboratory.

6.7.3 Effect of pipeline irregularities

Section 5.3.2 shows that discrepancies exist between the predicted FRF and the derived

FRF from the pipeline. These discrepancies are noted in the time domain as a small

distortion of the original transient shape from the expected behaviour as the transient

evolves (refer to Chapter 5, Section 5.3.2, Figure 5-56). The comparison between the
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Frequency (Hz)
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NAManual 7
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experimental and theoretical FRF for the leaking experimental system is shown in Figure

6-53.
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Figure 6-53 - comparison between model and experimental FRF for a leak

symmetric system.

The FRF from the experimental pipeline conforms to the theoretical FRF at the low
amplitude portions of the function. Deviations occur, however, at the large magnitude

resonant peaks (..g. 3'o and 6th harmonic peaks). This result suggests that an energy loss-
governed by the size of the response (i.e. larger the response, greater the loss)-exists in
the pipeline. The amplitude of any peak oscillation pattern is affected by this loss

mechanism and its effect cannot be assumed as constant across all frequencies. possible

variations in the oscillation amplitude must be taken into account in the extraction of the

leak-induced pattern.

6.7.4 Final leak detection procedure

For accurate frequency and phase extraction of the leak-induced oscillation, the issues of
bandwidth limitation and frequency-dependent behaviour described above are taken into

account. The number of useful peaks in the FRF is limited by the bandwidth of the

injected signal. Using the manual in-line valve closure as an example, Table 6-7 indicates

that a maximum of 7 peaks can be used for the leak detection process. The traditional fast
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Fourier transform (FFT) of a set of data containing a series of Nresonant peaks in the FRF

generates frequency data at the following intervals:

The frequency for this case is measured in terms of "per peak interval", llm. A FFT

performed on 7 peak data points creates a coarse spectrum that can locate a leak within

143% of the total pipe length and is only acceptable as an initial estimate. In addition, the

presence of frequency-dependent effects (e.g. unsteady friction) produces systematic

distortions in the leak-induced sinusoid that prevents the direct application of the Fourier

transform (refer to Figure 6-5 1).

Systematic distortions in the leak-induced oscillation can occur in two forms

l. Trend distortion of resonant peak magnitudes-where the mean of the leak-induced

oscillation shifts with frequency. Figure 6-54 illustrates trend distortion where the

mean of the oscillation increases nonlinearly. This type of distortion is shown in

Figure 6-50 for the effect of unsteady friction.
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Figure 6-54 - Trend distortion effects on the peak oscillations as a result of unsteady

friction.
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2. Scale distortion of oscillation magnitudes-where the amplitude of the leak-

induced oscillation changes with frequency. The effect of this type of distortion is

illustrated in Figure 6-55.
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Figure 6-55 - scale distortion effects on the peak oscillations.

To provide an accurate and flexible leak-induced oscillation extraction procedure, both of
these possible distortion effects are considered. As all conventional signal processing

algorithms operate upon undistorted sinusoidal signals, a customised procedure is required

for situations where systematic scale and trend distortions exist in the data. A least-squares

regression of a scale- and trend-corrected sinusoid to the inverted peak magnitudes allow
accurate decomposition of the dominant oscillation frequency while taking into account

the trend and scaling of frequency-dependent effects. This approach is an improvement to
the conventional Fourier transform, which assumes the frequencies in the data as constant

amplitude oscillations about a constant value. The fitting function is of the form

where X, are the fitted parameters and m is the resonant peak number. In particular, the

parameters X2 and X3 aß the frequency and phase of the oscillation and are used to

-Scale 
D¡storted Oscillation

- 
Undistorted Signal

E(n) = j-r*,cos(2nmX, - Xr)+T(m)s(m) I (6.62)
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determine the location of a leak. The parameter Xr is the amplitude of the oscillation. The

functions T and S are the trend- and scale-correction functions, respectively. The form of

the scale- and trend-correction function must be flexible to include a wide range of

possible distortions on the FRF peaks.

As illustrated in Figure 6-50, systematic trend distortion is predominantly the result of

unsteady friction effects (Vítkovskj' et a1.,2003b). It is valid, therefore, to base the form

of the trend correction function in Eq. (6.63) on the effect of unsteady friction on the FRF.

Figure 6-56 shows the effect of unsteady friction on the inverted peaks of the FRF for both

laminar and turbulent flow. The Reynolds numbers for the flows are 30 and 44,900

respectively. This trend in the peaks of the FRF may be approximated as a power law

function of the form

and provides a good match with the unsteady friction behaviour in Figure 6-56.
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Figure 6-56 - The comparison between the trend correction function for laminar and

turbulent flow cases.

Unlike trend distortion, the presence of systematic scale distortions in the oscillation

cannot be attributed to a single phenomenon in a pipeline. The extent of this distortion is

T(m)= Xo**' -l Xuml X, (6.63)

""' Trend Function

-Transfer 
Matrix Model - Laminar

Transfer Matrix Model - Turbulent

-r87-



dependent on the nature of the system under consideration. In the experimental pipeline,

scale distortions are evident. To allow for all possible magnitudes of this distortion, the

scale correction is given as a generic power logarithmic function,

Similar polynomial and power-law functions were investigated and were found to have

similar leak location accuracies to Eq. (6.63) when incorporated into the fitting function of
Eq. (6.62).

The minimisation algorithm selected for least-squares regression is the shuffled complex
evolution (SCE) algorithm (Duan et al., L993) and is used to fit Eq. (6.62) to the inverted

peaks magnitudes.

The detailed procedure for detecting and locating leaks using the FRF is as follows:

1. Extract of the pipeline FRF as described in Section 5.3.

2. Isolate peak responses from the FRF and invert the responses.

3. Use the SCE to perform least-squares regression of Eq. (6.63) on the inverted peak

responses.

4. Find the dominant frequency and phase of the oscillation.

5. Determine whether a leak exists in the system. To increase confidence of the leak

detection result, a leak is "detected" in the system when at least 1.5 periods of the

oscillation exist in the data. This guideline prevents spurious fluctuations being

detected as true oscillations. However, this safeguard causes low frequency

oscillations in the data to be rejected as possible leak candidates and places a limitation
on the region of the pipe where leaks can be determined. The feasible regions for both
anti-symmetric and sSrmmetric boundaries are shown in Figure 6-57 and, Figure 6-5g,

respectively.

The size of undetectable zones, labelled r¡*, where xD* : xD I L js related to the number

of observable peaks, np,by Eq. (6.65) for an anti-symmetric boundary condition as

s(m) = x.\rr(m))x' + xrc +l (6.64\
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and Eq. (6.66) for a symmetric system
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Figure 6-57 - Feasible region for anti-symmetric boundaries.
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Figure 6-58 - Feasible region for symmetric boundaries.

The xo* for the laboratory system is 0.094 for transients generated by the solenoid

valve and 0.214 for in-line valve closures. The size of xp* will decrease for larger

systems with a lower fundamental frequency.

6. Once a leak is detected in a system, use the frequency and phase of the oscillation to

determine the location of the leak according to Section 6.5.2.

For a signal of finite bandwidth, the number of available peaks can be low compared to

the number of fitted parameters. The accuracy of the fitted parameters is ascertained

t<-->
2^Dxp

I

, 0.75
^D-

hu
(6.66)

V

V
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through parameter variance, where a small value indicates that the parameter is well

determined. The parameter variance is found from the diagonal entries of the covariance

matrix formed in the regression process (Vítkovskjr, 2001). In this thesis, least-squares

regression and parameter variances are calculated using a program developed by Kuczera

(1994), called "NLFIT". The variance for each case is converted to a standard deviation

value to give conf,rdence limits for the leak position.

Due to the possible low number of data points, the search space was divided into

subsections, and the least squares fit for each subsection is found. The best solution out of
these is the optimum solution for the entire search space. The search space is divided

based on the parameter, X2, the oscillation frequency. A search is conducted in each of the

5 possible ranges for X2, with bounds for X2 set as between 0 to 0.1 for the first section,

0.1 to 0.2 for the next and so forth up to the maximum of 0.5. The bounds for the phase of
the oscillation (X3) are set between -n to -rn while all other parameters are unbounded for

each of these runs.

As the scaling effect on the leak-induced oscillation cannot be separated from the

oscillation amplitude (X), an accurate estimation of leak size is not possible. This problem

means that any prediction of the size of a leak using the analytical amplitude of leak-

induced oscillation would be conservative at best. For this reason, the remainder of this

thesis focuses on the prediction of leak position in a pipeline.
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6.8 EXPERI MENTAL VALI DATION

A program of experimental tests was conducted in the Robin Hydraulics Laboratory at the

University of Adelaide to validate the proposed analytical leak detection technique. The

program consists of tests conducted using different transient-generating sources. As

mentioned previously, two transient-generating devices were used, the sharp closure of an

in-line downstream ball valve and the sharp closure / pulse perturbation of a side-

discharge solenoid valve. A summary of the tests is shown in Table 6-8. A selection of

these tests is presented in this section; the full set of results can be found in the CD-ROM

attached to this dissertation.

Table 6-8 - Summary of test configurations.

The leaks are simulated by free discharging orifices and are connected to the pipeline as

pictured in Chapter 4. The sizes of leaks range from 1 mm to 1.5 mm diameter orifices,

with a Cuhrll corresponding to 1.69 x l0-3 and4.ll x l0-3 (Caar: 0.65 x 10-6, 1.6 x l0-
u m', respectively). These sizes of the leak are comparable to those used in the numerical

examples of Section 6.6. The experimental results using the actuation of side-discharge

ball valves are presented first followed by the results generated using in-line valve

closures.

0.751 C6-L1Anti-Symmetric 1.5 mm

C6-L2Anti-Symmetric 1.5 mm 0.179

0.7s 1 C6-L3Anti-Symmetric 1.0 mm

C6-IAAnti-Symmetric 1.0 mm 0.t79

0.t79 C6-L5

Solenoid Valve

Symmetric 1.5 mm

C6-L6Anti-Symmetric 1.5 mm 0.750

0.750 C6-L7
Inline Valve

Anti-Symmetric 1.0 mm

Boundary

Configuration

Leak Size (orilice

diameter, mm)

Leak position (x¡.

= xt.l L\
Test NameTransient Source
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6.8'1 Validation of leak detection technique using a side-discharge solenoid

actuated valve

To generate a transient using the side-discharge solenoid valve, the valve was either

perturbed in a pulse pattem (closed-open-closed) or shut from a fully opened position. For

the following test, the in-line valve at the downstream end of the pipe is shut, creating an

anti-symmetric system. The solenoid valve is placed 0.16 m upstream of this closed

boundary with the transient being measured at this point (refer to Figure 6-59).

Reservoir 1 Head = 39.7 m

Slope = 1V:18.5H

Reservoir 2 Head = 20 m

37.2 85 m

Pipe length = 37 .525 m (Valve to reservoir = 0.0gm)
Diameter = 0.0221 m

Wave speed = 1328 ms-1

0.16 d1l

-3
Roughness height = 1.5 x 10 mm

Figure 6-59 - Laboratory confïguration for anti-symmetric no-leak test.

The transient trace and the FRF for the intact (no leak) pipeline were shown in Section 5.3

and are repeated here as Figure 6-60 and Figure 6-61. The FRF for the intact pipeline

contains peaks at odd multiples of the fundamental frequency. The magnitudes of the

peaks attenuate with frequency with no clear periodic oscillation. In comparison, consider

the case where a 1.0 mm diameter leak (c¿a¡,/ A: r.o9 x t0-3) is at x¡* : 0.751 (9.39 m

upstream of the in-line valve) as shown in Figure 6-62. The transient trace is in Figure

6-63. Figure 6-64 shows the FRF for this situation and its form is different from the leak-

free case of Figure 6-61. The magnitude of the peaks of the FRF in the leaking pipeline is

lower than those of the intact system and the peaks have a periodic pattern. No additional

frequency peaks arc generated for the leaking FRF as predicted by Jönsson and Larson

Pressure transducer +
side discharge valve
(transient source) +
lnline valve fully closed
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(1992), Covas and Ramos (1999) and Mpesha et al. (2001, 2002). Each of the peak

magnitudes in the FRF from the leaking pipe were extracted, inverted and plotted in

Figure 6-65. The peaks are labelled in the two figures and the leak-induced periodic

pattern is shown in Figure 6-65.
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Figure 6-60 - Experimental transient trace for anti-symmetric system with no leak.
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Reservoir 1 Head = 37.2 m

Slope = 1V:18.5H

Leak 1.0 mm diameter\

Reservoir 2 Head = 20 m

28 055 m

9.23 m
ml

Pipe length = 37.525 m (Valve to reservoir = 0.08m)
Diameter = 0.0221 m Pressure transducer +

Wave speed = 1328 ms-1 side discharge valve

Roushness heisht = 1.b x 10-3 mm Íi,ffi';j,i:ït,ir?å",

Figure 6-62 - System configuration for the anti-symmetric leaking test with a 1.0 mm
(Cúr I A:1.69 x 10 -3) leak at xr* :0.751.
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Figure 6-63 - Transient signal for the anti-symmetric leaking test with a 1.0 mm
(Cu4r/ A:1.69 x 10 -3) leak at xr* : 0.751(Data file: C6-L3.txt).

The frequency and phase of the periodic oscillation was extracted (Figure 6-65) using the

least-squares regression procedure. The dominant frequency and phase of the signal was

0.242 and0.594, respectively. The resultant oscillation is shown in Figure 6-65. The phase

result (0.594) places the leak in zone lI (-nl4 < 0 < 3n14, rcfer to Figure 6-33) and is
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located 9.06 m upstream of the closed valve (*t* : 0.753). The parameter standard

deviation for the leak position is * 0.22 m (standard deviation of x¡* as 0.006). For a

normal distribution , the 95o/o conflrdence interval is set as twice this standard deviation and

the error range is + 0.44 m. The true leak position of 9.39 m upstream of the valve lies

within this predicted range of 9.06 t 0.44 m upstream of the closed valve.
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Figure 6-64 - FRF for the anti-symmetric leaking test with a 1.0 mm

(Cúr / A:1.69 x t0 -3¡ leak at xr* :0.751.
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Figure 6-65 - Dominant frequency and phase extraction for the anti-symmetric

leaking test with a 1.0 mm (Cúy / A :1.69 x 10 -3¡ leak at xL* :0.751.
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The regression process provides a single frequency decomposition of the data set and

extracts the dominant leak oscillation frequency and phase from the FRF peaks. This
procedure should not be confused with conventional inverse transient analysis where a
good match in Figure 6-65 is indicative of a good leak location procedure. Instead, the

procedure-where distorted oscillations can be found-should be considered as an

alternative to a Fourier decomposition of the data. The presence of non-periodic noise is

ignored in this search for the dominant frequency and provides the procedure with a

degree of noise tolerance.

For the second leak example, a 1.5 mm diameter leak was placed 6.695 m downstream of
the reservoit (xv* : 0.179). The configuration of the system and the transient trace are

shown in Figure 6-66, Figure 6-67, respectively. To illustrate the prominence of the leak-

induced modification on this signal, the leak-reflected signal is circled in Figure 6-68. The

nature of this reflection is similar to other head variations in the signal and is not clearly

defined.

Reservoir I Head = 40.2 m

\ Leak 1.5 mm diameter

30.59 m

Slope = '1V:18.5H

Reservoir 2 Head = 2O m

0.16 rl

6.695 m

Pipe length = 37.525 m (Valve to reservoir = 0 OBm)
Diameter = 0.0221 m

Wave speed = 1328 ms-1

Roughness height = 1.5 x 10-3 mm

Pressure transducer +
side discharge valve
(transient source) +
lnline valve fully closed

Figure 6-66 - Laboratory confïguration for the anti-symmetric leaking test with a 1.5

mm (C¿Ar I A: 4.17 x 10 3) leak at xr* :0.179.

The FRF for this leaking system is in Figure 6-69 and the inverted peak magnitudes are

shown in Figure 6-70 along with the least-squares regression result. The resultant FRF has

a distinctive periodic pattern in the peak magnitudes.
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Figure 6-67 - Transient signal for the anti-symmetric leaking test with a 1.5 mm

(Cu4r I A: 4.17 x 10 -3¡ leak at xy* :0.179 (Data file: C6-L2.txt).
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Figure 6-68 - Expanded transient signal for the anti-symmetric leaking test with a

1.5 mm (Ca4r I A: 4.17 x 10 -3¡ leak at xr* :0.179 (Data file: C6-L2.txt).

The dominant oscillation frequency is x¡* : 0.185 with a standard deviation of 0.007 and a
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atxL*:0.185 + 0.014 (g5% confidence range), coffesponding to a distance of 6.927 +

0.524 m from the upstream reservoir. The true leak location of 6.695 m from the upstream

boundary lies within the predicted range.
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Figure 6-69 - FRF for the anti-symmetric leaking test with a 1.5 mm

(Cúr / A : 4.17 x t0 -3¡ leak at xr* : 0.179.
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Figure 6-70 - Dominant frequency and phase extraction for the anti-symmetric

leaking test with a 1.5 mm (C*4r I A: 4.17 x l0 -3) leak at xr* : 0.179.
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The same procedure was carried out for the leak-free system in Figure 6-59 with the FRF

shown previously as Figure 6-61. The result is in Figure 6-ll. Although no clear

oscillations can be seen, the SCE routine fitted a weak oscillation of a low frequency to

the data to account for the small variation in peak magnitudes. However, as the oscillation

did not repeat 1.5 times in the data set, this fit is rejected as a spurious result according to

Section 6.7.4 A sunmary of all the leak detection tests for the anti-symmetric system

configuration is shown in Table 6-9. The data of the results not shown in the body of the

thesis are included in the attached CD-ROM. In all cases, the technique correctly locates

the leak in the system.
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Figure 6-71- Dominant frequency and phase extraction for the no-leak case in the

anti-symmetric system using the solenoid valve as generator.

Table 6-9 - Results for anti-symmetric test with solenoid generator.

a Experimental

-SCE Results

Weak oscillation of less than 1.5 period

found in leak-free data and is rejected

tr

tr
tr

0.173 0.01 -2.80 0.046 xr':0.1730.207% Leak at xr^ :0.179

xr":0.7580.207% Leak at xt-' :0.751 0.242 0.006 0.s94 0.306

0.465% Leak at xr- :0.751 0.244 0.008 0.215 0.419 xr':0.756

0.007 -2.40 0.334 xI-':O.1850.465% Leak at xr- : 0.I7 9 0.1 85

No Leak 0.091 1.0 -1.86 6.283 xr-- : NA

Predicted

Frequency

mean stdev

Predicted Leak

Location

Test Configuration Predicted Phase

mean stdev
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A number of tests were conducted in the system under a symmetric boundary

configuration. The in-line valves in the system were fully opened and the boundary heads

were set as 36.5 m and 37.0 m. The flow velocity was 0.5 ms l, giving a Reynolds number

of 11,000. A side-discharge valve located close to the midpoint of the system generated

the transient. The test has a 1.5 mm diameter (Cu4r/ A:4.17 x 10-3) leak 6.695m from

the upstream reservoir boundary (refer to Figure 6-72).

Reservoir 1 Head = 37.0 m Slope = 1V:18.5H

\ Leak 1.5 mm diameter

6695m

Pressure transducer +

side discharge valve+ (transient source)

18.82 m

Reservoir 2Head = 36.5 m

12.01 m

Pipe length = 37.525 m (Valve to reservoir = 0.08m)
Diameter = 0.0221 m

Wave speed = 1328 ms-1
-J

Roughness height = 1.5 x 10 mm

Figure 6-72 - Laboratory configuration for symmetric leaking test with 1.5 mm

(Cu4r/ A : 4.17 x 10 3) leak at xr* : 0.179.

The transient is generated using pulse perturbation of the solenoid valve and the resultant

transient as measured at the transient source is shown in Figure 6-73. The FRF of the

system is in Figure 6-74. As for the previous leak examples, the peaks of the FRF vary

periodically, indicating that a leak exists somewhere in the pipe. The result of the

dominant frequency extraction is in Figure 6-75. The resultant dominant frequency was

found to be l/m: 0.358 + 0.06 at the 95o/o confidence level (parameter standard deviation
:0.03). This frequency of oscillation indicates that a leak can be located at four possible

positions in this symmetric system; rL* : 0.I7g,0.321,0.679 or 0.821 (corresponding to

rL*: ú)'sisnut I 2, (l-(.1,s¡enut) I 2, (l-o'siæul) I 2 and,l - tÐ's¡gnu1/ 2,rcfer to Table 6-3), all

with a confidence range of +0.03. The phase of the oscillation was - 2.07 ruds and.

according to Figure 6-33 places the leak in zone I of the pipeline. The leak is predicted at

6.695 + 0.112 m from the upstream reservoir and is at the true leak position.
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The transient in this case was generated by a pulse perfurbation of the valve and not a ful1

closure as illustrated in the anti-symmetric cases previously. This difference has little

effect on the accuracy of the resultant leak positioning and follows the hnding given in

Chapter 5-that is, the FRF within the bandwidth of the injected signal is a property of the

system itself and is unaffected by the shape of the injected transient.

Time (s)

Figure 6-73 - Transient trace for the symmetric leaking test with a 1.5 mm (CyAL/ A

: 4.17 x 10 -) leak at xr* : 0.179 (Data file: C6-L5.txt).
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Figure 6-74 - FRF for the symmetric leaking test with a 1.5 mm

(CvAL / A : 4.17 x 10 -3¡ leak at xr* : 0.179.
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Figure 6-75 - I)ominant frequency and phase extraction for the symmetric leaking

test with a 1.5 mm (CvAL/ A: 4.17 x 10 -3) leak at xr* :0.179.

Due to the low number of data points in the symmetric case, the regression procedure

operates on an underdetermined system where the number of parameters is more than the

number of available data points. To confirm the validity of the extracted dominant

oscillation, two parameters, X5 and X7 [refer to Eq. (6.62)], are removed from the

regression process, reducing the number of fitted parameters to eight. The value of Xs is

fixed as 0.5 (the result found in Figure 6-56 for the laminar flow case) and,X7 is fixed as

0.396 x 10-7 (the mean of the data)..The original fittedvalues forX5andXt are 0.16 and

0.207 x 10-ll, respectively. The extracted dominant frequency for this situation is 0.344 +

0.0140 and is comparable to the fitting using the full ten parameters. For situations where

a sufficient number of data points are available, removal of any parameter from the

regression is not advised as it places a limitation on the types of scale and trend distortion

that the procedure can consider.

The leak detection procedure is repeated for a no-leak system and the FRF is in Figure

6-76. The dominant frequency extraction from the inverted peaks of this FRF gives a

trivial solution of x¡* : 0.5 (the Nyquist frequency) and no leak was detected in the

system. The summary for the symmetric system is in Table 6-10.
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Figure 6-76 - FRF for symmetric system with no leak using solenoid valve as

generator.

Table 6-10 - Results for symmetric tests with solenoid generator.

6.8.2 Validation using in-line valve closures

The validation of the leak detection procedure continues with cases in which the transient

is generated using an in-line valve. While the bandwidth of such signals is lower than that

generated by solenoid valves, this type of transient can be readily generated in a system

and has practícal advantages. Three experimental tests are presented in this section; they

consist of two leak tests and one leak-free test (shown previously in Chapter 5). The leaks

are located 9.38 m from the generating valve, giving a)cL* :0.75 (refer to Figure 6-77).

The two leaks are of dimensionless leak sizes Cu4r/ A:4.17 x 10-3 and 1.69 x 10-3,

respectively (1.5 mm and 1.0 mm diameter leaks). The initial Reynolds numbers for the

two situations are 3,924 and, 3,148, corresponding to discharges of 6.86 x 10-5 and

I

I I I

1.5 mm Leak at x¡-" : 0.I79 0.358 0.03 -2.07 1.03 xr':0'179

0.500 t.s7 xr-:NANo Leak

Predicted

Frequency

mean stdev

Predicted

Phase

mean stdev

Predicted Leak

Location

Test Configuration
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5.50 x 10-5 m3s-r. The leak-free test has a Re¡molds number of 3719 with a base flow of
6.53 x 10-5 m3s l. The boundary heads are set close to 26 m with differentials shown in

Figure 6-77 . The time series data for the three tests are shown in Figure 6-78, Figure 6-j9
and Figure 6-80 for leak-free, 1.5 mm leak and 1.0 mm leak tests, respectively.

Reservoir 1 Head = 26.6 m
(no leak), 26.4 m (1.5 mm
leak),26.7 m (1mm leak)

Slope = 1V:18.5H

\

28.02 m

1.5 2

Reservoir 2Head = 26.5 m
(no leak), 26.3 m (1.5 mm
leak), 26.6 m (1 mm leak)

+

0.275 m

Pressure transducer

lnline valve initially fully
open close for transient

g. 11 il

Pipe length = 37.525 m (Valve to reservoir = 0.07m)
Diameter = 0.0221 m

Wave speed = '1328 ms-1

Roughness height = 1.5 x 10-3 mm

Figure 6-77 - System configuration for the in-line valve leak detection tests.
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Figure 6'78 - Inline manual valve closure in the leak-free laboratory system.
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Figure 6-79 - Transient trace for the inline valve closure leaking test with a 1.5 mm

(Cu4r I A: 4.17 x t0 -3¡ leak at xL* :0.75 (Data file: C6-L6.txt).
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Figure 6-80 - Transient trace for the in-line valve closure leaking test with a 1.0 mm

(Cúr I A:1.69 x t0 -3) leak at xr-* : 0.75 (Data file: C6-L7.txt).

For all three tests, the in-line valve was initially fully opened then slammed shut manually.

This type of transient was used in previous leak detection publications and can be

generated in all existing pipelines without the need for specialised equipment.
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Following the procedure for FRF, extraction gives the FRF's in Figure 6-81, Figure 6-82

and Figure 6-83.
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Figure 6-81 - FRF from a non-leaking pipeline generated by the manual closure of

the in-line valve.
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Figure 6-82 - FRF from experimental pipeline with a 1.5 mm leak

(Cd,4L/A: 4.17 x 10-3, xr* : 0.75) using in-line valve closure.

The leak results in the damping of the original FRF and the suppression pattern appears to

be periodic, indicating that a leak is present in the pipe. As the size of the leak increase

0 100
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from I mm to 1.5 mm, there was a corresponding decrease in the magnitude of the peaks

of the FRF.
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Figure 6-83 - FRF from experimental pipeline with a 1.0 mm leak

(Cdr4L/A:1.69 X 10-3, xl* : 0.75) using in-line valve closure.

The least-squares regression of Eq. (6.63) to the data points are shown in Figure 6-84 and,

Figure 6-85 for the 1.5 mm and 1.0 mm leak, respectively. The results show a good match

between the function and the data points and are summarised in Table 6-11. The final

prediction of the leak locations for the leaking cases are xL* : 0.754 + 0.026 and, 0.146 +

0.008 for the I mm and 1.5 mm leaks, respectively; both are satisfactory estimates of the

true leak position of x¡* : 0.751. The same procedure was performed on the intact

pipeline. The dominant frequency from the no-leak FRF is atrivial solution of xL* :0.5,

indicating that the system is leak free.

Table 6-11- Summary for Experimental Tests.

0.246 0.004 0.571 0.12 xr*:O.754I mmLeak atxt':9.75

xr':0.7461.5 mm Leakatn-- :0.75 0.254 0.013 0.772 0.418

No Leak 0.50 1.57 xr":NA

Predicted

Frequency

mean Error

Predicted

Phase

mean error

Predicted Leak

Location

Test Configuration
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Figure 6-84 - nominant frequency and phase extraction for leak size

Cúr/A: 4.17 x 10-3 (1.5 mm) when inline valve closure is used.
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Figure 6-85 - Dominant frequency and phase extraction for reak size

Cúr/A:1.69 x 10-3 (1 mm) when inline valve closure is used.

This section has shown a series of experimental tests for both in-line valve closure and the

perturbation of a solenoid-actuated side-discharge valve. These tests (in combination with

Section 6.6) provide a comprehensive conf,rrmation of the leak-induced modif,rcation on

the FRF and the leak detection procedure.

a Experimental
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6.9 EXTENSION TO MULTIPLE LEAK DETECTION

Following the procedure for a single leak, an equivalent expression for the effect of

multiple leaks in the pipe is derived.

For an anti-symmetric system where the boundary valve is fully closed, the expression for

the response measured at the upstream face of the valve, fru¡u", is given previously in Eq.

(6.10) and repeated here as Eq. (6.67),

The individual entries for the transfer matrix, U, are given in Appendix A for two leaks in

the system. Substitution of these entries into Eq. (6.67) and simplifying the expression in a

similar procedure to the single leak case give the response as

where nleqk denotes the number of leaks. When the valve is throttled, the expression for

the response at the upstream face of the valve, ft6, becomes

Substituting the entries of the transfer matrix in Appendix A and simplifying give

r- - 
UrrUr, , r,rtralr"- 

Uu -"rt (6.67)

(t- "o'þ**i, - ^i))4(H,o-zr),I

Qro,
(6.68)

U

U,,U,,
U,,

huot 
" = Qro U,

2NIvo U^

(6.6e)

(-"orþ*n*î, - ^î,)).h
nleakI

1=l

Qro,

1r,",""1
4(H ro - "r),

(6.70)
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Similarly, in a symmetric system, the response at the midpoint of the system, h^, is

Substituting the entries of the transfer matrix when two leaks exist in the system, the

expression becomes

From each equation, each leak generates its own oscillation frequency on the peaks and

the final result is a linear summation all these oscillations. As described in the single leak

derivations, the equations are bounded by the approximation that the sum of (Qys a) I
(4(Hvs-zv) g A) over all leaks is small. The detection and location of individual leaks in a
pipeline depends on accurate extraction of the oscillation associated with each leak as

shown in the following numerical and experimental examples.

6.9.1 Numerical validation of multiple leak detection

Three leaks of different sizes(CdAt-:2.8 x l0-7,1.4 x 10-7, l.4x 10-6 m2¡arc located at

different positions along the 2000 m length simulation pipeline (xr* : 0.244,0.427,0.641).

Unsteady friction and other frequency-dependent effects are negligible in the system. The

boundaries of the pipeline are configured anti-symmetrically with the downstream valve

open (Cv : 0.002 -t"t-t). The configuration of the system is shown in Figure 6-86. The

FRF was generated using the transfer matrix model. The spectrum of peak magnitudes is

shown in Figure 6-87. Three distinct spikes appear in the spectrum, each corresponding to

a leak. The properties of the three spikes and the corresponding leaks are shown in Table

6-12' The positions for each of the three leaks are acc;r$ately determined using the

procedure.

yrrr(,-g)u^.
gA lo )zr

U,,
h^ (6.71)

(t- 
"o"(+rn*;, -z^ï,))

nleakI I
1=l

Qro,

ltr,l- 4(H ,o - z, 6.72
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Reservoir 1 Head = 50 m

Leak C¿A¿ = 2.8 x 10-7 m2
\

s Leak C¿At= 1.4 x 10-7 m2

Slope = 0

Reservoir 2 Head = 20 m

\ Leak C¿At= 1.4 x 10-6 m2

488 m

366 m

Pipe length = 2000 m
Diameter=03m
Wave speed = 1200 ms-l

Roughnessheight=5x10

718 m

Pressure transducer + side discharge
valve + open inline valve CV= 0.002

m5/2s-1

428 m

-5
m

Figure 6-86 - System confÏguration for the numerical validation of multiple leak

detection.
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Figure 6-87 - Spectrum of peak magnitudes when three leaks exists in the pipeline.

Table 6-12 - Comparison of prediction accuracy of multiple leaks.

Cp4r:2.801 x 10-'I xy-:0.244 xr-:0.244 C*4r:2.8 x 10 /

xr" :0.427 xr' :0.427 c*4r: 7.4 x l0-' Cu4r: 7.402 x l0 '2

a
J xr' :0.641 xy':0.641 CuLt-:1.4 x l0-" C*4r:1.400 x 10-"
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6.9.2 Experimental validation of multiple leak detection

Two leaks were placed in the laboratory pipe with the downstream valve fully closed. The

leaks have Cu4r/ A:4.17 x 10-3 (1.5 mm) and were located at xL* :0.179 and 0.751

(refer to Figure 6-88). The resulting transient trace from the pulse operation of the

solenoid valve is shown in Figure 6-89. The FRF of the system derived from this trace is

in Figure 6-90.

Reservoir 1 Head = 40.3 m

Slope = 1V:18,5H
\ Leak 1.5 mm diameter

\ Leak 'l .5 mm diameter

Reservoir 2 Head = 20 m

6. @5

21 36

9.23 m 0.16 m

Pipe length = 37 525 m (Valve to reservoir = 0 OBm)
Diameter = 0.0221 m

Wave speed = 1328 ms-1
-J

Roughness height = 1.5 x 10 mm

Figure 6-88 - System configuration for the experimental multiple leak detection.

To extract the oscillation frequencies and phases from the peaks of the FRF, the original

fitting function in Eq. (6.63) is expanded for the two leak case,

where xn,t2l3 are new parameters for the additional leak in the system. The forms of the

scaling and trend functions remain the same for the multiple leak case. The result of fitting

the function to the data is in Figure 6-9I and the leak detection result is summarised in
Table 6-13. The data show two dominant oscillations, one with a frequency of 0.185 and

the other with a frequency of 0.243. The standard deviations for these frequencies are

Pressure transducer +

side discharge valve
(transient source) +
lnline valve fully closed

frx, cos(2nmx, - X r) + X, cos(2nmX,, - X rr)]+ r @)E(m) -_x1

s(m) (6.73)
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0.024 and 0.014, respectively. The phase for the 0.185 frequency is -2.11, placing the leak

in Zone I of the system. The first leak is predicted at xL* : 0.185 + 0.048 (at 95%

confidence). The phase for the second frequency is 0.071 and the corresponding leak

position is r¡* : 0.757 + 0.028. The predicted positions for the leaks are close to the true

positions of x¡* : 0.179 and 0.751.
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Figure 6-89 - Transient trace from a multiple leak situation in the laboratory

pipeline (Data file: C6-L8.txt).

3.0E+06

2.5E+06

o
ct)
t!
IJ
tt,

ït u,

=FCL -?
Ê,

eo
=rEJ0
o=
CLË
ár(t)õo.
o
CL
an
o
É.

2 0E+06

+06

+06

5E

OE

5 0E+05

0 50 100 200

Figure 6-90 - FRF for the multiple leak situation.
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Figure 6-91- Dominant frequency and phase extraction for the multiple leak case.

Table 6-13 - Summary of results for the experimentat multiple leaks test.

The fitting function for multiple leaks can be applied for situations where only a single

leak exists. This application is illustrated using experimental data from an anti-s¡rmmetric

system with a single leak at xL* :0.751. The result from the fitting using Eq. (6.73) is

shown in Figure 6-92 and summarised in Table 6-14. In this case, only one non-trivial

solution was found, corresponding to the correct location of the leak.

Table 6-14 - summary of multiple leak detection with single leak data.

D

a Experimental 
-SCE Result

Leak I 0.1 8s 0.024 -2.11 1.44 -xr.'-0' 185Leak I atxt-:9.179

Leak2 at xt. : 9]51 Leak2 0.243 0.014 0.071 0.7s4 xy":O.757

Predicted Frequency

mean stdev

Predicted Phase

mean stdev

Predicted

Location

Test Configuration

Leak I 0.500 NALeakatxr*:0.751

Leak2 0.244 0.201(ZoneII) xy-:0.756

Test ConfÌguration Predicted Frequency predicted phase Predicted

Location
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Figure 6-92 - Result of the multiple leak search on a single leak data for anti-

symmetric leaking test with 1.5 mm (Cu4r I A : 4.17 x 10 3) leak at xr-* : 0.751.

This section illustrates how the technique can be used to find multiple leaks. The method

is able to determine the location of each leak accurately in numerical and experimental

investigations.
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6.10 EXTENSION INTO DIFFERENT MEASUREMENT POSITIONS

The proposed leak detection method requires specific configurations of the transient

measurement point and the transient source. While this is possible under a controlled

laboratory system, the availability of access points for insertion of pressure transducers in

a field pipeline can become a limiting factor. This section describes a correction procedure

that overcomes this problem. In this procedure, the transient-generating source is assumed

to be located at the correct position, whereas the measurement station is placed a distance

away from the source. While devices for generating a transient event can often be found at

the extremity of a system (e.g. an inJine valve), the location of an access port for the

insertion of a pressure transducer adjacent to this device is often problematic.

The use of multiple measurement points can overcome the disadvantages of the

measurement being located away from the optimum point. The results from two

measurement positions can be combined and used to determine the head and discharge

oscillation at the optimum position. The two measurement points should preferably be

close together so that the section of pipe between the points can be verified as leak-free.

The schematic for this situation is shown in Figure 6-93. The transient event is measured

at each of the transducer locations and the corresponding response function determined for

each.

The relationship bounding the head and discharge oscillations positions n and, nrl in
Figure 6-93 is

where, f is the transfer matrix for pipe length "a." Expanding the bottom row and

ltl'.
Tri

r;,

I

(6.74)

r;r

h,*t -T;zlx,0=tn (6.7s)

rearrangmg glve
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Pipeline continues
-\ts\\s\ss J¡¿¡sfe¡{en+2

ITransducer
+

I u",u" boundary
¡ (optimum position
I for transducer)
I

Transducer
+

I

ü

Pipe a

Pipe b

Position n Position n+1 Position n+2

Figure 6-93 - Schematic for the measurement position transfer in an anti-symmetric

system with transient generated by in-line valve.

Expanding the top row and substituting Eq. (6.75) for q,, give

Consider now the transfer between positions n-ll and nr2

where, f : the transfer matrix for the pipe length between the second measurement point

to the perturbation valve. The FRF at the optimum position, hn*2, is given by

h,*t -T;h, +r;h,Q,*t = Ttl r; (6.76)

q

h]'.' 
= 

[
\u,

r!,
(6.77)

rr!, h r*th,*z = T]rQ,*, t (ó.78)

Substitutin gBq. (6.7 6) for qn+1 gives
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hA-T;2h,
r;,

+T,ih, +T:2h,nrrlhn r:,+2 (6.7e)

The entries of both f and, f canbe determined from the entries of the transfer matrix for

an intact length of pipeline. Using Eq. (6.79) the FRF at the optimum position can be

found from two non-optimum measurement points.

The validity of the procedure is illustrated in the following example generated using the

transfer matrix model with no unsteady friction. The transient is generated by the

perturbation of the boundary valve. The FRF of the 2000 m long pipe is calculated using

measurements from two different pressure transducers located 60 m þosition "n" in
Figure 6-93) and 50 m (position "nr_l" in Figure 6-93) upstream of the valve. The

optimum response location is the upstream face of the valve, position "ît2" in Figure

6-93. The original pressure responses are measured at both transducers and are shown in

Figure 6-94.
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Figure 6-94 - The FRF from different measurement positions.

Combining these two responses rn Eq.(6.79), the corrected response is compared to the

true response at the valve in Figure 6-95. From the result, the scheme has accurately

transferred the original response to the optimum position at the valve.
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This scheme can be used in all cases where the pressure transducer is placed away from

the optimum point, regardless of the nature of the transient-generating device (i.e. in-line

or side-discharge valve). Although Figure 6-93 shows the FRF upstream of the in-line

valve, the procedure can be applied to find the FRF at any point in the system given that

two different measurement stations are available and the length of pipe between the

transducers and the point of interest is intact.

0 0.5 't.5

Frequency (Hz)

Figure 6-95 - Results of the FRF from single pipeline when the original FRFs from

each measurement point are combined in Eq. (6.79) (the results overlap perfectly).

This procedure assumes the transient generator is located at the optimum position. [n

situations where this is not the case, a procedure for correcting the resultant FRF to give

the FRF at the optimum configuration is not available. The system response function in

the time domain-the impulse response function-is required for these cases (refer to

Chapter 7).
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6.11 EXTRACTION OF RESPONSE FUNCTION FOR PIPE

SEGMENTS CONTAINED IN COMPLEX NETWORKS

The proposed leak detection method relies on the existence of well-defined boundaries at

each end of a pipeline with the excitation valve at one end and a reservoir at the other.

However, pipelines often contain multiple pipe sections or exist in complex networks. In

such cases, the network is divided into pipe segments and the FRD for each individual

pipe is determined.

To illustrate this procedure, consider the section of a pipeline network shown in Figure

6-96

Closed Valve

lmagrnary R€s€rvotr

I Pipe A

\
L

Figure 6-96 - rllustration of network analysis using the proposed procedure.

The network is a combination of individual single pipelines that can be partially separated

from the main network by closing a single valve at one boundary of the pipe section. In
Figure 6-96 only the indicated valve is closed. The closure of this valve defines a system

boundary for the pipeline labelled "4" and a perturbation injected adjacent to the closed

valve generates the transient signal needed for the analysis. The resultant transient trace

from the injection of a pressure pulse at this position consists of the initial input pressure

pulsation followed by possible reflections from pipe "4" .rp to a time of 2Lla seconds

after which dispersed reflections from the rest of the network contaminate the trace.

To extract only the information related to the pipe "4", the initial length of data (t : 0 to t
:2Lla) can be extrapolated to produce a synthetic signal that oscillates at the fundamental

period of the pipe section by assuming a reservoir at the far boundary as shown in Figure

Closed Valve

\ Ppe¡
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6-96. As the period of an anti-synmetric pipe is 4Lla, the original 2Lla section of data

needs to be extended to cover the complete period of the transient. An approximate

reconstruction of the second half of the period for a reservoir boundary reflection is given

by the inverted (upside down) version of the first 2Lla section of data, which is then

attached to the end of the original section to produce the full period. This full period is

then duplicated repeatedly until the number of data points needed for the desired

resolution in the Fourier domain is reached. The reconstructed transient signal is analysed

using the conventional procedure to produce the system response for this pipeline section.

This procedure is illustrated using the following numerical example. A leaking pipeline of

length 2000m and intemal diameter 0.3 is embedded in a complex network as shown in

Figure 6-96. The configuration of the pipeline section is shown in Figure 6-97.

Remainder of Network

o Leak CdAt= 1.4 x 1O-4 m2

Reservoir 2 Head = 20 m

+

1400 m

Pipe length = 2000 m
Diameter = 0.3 m

600 m

Wave speed = 1200 ms-1 Pressure transducer + side discharge valve

-Ã (transient source) + closed inline valve
Roughness heiqht = 5 x 10 " m

Figure 6-97 - Configuration of pipeline section.

To extract the FRF for this pipe section, the in-line valve is closed at one end to produce a

def,rnable boundary. A leak is located 600 m from the in-line valve with C¿Ar I A :

1.98x10-3. A transient is generated by perturbing a side-discharge valve located adjacent

to the closed valve (duration of pulse perturbation:6.66 x 10-3 s). The transient trace is

generated by the method of characteristics model with a discretisation of 500 and a

computational time step of 3.33 x 10 3 seconds. The system is modelled as a single

pipeline with randomly placed retlections after the time : 2Lla to simulate the response

from the remainder of the pipeline network. The positions and sizes of these network

reflections (hence the nature of the network itself) play no part in this analysis and were
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created strictly for illustrative purposes. The resultant transient signal from the arbitrary

network is shown in Figure 6-98.

Time (s)

Figure 6-98 - Typical numerical results from an arbitrary network shown in Figure

6-96

Extrapolating the first2Lla of the transient signal gives the trace of Figure 6-99 (extended

into Figure 6-100) with the FRF in Figure 6-101. The resultant FRF has peaks at the odd

multiples of the pipe fundamental frequency and the magnitudes of the peaks oscillate in a
periodic pattern. The FRF of the same pipeline existing as a single pipeline (bounded by a
reservoir on the upstream and a valve on the downstream) is shown in Figure 6-102.

Comparison between the two results indicates that the extension of the first half period of
the original signal from a network produces peaks in the FRF that vary in the same pattern

as the FRF from the independent pipeline. This procedure can modify the network trace

into a form that approximates a transient signal propagating between two well-defined

boundaries, thus allowing the direct application of the leak detection procedures derived in
this chapter. In addition, this procedure does not require the full isolation of the pipeline

from the remaining network and supply can be maintained for the offtakes along the pipe.
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Figure 6-99 - Extension of the first half period data in Figure 6-97.
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Figure 6-100 - Synthetically extended data for the extraction of the pipe FRF.
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Figure 6-101 - Approximate FRF of pipeline using half-period extension procedure.
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Figure 6-102 - FRF of the pipetine existing as a separate pipeline.
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6.12 DISCRETE BLOCKAGE DETECTION

The technique of leak detection presented in this chapter can be modified for the detection

of discrete blockages in a system. Amongst the types of faults that can occur in a pipeline,

the formation of (partial) blockages poses an elusive problem for existing fault detection

technologies. Unlike leaks in piping systems, the presence of a block does not generate

clear external indicators for its location and such faults cannot be easily located unless

intrusive procedures, such as the insertion of a closed-circuit camera or a robotic pig, are

applied.

The medical field was amongst the first to use the FRF of pipe-like systems for

measurement in the human vocal tract (Schroeder 1967, Mermelstein 1967). Schroeder

(1961) found that prolonged changes in the area of the tract impose shifts in the position of

the resonance peaks in the frequency response function of a system and Mermelstein

(1967) provided a numerical explanation of this finding. Antonopoulous-Domis (1980),

Qunli and Fricke (1989, 1991) and De Salis and Oldham (1999,2001) further improved

the method and applied it to detection and location of extended blockages in gas pipelines.

These techniques rely on the measured shifts in the resonant frequencies for the detection

of extended blockages in gas transmission ducts. A series of numerical investigations were

conducted to determine the extent of these peak shifts in a pressurised liquid system.

Figure 6-103 shows the configuration of the system and Figure 6-L04 shows the FRF of

the numerical pipeline when a blockage of 5 m length exists between 1397 .5 and 14025 m

from the upstream boundary. The blockage results in a reduced flow diameter of 0.05 m in

the blocked section. The FRF of the system when no blockage exists is shown in the

figure. The system has anti-s¡rmmetric boundaries with the in-line valve at the downstream

end fully opened (Cv :0.002 -"'tt). The FRF from the pafüally blocked pipeline is

significantly different from the normal response with deviations found in both magnitudes

and positions of the peaks. When the extent of the blockage is reduced to 3m (while

keeping the central point of the blockage at the same position), the resultant FRF is shown

in Figure 6-105 and when the blockage is of a 0.5 m length in Figure 6-106.
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Reservoir 1 Head = 50 m

1397.5 m

Pipe length = 2000 m

Diameter = 0.3 m
Wave speed = 1200 ms-1

Rouqhness heiqht = 5 x 10-5 m

6000

5000

4000

3000

2000

1000

Blockage (reduced flow
diameter = 0.05 m)

Slope = 0

5

5m

Reservoir 2 Head = 20 m

597.5 m

Perturbing inline valve
lnline valve CV = O.OO2m5/2s-1

Figure 6-103 - System configuration of the blockage example.
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Figure 6-104 - Illustration of the resonant peaks shift as a result of a 5 m blockage in
the numerical pipeline with a reduced flow diameter of 0.05 m.
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Figure 6-105 - Illustration of the resonant peaks shift as a result of a 3 m blockage in

the numerical pipeline with a reduced flow diameter of 0.05 m
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Figure 6-106 - Illustration of the resonant peaks shift as a result of a 0.5 m blockage

in the numerical pipeline with a reduced flow diameter of 0.05 m.

The results indicate that, as the length of the blockage decrease, the magnitude of the

shifts in the position of the resonant peaks becomes less noticeable; instead, only a

periodic damping pattern in the resonant peaks remains. In cases where the extent of the

blockage is not substantial in relation to the scale of the pipeline, techniques that rely on

ll

I
#

-0.5 m BlockageNo Blockage
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these resonant shifts as a means of blockage location are not applicable. For these mild

blockage cases in large systems, each block can be considered as a discrete blockage,

similar to that generated by a partially closed in-line valve. In the next section an

analytical expression is derived that allows discrete blockages to be detected in a single

pipeline using the shape of the FRF.

6.12.1 Effect of blockage on the peaks of the FRF

The behaviour of a discrete blockage can be considered similar to an in-line valve having

a transfer matrix of the form

where, Qso, LHso: steady state (initial) flow through the blockage and steady state

(initial) head loss across the block, respectively. The effect of a discrete blockage on the

anti-s¡rmmetric numerical pipeline in Figure 6-107 is shown in Figure 6-108.

Measurement and Generation Point

Discrete
Blockage Side Discharge Valve

l- -l7l

Pipe A Pipe B

n4 nS n6

Figure 6-107 - Pipeline under consideration.

The extent of the blockage is measured by the impedance , Zs: 2A,Hssl e"o: 1527 .8 m-2s,

where Al1se : the head loss across the blockage and Qso: the discharge through the

blockage. The location of the block is defined as

--

tontPos n2n1 n3

Ir

\nzqt
hJ

Íql" -\nl (6.80)
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xb=
Ln+Lu

LA
(6.81)

where L¡', Ls: lengths of the pipe section upstream and downstream of the blockage,

respectively and for this câSo x6* : 0.878.
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Figure 6-108 - FRF of the blocked and unblocked numerical pipeline.

For the purpose of isolating the effect of the block on the FRF, the pipeline is assumed to

be frictionless. The result in Figure 6-108 indicates that the presence of a discrete

blockage in the system induces a sinusoidalJike oscillation on the peaks of the FRF (as in

the case for a leak). The analytical expression for this blockage-induced pattern on the

peaks of the FRF can be determined using the same procedure as the analytical expression

for the leak-induced modification on the FRF. The derivation is carried out in the anti-

symmetric system of Figure 6-107.

For an anti-symmetric system with an in-line valve, the frequency response function

measured at a position just upstream of the boundary valve is given in Eq. (6.32) and

repeated here as

- 
No blockageBlockage at x." = 6.676

l il lì lt lr lt lÌ I I lt lt lt il lt i I I û lt lÌ
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hb

ur, - U,,U,,

U,,
(6.82)

The entries of the transfer matrix, (Jn, (Jzt, (J11 and (J21 can be found by progressively

multiplying together the matrices of each hydraulic element starting from the downstream

end as illustrated in Section 3.3.1. The resultant simplified entries for (J arc

Substituting these entries into Eq. (6.82) gives

where g : acceleration due to gravity, a : pipeline wave speed, I : cross-section pipe

atea, i - fi and the variable m : harmonic peak number in the FRF. For discrete

blockages that do not result in a total constriction of the flow through the pipe, the term

2LHsçl Qssis small compared to al(gA) and Eq. (6.87) simplifies to

Ur, =0 (6.83)

Ur, =I (6.84)

u tt =(- r)'.' W+ (- 1)'*' W"o"þmp - ^;) (6.8s)

u zt = 
sA 

çl)'*' + fff-t)'*' sinþm|* - ^I) (6.86)

ä (-1)-*, + ff f- t),*, sinþm;* - ^;)f

Qro -2LHlo

h
n5

2AHvo

+(-r)"ffi"or1r*
(6.87)
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Inverting the magnitude of this result and definiîE Zs : 2LIIso I Qso as the block

impedance value, Z : a I gA as the pipe characteristic impedance for a frictionless system

and using Zv :2LHvo I Qvo as the valve impedance give an expression for the inverted

peaks in the FRF as

where the frequency of the oscillation (in "per peak interval", llm) is xs*, which is the

coefficient to m and. the phase is Trxs*. Eq. (6.39) indicates that a blockage induces a

sinusoidal oscillation on the inverted peaks of the FRF, similar to the effect of a leak. The

properties of this block-induced oscillation are as follows:

The frequency of the block-induced damping pattern from Eq. (6.39) is xs*. As in

the leak situation, frequency aliasing means that for oscillation frequencies greater

than the Nyquist frequency of 0.5, the signals appear with frequencies of (1 - xs-).

Each observed oscillation in the peaks of the FRF can be caused by two possible

frequencies, one above the Nyquist frequency and one below.

The phase of the block-induced damping pattern is rx¡* and when the signal is

aliased, the phase is -fix¡*. This parameter can be used to indicate whether the

frequency has experienced aliasing and the sign of the phase determines the correct

blockage position. Signals with phase located near or in the first quadrant of the

unit circle (-nl4 < phase <3n14) have the blockage in the upstream half of the pipe

and phases near or in the third quadrant (-nl4 > phase > -5n14) have the blockage in

the downstream half (refer to Figure 6-109). The phases for the blockage are

opposite to that from a leak (refer to Section 6.5.2).

a

o

[{-r)*"#+(-1)'.
Qro -2LHvo

-ta
gA

h,,

I
I )n+r

cosþmim - ta.,

2Nrvo

¡ igALH uo

aQao (6.88)

ù=+.h(+"o"þ^u*-*,))
(6.8e)
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a The amplitude of the blockage-induced damping pattern is Zs/ (2/), given in Eq

(6.89) as the coefficient to the block-generated cosine function.

-0.25îc

Zone I Zone ll
l

+ I -tB

0.7518

Figure 6-109 - Phase relationship with the block location.

The extraction of the frequency, phase and amplitude of the block-induced pattem from

the inverted peaks of the FRF can be carried out using a Fourier transform or a least-

squares regression procedure as shown previously. The procedure for blockage detection

is as follows:

1. Generate the frequency response function (FRF).

2. Extract the magnitudes of the peaks in the FRF and invert them.

3. Determine frequenc¡ phase and amplitude of the blockage-induced pattern.

4. Use the frequency to determine the two possible blockage locations, then use the value

of the phase to determine the correct location.

5. Using the amplitude of the oscillation, determine the severity of the blockage, given by

Is.

6.12.2 Numerical validation of blockage detection technique

The validation of the analytical blockage effect on the FRF and the subsequent detection

method is carried out numerically for an anti-symmetric system (refer to Figure 6-107).

Three individual cases are considered with the block impedances and locations given in

Table 6-15. The FRF of one of the cases is shown in Figure 6-108. The peaks of the FRF

-n

n l**t.

Zone ll

tli
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for each blockage case \ryere first inverted and then a Fourier transform was performed, the

result of which is shown in Figure 6-110. For all cases, the oscillatory pattern in the

inverted peaks have a frequency corresponding to either rs* or (l-xs-) and for blocks

located in the first half of the pipeline, the phase is in the first quadrant of the unit circle; it

is in the third quadrant when the blockage is located in the downstream half. Using the

above blockage detection procedure, the blockage is correctly located in the pipeline for

all three cases. The severities of the blockages are determined within 0.5%o of the true

block impedance. The small discrepancy in the sizing of the blockage is a result of the

approximation made between Eq. (6.87) and (6.88), where a small term was eliminated

from the equation but has no effect on the accuracy of the block location. The oscillatory

pattern imposed by the presence of a blockage is identical to that of a leak.
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Figure 6-110 - Spectrum of the inverted peaks magnitudes for three different

blockage conditions.

Table 6-15 - Results of single blockage detection.
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Multiple Blockage detection

As in the leak detection case, the technique can be expanded to a multiple blockage

situation. For this case, the entries of the system transfer matrix need to be reformulated.

The resultant entries for the matrix are then substituted into Eq. (6.52) and the expression

for the response, measured upstream of the valve, is rewritten as

where kbtock: number of blocks in the system. The subscript k indicates the property is

associated with the #h block. Eq. (6.90) shows that each block induces its own oscillatory

pattern on the inverted peaks of the FRF, which can be separated in the Fourier spectrum

as distinct effects from the different blockages. This approach is illustrated in the multiple

block example in Figure 6-1 11. Two blocks of Zs: 34.96 m 2s are located in the pipe and

details are shown in Figure 6-111 and Table 6-16. The Fourier spectrum of the inverted

FRF peaks in Figure 6-112 indicates two frequencies, each associated to a particular

blockage in the pipe. Applying the same procedure to each oscillation signal gives the

correct position and size of the blockages in Table 6-16. As in the single block case,

excellent accuracy was shown for the location and sizing of the blockages.

Head = 50 m

Slope = 0

Blockage Zg = 34.96 m-2s

Blockage ZB = 34.96 m-2s

Head = 20 m

224 m
122 m

1634 m

Pipe length = 2000 m

Diameter = 0.3 m

Wave speed = 1200 ms-1

Roughness height = 5 x 10-5 m

Side discharge valve (transient source),
measurement station and inline valve
CV = 0.002 m5l2s-1

Figure 6-lll - System confÌguration for multiple block test.

11
lr,,l- t,
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This section developed and numerically validated the effect of a discrete blockage on the

FRF of a pipeline. The effect is similar to that from a leak and is limited to the peaks of

the response function. The presence of the discrete blockage can be identified by a

periodic variation in the peak magnitudes in the FRF. The application of such a technique

allows the detection and location of partially closed in-line valves or short sections of

blockages (<0.5 m in a 2000 m pipeline). Additional experimental testing is required to

determine the applicability of such a technique in a physical system.

The effect of a blockage is opposite to that produced by a leak. For example, the effect of

a blockage at xB" : 0.15 is identical to the effect generated by a leak at )cL* : 0.25 (i.e. at

the mirror position from the blockage). This issue highlights a possible problem in

applying the FRF method for fault detection as each detected oscillation indicates either a

leak at one position or a blockage at the mirror position.
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Figure 6-112 - Spectrum of the inverted peaks magnitudes for multiple blockages.

Table 6-16 - Results of multiple blockage detection.
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6.13 LIMITATIONS TO THE FRF TECHNIQUE

This chapter has proposed a method of leak and discrete blockage detection in a pipeline

that can accurately locate faults under both numerical and experimental conditions. The

limitations of this approach, however, must be discussed.

One of the main limitations of the leak and discrete blockage detection procedure in the

frequency domain is that the effect of a fault is limited to the harmonic peaks of the FRF

and the accuracy of the procedure is heavily dependent upon the bandwidth of the input

signal. For the experimental results, the fundamental frequency of the pipe is high in
relation to the bandwidth of the input signal, leading to a low number of peaks for
analysis. The technique is, therefore, most applicable in large-scale systems where the

fundamental frequency of the system is low compared to the injected signal bandwidth.

Leaks and blockages located near particular positions in the pipeline generate very low
frequency oscillations in the peaks of the FRF and may not be detected. For a symmetric

system, these positions are the system boundaries, the quarter points and the midpoint of
the system, whereas in the anti-symmetric case, the positions are the system boundaries

and the midpoint. The technique relies on a particular location of the transient source and

signif,rcant deviation from this conf,rguration leads to distortions in the observed peak

pattern. Finally, the phase of a leak-induced oscillation on the peaks of the FRF is opposite

to that generated by a blockage located at the same position in the system. This finding

means that each detected oscillation in the FRF peaks indicates either a leak at one

position or a blockage at a mirror position.

Many of the limitations associated with leak detection using the FRF can be solved using

the time equivalent of this function-the impulse response function. The use of the

impulse response function for leak detection retains the advantages associated with the

system response function described in Chapter 5. However, it places no limit on the

arrangement of the transient source and measurement station, no limit on the number of
faults that can be detected and can distinguish between faults of different nature (i.e. leaks

and blockages). The application of the impulse response function is described in the next

chapter.
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6.14 CONCLUSIONS

This chapter investigated the effect of a leak on the frequency response function (FRI) of

a pipeline. The presence of a leak does not generate additional "leak harmonics" as

proposed in previous publications. Instead, the leak imposes a periodic pattern on the

peaks of the FRF. The analSrtical expression for this leak-induced pattern was derived for a

number of system boundary configurations and is in the form of an inverted cosine

function. The frequency and phase of this function provide information on the leak

position in the system. A new leak detection procedure was proposed and was validated

both numerically and experimentally. This procedure does not require a numerical model,

nor does it require knowledge of the losses in the system.

This procedure is extended to multiple leaks in a pipeline, to different measurement /

transient-generating positions and to networks. A new technique of discrete blockage

detection was proposed and was successfully validated using numerical results.

The main conclusions from this chapter are suÍrmarised in the following points:

1. As leaks and blockages in a pipeline only affect the peaks in the FRF, the injected

transient signal must have alarge bandwidth to increase the number of data points

for analysis. In this respect, a system configured anti-symmetrically is more suited

to the application of this procedure (in contrast to s¡rmmetric systems) as the

fundamental frequency is lower, thus giving more observable peaks for a given

signal bandwidth.

2. As a result of the finite number of observable peaks in the extracted FRF, there is a

limit to the maximum number of faults that can be detected from a pipeline using

this procedure.

This investigation of the leak-induced modification on the frequency response from a

pipeline is followed by the investigation of the leak-induced modification on the impulse

response function.
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GHAPTER 7

LEAK DETECTION USING THE

IMPULSE RESPONSE FUNCTION

7.1 INTRODUCTION

The previous chapter shows that by using the system response function, problems in a

pipeline can be identified without need for a numerical simulation. This chapter focuses on

leak-induced modification of the time-domain response of a pipeline and investigates a

leak detection procedure known as time-domain reflectometry. As discussed in Section

2.3.2, time-domain reflectometry is a procedure where the presence and location of leaks

are determined by detecting leak-reflected signals in a transient trace. Given that the wave

speed of the system is known, the arrival time of reflected signals can be used to

determine the position of a problem in a pipe. This technique is mathematically intuitive,

does not require knowledge of frictional losses and a numerical model is needed only for

identification of reflected signals in the trace. In this chapter, the procedure for detecting

and locating leaks using time-domain reflectometry was experimentally tested to identify

problems associated with this approach. This procedure is then improved using the system

response functioir in the time domain, the impulse response function (IRF) The effect of

the impulse response function on the accùracy of the time-domain reflectometry procedure

was investigated experimentally.
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7.2 BACKGROUND

Time-domain reflectometry is used in a range of applications and includes detection of
remote objects in radar and sonar systems (Ahmad, I9g5), determination of structural

integrity (Okanla et al. 1997, Liu et al. 2001), determination of electrical cable faults

(Maloney 1973, Harding 1974), detection of soil movement (O'Connor and 'Wade lgg4,
Beck and Kane 1996, Kane and Beck 1999,O'Connor and Dowling I9g9), geoseismic

surveys (Martinez, 2002) and measurement of soil moisture / pollutant profiles

(Heimovaata200l, Chambarel et al. 200I, Said. et al. 200I).In all these cases, a signal is

sent from a source to detect objects or abnormalities in the area. The signal propagates

away from the source and upon meeting a change in the media (caused by the presence of
defects or other objects), part of the signal is reflected back towards the source. The arrival

time provides the distance the wave has travelled to the object and back to the detection

station. The operation of a conventionalradar system is shown in Figure 7-1.

-f,.
''',-'.,,.

,,.,,.,'..

Object

Wave (i)

Background Noise

Wave (ii)

É'

fransmitter and Receiver

Figure 7-1- Operation mechanism for a conventional radar system.

For a transient signal in a simple pipeline, the situation is more complex (refer to Figure

7-2).In this case, the transient wave travels back and forth along the pipe, reflecting off
system boundaries and generating an oscillation in head at all locations in the system. The

signal travels past any system abnormality repeatedly, creating a reflected signal at regular

time intervals. In this respect the pipeline behaviour is unlike TDR in radar and sonar

where there are no system boundaries.
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Figure 7-2 - Operation mechanism of TDR in pipelines.

This travel pattern of transient waves imposes an additional complexity to the problem. In

the case of a radar, the travel path of the generated signal to the target and back to the

detection point is known (Figure 7-1). In the case of a transient wave in a pipeline, the

leak-reflected signals can take multiple wave paths due to a complex series of possible

reflections. A transient event in a pipeline is shown in Figure 7-2. The figure illustrates

two different wave travel pattems that can generate the same leak-reflected signal, labelled

(a) and (b). The time of arrival of the reflected signal can be associated with either one of

these travel patterns, each indicating a different position of the leak.

In a pipeline the pressure response consists of a series of reflections from system

boundaries even without leaks in the pipe. Some knowledge of the nominal response to a

transient event is required so that leak-reflected signals in the trace can be distinguished

from other reflections. An expected nominal response can be produced numerically using

a method of characteristics model. Alternatively, if the transient event can be controlled

and made repeatable, then a comparison between the current trace and a trace generated

previously-when the system is known to be leak free-can achieve the same outcome.

The nature of the reflection can provide clues as to the nature of the object. For example,

an object with a low impedance in relation to the pipeline impedance will give a negative

wave reflection (i.e. one that is of opposite phase to the incident wave), whereas an object

with a higher impedance will give a positive reflection (Harding, 1974). The following

section investigates the mechanism that allows these leak-reflected signals to be

recognisable in a transient ftace.
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T.3ILLUSTRATION OF THE CONVENTIONAL TDR PROCEDURE

A 2000 meters long simulation pipeline was used for the following numerical illustration.

The bounding reservoirs have heads of 50 m and 20 m, giving the steady state velocity

through the downstream valve as 0.22 ms-l with the discharge through the valve of evo:
0.0136 m3s 1 and the head loss through the valve of /lye :29.78 m. The friction factor of
the flow, f,was 0.02 and resulted in a loss of 0.222 meters of head along the pipe. The

Reynolds number was 65,540, placing the flow in the smooth turbulent flow regime for a

roughness height of 5 x 10-2 mm. The transient was generated by the sudden closure of an

initially open side-discharge valve located 500 m from the upstream boundary with a
discharge coefficient of C¿.4v: 7x10-s m'. A leak of size C¿Ay: L4xI}a m2 (C¿,lA:
1.98 x 10-3) was located 1500 m from the upstream boundary and the pressure trace was

measured at the transient source. A schematic of the system is shown in Figure 7-3.

Head = 50 m

Transient Source (side
discharge valve) and
Measuring Transducer

+ Leak C6A¡ = 1.4 x 1O-4 m2
\

500 m

Pipe length = 2000 m
Diameter = 0.3 m

Wave speed = 1200 ms-1

Roughness height = 5 x 10-5

1000 m

Head = 20 m

lnline valve CV = 0.OOZ m5/2s-1

m

Figure 7-3 - Schematic of pipeline for illustrating the generation of leak-reflected

signals in a transient trace.

The transient trace was numerically generated using the method of characteristics with a

discretisation of 150 intervals and a computational time step of I.l2x 10 2 seconds. The

transient traces for the leaking and intact pipeline are shown in Figure 7-4. The f,rgure

shows thata leak causes additional reflections, circled in the figure, in the transient trace.
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These reflections are leak-induced and the sequence of events leading up to the occuffence

of the reflections in the signal is considered below.

51.5

51

48.5

0 10

Time (s)

Figure 7-4 - Numerical comparison of transient traces from leaking and intact pipes

(Data file: C7-1.txt).

Figure 7-5 shows the propagation of the transient wave away from the source at t : 0 after

the generation of the transient event at the first-quarter point, corresponding to the time

labelled (A) in FigureT-4.

Transient Source (side
discharge valve) and
Measuring Transducer

+

52

3so.s
It
G'

fso
49.5

49

I642

\ Leak
Upstream
Wave

Downstream
Wave

lnline Valve

Figure 7-5 -Transient propagation at l: 0 s.

Closure of the side-discharge valve induced a rise in the hydraulic grade line at the first-

quarter point that is detected immediately by the pressure transducer located in the same

position. Note that two distinct wave fronts were generated from the transient event, one

propagating upstream of the source and the other downstream, labelled in Figure 7-5.
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Transient Source (side
discharge valve) and
Measuring Transducer

+

\

Figure 7-6 -Transient propagation at t: L / (2ø) s.

Figure 7-6 shows the pipeline 0.833 s lLl(2a)l after the transient generation. The upstream

propagating wave front has reflected from the upstream reservoir and has arrived back at

the first-quarterpoint, illustrated in Figure 7-4 as the time labelled (B). The downstream

propagating wave front is at the leak and is partially reflected. This leak-reflected signal

begins to propagate upstream while the original transmitted signal continues to move

downstream.

ïransient Source (side
discharge valve) and
Measuring Transducer

\
<\

\
Transmitted Wave

Figure 7-7 -Transient propagation at t: Llas.

Figure 7-7 shows the pipeline at L667 s tLl(a)l when the leak-reflected wave has arrived

back at the measuring point, giving the leak-reflected signal at the time labelled as (C) in
Figne 7-4.

From the above analysis, the disturbance in the transient trace is generated by the ar.rlal
of the leak-reflected signal at the measuring transducer. The position of this disturbance in

the trace provides an indication of the arrival time of the leak-reflected signals and

signifies the time needed for the transient signal to travel away from the transient source,

reflect off the leak and return to the measurement transducer. This approach was used in
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Jönsson and Larson (1992), Brunone (1999), Covas and Ramos (1999), Jönsson (2001)

and Ferrante and Brunone (2001). Once the reflection arrival time is determined, the

distance travelled by the wave is found by using the wave speed of the pipeline. The

procedure for locating a leak in the pipeline using time-domain reflectometry GDR)

consists of two stages,

1. Reflection Detection - Compare the transient trace to a numerically generated leak-free

trace of the system or a known response to detect a possible leak-reflected disturbance

in the signal.

2. Leak Location - Using the wave speed, determine the position of the leak in the

pipeline from the arrival time of the leak-reflected signals.

7.3.1 Detection of reflected signals

TDR requires detection of a leak-reflected disturbance in a transient trace and accurate

determination of the arrival times of these reflections. In Jönsson and Larson (1992),

Brunone (1999), Covas and Ramos (1999), Jönsson (2001), these signals were detected by

visually comparing the leak-free transient response and the observed trace. While simple

to apply, this procedure is only applicable under experimental conditions where a

reflection from the system can be easily discerned. For real pipelines, disturbances from

non-leak related sources-such as pipeline vibrations, background transients and

instrument noise-can create traces where the existence of leak-reflected signals cannot be

easily recognised.

Leak reflections can be detected more consistently through an automated comparison of

the measured transient signal with a benchmark transient for the system when no leak

exists. Any significant deviations between the measured and expected trace are detected as

possible leak-reflected signals. In this study, the cumulative sum algorithm (CUSUM) is

used to detect these deviations. CUSUM is a popular change detection algorithm that

allows recognition of small, yet prolonged, differences between two data sets. It is

commonly used in online monitoring of chemical processes (Basseville et al., 1993).

Misiunas et al. (2003,2004) have used this algorithm for detecting bursts in a pipeline.

CUSUM operates on the sum of the past significant differences between the measured and

-245-



modelled results, detecting a change only when the cumulated differences over the past

few time steps are consistently in the same direction and the magnitude exceeds the

expected variance level in the data. Spurious effors in the data are unlikely to be detected

as a change.

The two-sided CUSUM algorithm operates as follows:

where gr1 , gt2: positive and negative cumulative sum of differences between the modelled

and measured results at time r and u : expected variance level. Eqs. (7.1) and (7.2) returns

the larger value between zero and the expression within the bracket. The positive and

negative residual erïors, s,l, st2 are defined as

wlrere hs 'òruJ hv are the observed and modelled head responses at time L The positive

CUSUM detects changes in the positive direction, whilst the negative CUSUM detects

changes in the negative direction. A change is detected when the value of g,1 or gf grows

beyond a pre-set tolerance level, in which case the change time is recorded and the alarm

triggered. The value of the cumulative sum increases from one time step to the next only if
the deviation is greater than the value of the expected variance, u. The length of data, T¡,

over which the CUSUM is applied is limited to the maximum time it takes for a leak-

reflected signal to travel back to the measurement station since the start of a transient

trace. This analysis time is dehned as 2Lla for all boundary conditions.

The operation of the CUSUM algorithm is shown in Figure 7-8. The f,rgure shows the

value of the negative CUSUM for a sequence of residual erïors [s,2 from Eq. (7.a)]. The

value of CUSUM is greater than zerc only when the residual error exceeds the expected

I
I

I
t-1

I+ so
ê, ur0t (7 r)

2
t l_r+sl -u,omaxoô

sl =(hu|)-n, (')) (7.3)

sl = -(huØ- n,(t)) (7.4)
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-Negative 
CUSUM

- 
Residual Error

Alarm Trigger Time

Alarm Threshold

0.005 0.01 0 01

Expected Variance Level BA

r

variance, D (at "4" and "8"). The value of CUSUM increases when the magnitude of the

residual errors for subsequent time steps are also above the expected tolerance level (i.e. a

sustained and significant change) and occurs for the deviation at point "B."

-0.1

-0.15

Time (s)

Figure 7-8 - Illustration of the operation of the negative CUSUM.

The expected variance level, D, and the tolerance level have a significant effect on the

accuracy of the CUSUM procedure. For the greatest change detection accùracy, the value

of the tolerance level should be determined directly from the measured trace taking into

account the background electrical and mechanical noise in the system. Before the

application of the leak detection procedure, the minimum size leak that can be detected

using the input transient must be determined in-situ by placing artif,rcial leaks of different

sizes (simulated by side discharge orifices) in the pipe. The smallest leak-reflected signal

that can be detected is set as the threshold with u as half the size of this threshold. The

threshold determines the lower limit of the leak detection sensitivity.

This procedure was applied in the laboratory system to determine the threshold for the

CUSUM algorithm. The transient was generated using a solenoid valve placed at the

centre of the pipeline (Figure 7-9). The boundaries were symmetric with heads at the

reservoirs of 36.5 m and 37.0 m. The flow velocity was in the range of 0.5 ms 1, giving a

Re¡molds number of 11,000. Leaks of various sizes were placed 6.695 m from the

upstream boundary. Figure 7-10 shows a transient trace generated in this situation with the

smallest observable leak reflection highlighted. This reflection, expanded in Figure 7-11,
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was from a leak of orifice diameter of 1 mm (C¿Ar/ A : 1.69 x t0-3;. the magnitude of
the reflection was 0.37 m compared to the incident transient of magnitudc 10.67 m.

Slope = 1V:18.5H
Reservoir 1 Head = 37.0 m

\ Leak 1.0 mm diameter

6.695 m

Pressure transducer +
side discharge valve+ (transient source)

18.82 m

Reservoir 2Head = 36.5 m

12.O',t m

-3

Pipe length = 37.525 m (Valve to reservoir = 0.08m)
Diameter = 0.0221 m

Wave speed = 1328 ms-1

Roughness height = 1.5 x 10

25

mm

Figure 7-9 - System configuration for determination of the threshold value in the

CUSUM algorithm in the laboratory.

55

50

45
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E40t!o
I

35

Expanded in next figure 1_
1

0.08 0.09 0.1 0.11 0.12

Time (s)

30

0.13 0.14 0.15 0.16

Figure 7-10 - Smallest detectable leak reflection in the experimental system.
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The magnitude of the smallest detectable leak reflection in the laboratory system is 3.5o/o

of the magnitude of the incident transient signal and is set as the threshold for the CUSUM

detection procedure. The expected variance of the signal is half the size of this threshold.

The trigger time for the CUSUM alarm is not the arrival time of the leak-reflected signal

as the alarm is triggered only when the accumulated error over a number of time steps

exceeds the threshold. The cumulative sum must be traced back from the trigger time to

the point where it was just starting to increase to obtain the true arrival time.

Apart from these issues, this technique hinges on the accuracy of the leak-free benchmark,

which is generated from a numerical model for this study. The accuracy of the numerical

model in predicting the transient trace in the laboratory system is discussed in Chapter 5.

This result is repeated in Figure 7-13, with the transient trace from the method of

characteristic model, incorporating Zielke (1968) weighting function unsteady friction.

The pipeline was discretised into 150 reaches in the model with a computational time step

of 1.89 x 10+ s. The configuration of the system is shown in Figure 7-12 withthe transient

trace in Figure 7-13.

52.5

E

53

52

!
GI
o

I

51.5

5l

50.5

50

0.094 0.099 0.r04 1¡l1l" (st.ro0 0.114 0.119

Figure 7-11 - Expanded view of the leak reflection.

The trace was generated by the closure of a brass solenoid side-discharge valve with the

system arranged anti-symmetrically. The upstream reservoir was set at 39.7 m and the

I

I

I

I

T

+
I

0.37 m
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downstream valve was fully closed. The solenoid valve was placed 0.16 m from the in-line

valve. From Figure 7-I3, the MOC numerical results closely follow the experimental data

in the first / : 2Lla of the trace.

Reservoir 1 Head = 39.7 m

Slope = 1V:18.5H

Reservoir 2 Head = 20 m

37.2 85 m

0

Pipe length = 37.525 m (Valve to reservoir = 0.08m)
Diameter = 0.0221 m
Wave speed = 1328 ms-1

Roughness height = 1.5 x 10-3 mm

Pressure transducer +
side discharge valve
(transient source) +
lnline valve fully closed

Figure 7-12 - Configuration of the anti-symmetric system for the determination of

model accuracy.
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Figure 7-13 - Comparison between experimental results and method of
characteristics prediction with Zielke (196S) unsteady friction model for a no-leak

situation (Data file: C7-3.txt).
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7.3.2 Location of the leak from the arrival time of the reflected signal

Once the leak-reflected signal is found, the arrival time of the signal is used to locate the

leak. In the case of a simple pipeline with the transient generation point and the measuring

transducer both located at the same position (refer to Figure 1-14), the distance of the leak

from the measurement point is given by

where lDl"*l is the distance of the leak from the transducer and Zo is the occurrence time

of the disturbance, measured from the start of the transient to the time of the leak-induced

disturbance.

\
Transient Source and
Measuring Transducer

+Transmitted Wave x
s\s\\

--\
Leak Reflection

Figure 7-14 - Illustration of the operation of time-domain reflectometry.

However, while most single pipelines have flow controlling devices at boundaries that can

be adapted for transient generation, the availability of tapping ports for pressure

transducers can be problematic. In these situations, Eq. (7.5) cannot be used. For example,

the use of Eq (7.5) for locating the leak in Figure 7-2 (repeated here as Figure 7-15) when

the reflection has travelled on (b) indicates a leak much closer to the measurement point

than it really is.

- 
aTo

lDr",o 2
(7.s)
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Side discharge valve
(Transient Source)

Measuring
Transducer +

\
s

\F- (a)

(b)

Figure 7-15 - operation mechanism of rDR in pipelines under non-optimum

configuration.

A set of mathematical equations describing the relationship between the arrival time of the

leak-reflected wave front and the location of the leak can be derived to allow the

application of the TDR procedure for all system configurations. The arrival time of the

first reflected wave front at the measuring point can be associated with all the possible

ways the reflected wave is expected to have travelled. For a measurement point and a

transient source in a single pipeline, a leak can be located in three zones: between a

boundary and the measuring point, between a boundary and the transient source and

between the transient source and the measuring transducer. All three zones need to be

considered as potential locations for the leak. The derivation is illustrated with the pipeline

shown in Figure 7-16 with the leak located between the transient generation point and the

pressure transducer.

L

Reservoir
Boundary Y 7. L-X-Y-Z

I
I
I

lReservoir
lBoundary

Trarþìent
Genelatìng

Pdlnl
I
I

Leak
I

Tlansducer
I

Figure 7-16 - Configuration of the system used for mathematical derivation of the

relationship between occurrence time and leakage location.
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The known distances in Figure 7-16 are X, (L-X-Y-Q and Z. Figure l-ll and Figure 7-18

(which, for the purpose of nomenclature, are called scenarios #l and #2) are two possible

sequences ofevents.

Figure 7-17 - Scenario #1 for generating a leak-induced disturbance in the transient

trace measured at the transducer.

Figure 7-18 - Scenario #2 for generating a leak-induced disturbance in the transient

trace measured at the transducer.

In Figure 7-17 (scenario #1) the time between the generation of the transient and the

arrival of the leak-reflected wave at the transducer is given by the summation of the total

distance travelled along paths ([Al, A2, A3l, [44, A5], A7) divided by the wave speed,

Start of
Transient

Start ofPeriodI
E

Original \{ave
Leak Reflected Wave

Leak Tfansducer

Poinl

X

A7Reflected

A6 A5 A4

Reservoir
Boundary

I

L

Y
I

lz L-X-Y-Z
Resewoir
Boundary

L
Resewoir
BoundaryReservoirl

Boundarrl - X Y Z L-X-Y-Z

4
I

-
B5 B6 DA Once the leak

reflected signal is
generated, the

behaviour ofthe
orìginal wave is no

longer relevant to
this investigation.

B1 B2

I
I Trunsient
lGeneraring
I po¡rt -
I
I

Leak Tfansducer
'Wave

Reflected Wave

Leak reflected wave
Start of
Transient

L_X_Y_Z3Z

a
T, =!+

a
+

a
(7.6)
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The time of commencement of the transient oscillation, as measured by the transducer,

occurs after a time lag of (Y+Q/a following the generation of the transient (paths [Al,
A2]). The anival time of the leak-reflected signal, 7s, rnêâsüred from the start of the

transient trace for scenario #1 is

which simplifies to

Now, considering Figure 7-18 for scenario #2,the total travel time along paths ([81], [83,
B4l, [85,86, B7]) is given by

and the time of arrival after subtracting the time lagof (y+e/a is ([81, B2])

Eqs (7.8) and (7.10) describe the shortest possible arrival time of a leak-reflected signal

for a leak located between the measurement transducer and the transient source. To

consider all cases, similar derivations were performed for leaks located in other zones with
the aim of producing a comprehensive set of equations that can detect leaks located

anywhere in a pipeline. The details of these derivations follow the same procedure as

previously shown with the results in Table 7-I. A given time of detection results in four

possible leak locations. For the case where the transient source and measurement

transducer are coincident, Eq. (7.5) should be used to determine the distance of the leak

from the source/measurement point. This special consideration is required because the

CI qaa (7.7)

2L 2X 2Y
ao -- aaa (7.8)

3Y2X Z
clcta

Tr

2Y 2X
---L_ aa

To (7.r0)
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results of Table 7-1 cannot produce the two solutions (one on each side of the transient

source/transducer position) required for this situation.

Table 7-1 -The complete set of leak location equations.

7.3.3 Experimental verification of the improved TDR technique

The experimental validation of the above TDR leak detection procedure was undertaken

for both symmetric and anti-s¡rmmetric boundary configurations. For each test, the

transient traces from measurement transducers are compared to the model-predicted

results for a no-leak system. The error between the two is entered into the CUSUM

algorithm to determine the arrival times of leak reflections. Using these arrival times, the

corresponding leak positions are calculated using Table 7-1.

Sym metric bo u n d a ry co nfi g u ratio n

The symmetric system test was conducted with the boundary heads of 49.2 m and 39.6 m,

giving a flow with a Re¡molds number o126,200 and a velocity of 1.2 ms-I. The system

layout is shown in Figure 7-19.

Diagram of Configurations Equations

Source of
Transient Leak Transducer

X v z L-x-y -z

V

A
Y =-oTo +L-x

2

B Y=oT'-x
2

Leak
Source of
Transient Transducer

X v z L-x-y -z

w

V

C
aT

Y_ o

2

Leak Transducer
Source of
Transient

X v z L-x-y -z

v

V

D r/ qT"
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Reservoir t head = 49.2 m
Pipe length = 37.525 m

Diameter = 0.022'l m

Wave speed = 1328 ms-1

Roughness height = I .5 x l0-3 mm

Slope = lV:18.5H

= 
Reservoir I head = 39.6 m

18.82 m
<)

Side discharge valve +

Transducer #1
+

12.01 m

1.5 mm leak 6.35 m
0.345

Transducer # 2

Figure 7-19 - System layout for the symmetric test.

The transient was generated by closure of the initially open, side-discharge valve located

at the midpoint of the system. A leak of a C¿,4r lA:4.I7 x 10-3 (orifice diameter of 1.5

mm) was placed 30.83 m downstream of the supply tank. The transient was measured by

two transducers, one located at the transient source and the other 0.345 m upstream of the

downstream tank. The model prediction (leak-free benchmark) was determined by the

method of characteristics with a discretisation of 300 and a computational time step of
2.27 x 104 s. The Vardy and Brown (1995) unsteady friction model was incorporated in

the model. The measured transient trace, model prediction, residual and alarm status for

transducers I and 2 are shown in Figure 7-20 and Figure 7-2l,respectively. The alarm

stattlses from the CUSUM algorithm are plotted on these figures where "l" represcnts thc

activated status. The point where the alarm was first activated is stored. To determine the

beginning of the disturbance, the time was traced back from this alarm activation time to

the time when the residuals have just started to increase. This time is the predicted arrival

time of disturbance, which is 0.020 s for Figure 7-20 and 0.0105 s for Figure l-21. For

Figure 7-20 the leak was located at 13.28 m away from the transient source, which is

either 5.54 m or 32.10 m downstream from the supply tank using Eq. (7.5). For Figure

7-2I the leak is located 30.54 m from the upstream boundary using equation A in Table

7-1. For this situation, equations B, C and D in Table 7-l yield results that are either

negative or outside the physical boundaries of the system and these predictions are

ignored.

+
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Figure 7-20 - Transient trace at the measuring station 18.82 m from upstream

reservoir for symmetric system test (Transducer 1) - (Data file: C7-Ll.txt).
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symmetric system test (Transducer 2) - (Data fite: C7-Ll.txt).

0

-257 -



The three possible leak locations from the CUSUM analysis are 5.55 m and 31.10 m for

Figure 7-20 or 30.54 m from the upstream boundary for Figure 7-2L As the true leak

position must be consistent with the results observed from both transducers, the leak

location of 5.55 m is discarded. Comparing the predicted leak locations with the true value

of 30.83 m, the errors in both cases are 0.21 m and0.29 m for the results of Figure 7-20

and Figure 7-2I,respectively. The possible causes of this effor are described later in the

chapter.

Anti-symmetric test

The anti-symmetric system test was conducted with the upstream reservoir set at a head of
39.6 m with the downstream valve closed. The transient was generated by closure of the

initially-open brass side-discharge solenoid valve located 31.30 m from the upstream

boundary. Two transducers were used to measure the transient, one 18.71 m and the other

37.30 m from the upstream boundary. A leak of c¿,4y / A : 4.r7 x 10 3 m2 (orifice

diameter : 1.5mm) was located 6.70 m downstream from the supply tank. The system

layout for this test is shown in Figure 7 -22. To generate the leak-free benchmark from the

MOC, the pipeline was discretised into 300 reaches with a computation time step of 2.27 x

10+ s.

Head = 39.6 m
Pipe length = 37.525 m

Diameter = 0.0221 m

Wave speed = 1328 ms-1

Roughness height = 1.5 x 10-3mm

Slope = 1V:18.5H

6.70 m
Head = 20 m

!2.01 m

1.5 mm leak

q

q

+

+

Transducer #l 118.58 m

Transient source + Transducer #2 Closed inline valve

Figure 7-22 - System layout for the anti-symmetric test.

The results 18.71 m (transducer 1) and 37.30 m (transducer 2) from the upstream

boundary are shown in Figure 7-23 and Figure 7-24. The corresponding predicted leak
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locations for the two measurement stations are 6.42 m and 5.76 m from upstream

boundary [using Table 7-I, equation D and Eq. (7.5)] and differ from the true leak position

of 6.70 m by 0.28 m and 0.94 m.
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Figure 7-23 - Transient trace measured 18.71 m from upstream reservoir for the

anti-symmetric system test (Transducer 1) - (Data file: C7-L2.txt).
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Figure 7-24 - Transient trace measured at the transient source (0.16 m from closed

valve) for anti-symmetric system test (Transducer 2) - (Data fTle: C7-L2.txt).
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The use of two measurement stations for each test has the advantage of confirming the

location of the leak, especially for the cases where the transient source and the

measurement station are at the same position. The errors of the leak location for both tests

range between 0.27 m to 0.94 m from the leak, corresponding to 0.7o/o to 2.5yo of the pipe

length. The accuracy of this leak detection procedure is affected by a number of anomalies

that are discussed in the following section.

7.3.4 Limitations of the conventional TDR technique

The previous tests show that the conventional TDR procedure can detect and locate a leak

in a pipeline under symmetric and anti-syrnmetric boundary configurations. Unlike the

frequency-domain leak detection procedure of Chapter 6, the arrangement of the transient

source and the measurement stations has no effect on the accùracy. Also, multiple

measurement stations provide additional information that can be used to increase accuracy

and eliminate ambiguities. However, a problem associated with the conventional TDR

approach is that the accuracy and the applicability of this procedure are dependent on the

existence of a leak-free benchmark. In addition, the results from two different tests cannot

be compared directly unless the injected signals are identical. All deviations from the

benchmark, including factors that are not leak related-for example, a difference in the

frictional losses in the system-are detected as a leak reflection.

Apart from the reliance on a benchmark, the estimation of the arrival time of leak-

reflected signals in the conventional TDR procedure is prone to error. Due to the

mechanical inertia associated with transient-generating valves, the injected transient signal

is often smooth and contains no distinguishing points that can be used as a reference. The

estimation of the arrival time can be taken between points that do not correspond to the

beginning of the transient signal and the beginning of the leak reflection. To illustrate,

Figure 7-25 shows the beginning of the transient in Figure 7-24.Figare7-25 indicates four

different data points that could be nominated as the "start" of the transient. The arrival of
the leak-reflected signal is expanded in Figure 7-26, which shows a number of points that

might signal the arrival of the reflected signal. The decision as to which point is chosen

from the CUSLIM algorithm depends on background noise and the error in both the

measured and modelled results.
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Figure 7-25 - Possible start points of the transient signal in Figure 7-24.

57 - Tlfr-

tr/
Ut

Possible data points for the
start of the reflected signal \

\

\

0.019 0.021

Time (s)

0.066 0.068

Time (s)

0.023 0.025 0.027 0.029

0.07 0.072 0.074

55

E
a53o
o)
-

51

49

47
0.06 0.062 0.064

Figure 7-26 - Possible arrival points of the reflected signal in Figure 7-24.

This reliance on a leak-free bench mark and the uncertainty associated with the estimation

of the arrival time pose problems for the application of this procedure. These problems can

be removed through the use of the system response function in place of the original

transient output.
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7.4 IMPULSE RESPONSE FUNCTION FOR THE APPLICATION OF

TDR

From Chapters 5 and 6, the frequency response function from all intact pipelines has peaks

that smoothly decay with frequency and is noticeably different from the case when a leak

exists. The shape of the system response function for an intact pipeline is the same for

varying levels of frictional loss in the system, different lengths or sizes of the pipeline and

for all different types of the injected signal (given a careful selection of the input variable

to avoid system non-linearities, refer to Section 5.2.1). A leak can be identif,red through

any deviation from this known form of the response function as \Mas illustrated in the leak

detection procedure in Chapter 6. The remainder of this chapter investigates the use of the

time-equivalent of the frequency response function, that is, the impulse response function
for detecting leak-reflected signals in a transient trace. 

'While 
there have been publications

in other f,relds that make use of the impulse response function for the determination of
system characteristics (Sharp 1996), examples of this approach for fluid hydraulic systems

are few.

Liou (1998) illustrated the extraction of the impulse response function from a numerical

system at different positions along a pipe. The maximum magnitude of the impulse

response for each measurement position is then plotted and the linear decrease in the

maximum response with distance of measurement position from the transient source is

noted. This decrease in the response magnitude is caused by frictional losses in the pipe

section joining the transient source and the measurement point and is proportional to

distance from the source. A leak imposes a change in the pipe flow, giving a different

value of the frictional loss upstream and downstream of the leak. The leak can be detected

as the point where the slope of the energy line changes. In essence, this approach

resembles the steady state hydraulic grade line measurement approach and the use of the

impulse response function for this pulpose brings little improvement. Le et al. (1998) and

Beck and Staszewski (2004) proposed the use of a function similar to the impulse response

function for leak detection. This function, known as the "cepstrum" of the measured

pressure signal, is defined as
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c(t)=5-'(tog(r(ø))) (7.11)

where, C is the cepstrum of the signal. The relationship between cepstrum and the impulse

response function can be illustrated by substituting f(crl): H(a)X(co) into Eq. (7.11)

giving

Using a property of the logarithmic function, the equation becomes

The cepstrum of the signal consists of a summation of the inverse Fourier transform of the

logged frequency response function (which is an approximation of the impulse response

function) and a second term, which is related to the nature of the input signal. The

equation can be rewritten as

where f is the approximation of the impulse response function. The cepstrum of the signal

is of a similar form to the impulse response function and can be used to determine the

position of faults in the pipeline. However, while the cepstrum produces an approximation

of the impulse response function, it is still dependent on the nature of the input signal and

is not a true representation of system behaviour. Given a different input signal, the second

term in Eq. (7.15) is different and the cepstrum changes as a result. For a proper extraction

of the system response behaviour, the true impulse response function, which is

independent of the input signal, should be used. The following section describes a

procedure where the impulse response function can be extracted from a pipeline.

7.4.1 EXTRACTTON OF THE TMPULSE RESPONSE FUNCTTON (rRF)

From Chapter 5, the frequency response function Q! relates the correlation spectrums of

the input, X, and output, Y, of a system by

c (t) = 5 -' (tog(ø (at)x (a))) (7.12)

c (t) = 5 -' (tog(ø(r))) * 5 -' (tog(x(ø))) (7.r3)

cQ)= I'(t) + 3-'(tog(x(ø))) (7.14)
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o)Sn(a)= So Ct) (7.1s)

The time equivalent of this equation is

where (/) is the impulse response function, Sxx : Fourier transform of the auto-

correlation of the input signal, ^S¡y 
: the Fourier transform of the cross-coffelation

between the input and the output, r*, : the cross-conelation function between x and !, /x^

: auto-correlation function of the input, and the integral in Eq. (7.16) is known as the

convolution integral. From Eq. (7.15), the frequency response function can be extracted

from the input and output of a system by dividing the auto-correlation spectrum of the

input into the cross-correlation spectrum as was shown in Chapter 5. The extraction of the

impulse response function from the original time series, however, can become

complicated using Eq. (7.16); it involves a process known as deconvolution, where (t) is

extracted from the convolution integral of Eq. (7.16).

Li et al. (1994) and Liou (1998) and Dallabetta (1996) approximated the auto-correlation

of the input time series in Eq. (7 .16) (r*) by a dirac impulse when a wide band signal was

injected into the system. The convolution of any function with the dirac pulse is the signal

itself. The impulse response function of the system is, therefore, proportional to the cross-

correlation between the input and ouþut signals. However, as indicated in Chapter 5, the

generation of a transient signal that has a bandwidth approximating a dirac impulse is

difficult to produce in hydraulic systems. The use of a solenoid side-discharge valve can

only produce signals of 300 Hz bandwidth (refer to Chapter 4). The approximation used in
Li et al. (1994), Liou (1998) and Dallabetta (1996) cannot be applied in this situation.

Alternatively, in the case where the bandwidth of the injected signal is not close to the

Nyquist frequency (1000 Hz for a sampling frequency of 2000 Hz), a fast deconvolution

method, known as the Fourier-quotient method, can be used (Starck et al. 2002, Sharp

1996). This approach takes advantage of the factthat the impulse response function and

the frequency response function are a Fourier transform pair,

()=^!r*Q.),Q -iþ,.try (7.16)
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t(t)= s-'[r(r)] (7.17)

The extraction of the system impulse response can be carried out by f,trst extracting the

FRF as illustrated in Chapter 5 and then taking an inverse Fourier transform (Sharp, 1996).

Care must be taken 10.Ig_T_oJe u"J-þteþ-Ê3-qgg!.9J" çlmponenJt.beyp.nd.the,.bandwidth¡f

the ected the inverse F ESlbug tg -do 
so results in ,to

{þç gontamination of the impulse response function as is discussed later in the chapter. In

addition, th. E$g.rp_s!.1er¡pin in complex form prior to the inverse Fourier transform to

presetve the phase information contained in the function. The nature of the extracted

impulse response function is illustrated in the following section.

7.4.2 PROPERTTES OF THE IMPULSE RESPONSE FUNCTION (lRF)

The process of impulse response extraction can be considered as a procedure that refines

the shape of the output signal such that each reflected signal in the trace is replaced by a

unit impulse having a sharp, well-defined spike (Lynn, 1982). The def,rnition of the

impulse response of a system is the response measured at the output when a unit impulse

(a sharp spike of a magnitude of 1.0) is applied at the input. The def,rnition of the impulse

response function is illustrate d inFigure 7 -27 .

INPUT OUTPUT

1

Figure 7-27 - Impulse response function from a system.

Consider the response of a system when a complex signal is applied at the input. Each

input may be considered as a sequence of weighted impulses, hence each point on the

input generates a scaled version of the impulse response at the output. The overall

response from the entire input signal is given by the sum of these individual scaled

impulse responses. This fundamental property is shown in Figure 1-28 where a signal,

SYSTEM
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consisting of thee points (4, B, C), is used as the input. The output is given by the sum of
the expected responses from each of the three individual impulses. This method of
graphically summing the responses from each data point at the input to produce the overall

output is mathematically equivalent to the convolution process in Eq. (7.16).

For any input / output pair from a pipeline, the impulse response can be extracted using

Eq.(7.17) to give an indication of system behaviour and hence determine the possible

presence of faults. The extraction of the impulse response function from the numerical

pipeline (refer to Figure 7-29) is illustrated in Figure l-30 to Figure 7-33.

lr'

INPUT

+ OUTPUT

c
B

il

rl'",'

lr

Figure 7'28 - The overall response from the system when a complex single is apptied

at the input.

The Íesults were generated numerically using the method of characteristics model with a

discretisation of 100 and a computational time step of 0.0333 s. The pipeline was

conf,tgured symmetrically with the transient-generating side-discharge valve at the centre

of the pipeline (refer to Figure 7-29). The side-discharge valve was made to perturb in the

pattem shown in Figure l-30 , giving the response at the midpoint as Figure 7-31. For

illustrative pu{poses, unsteady friction is assumed negligible. To extract the impulse

response, the input and output signals were first used to determine the FRF from the

pipeline in a procedure described in earlier chapters. The magnitude of the FRF from this

system is shown in Figure 7-32. This FRF (in complex form) was put through an inverse

+
c

I

SYSTEM
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Fourier transform algorithm according to Eq. (7.I7) giving the impulse response as shown

in Figure l-33. To provide a clear comparison with the original time series trace, the IRF

is translated forward in the time axis to match the starting position of the initial transient.

Reservoir 1 Head = 50 m

Slope = 0

Pressure transducer
+ side discharge valve

+

Reservoir 2 Head = 20 m

1000 m

Pipe length = 2000 m
Diameter = 0.3 m

Wave speed = 1200 ms-1

Roughnessheight=5x10

Figure 7-29 - System configuration for numerical extraction of the impulse response

function.

line (s)

Through the method of impulse response extraction, each occurrence of the input pulse in

the original transient trace is replaced by a perfect impulse, each with a width of a single

time step. The same procedure is carried out where a leak exists 1500 m from the

upstream boundary with a CaArl A:3.96 x 10-3 (refer to Figure 7-34). For a similar input
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Figure 7-30 - Input to the leak-free numerical system (Data fÏle: C7-Il.txt).
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signal (Figure 7-30), the output of the leaking system is shown in Figure 7-35. The leak-

reflected signals are circled in Figure 7-35. The impulse response is shown in Figure 7-36,

again with the leak reflections circled. A set of leak-reflected signals from the original

transient trace and the impulse response are superimposed in Figure 7-37 showing the

refinement of the pulse width using the impulse response.

4.E+00

3.E+00

-3.E+00

-4.E+00

Time (s)

Figure 7-31- Output from the leak-free numerical system (Data file: C7-Il.txt).
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Figure 7-32 - FRF from the symmetric leak-free pipeline.
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Figure 7-33 - Impulse response extracted from the input and output pair.

Reservoir 1 Head = 50 m

Pressure transducer
+ side discharge valve

Slope = 0

Leak C¿A¡= 2.g '11g-4 
^2\

Reservoir 2 Head = 20 m

1000 m

500 m

500 m
Pipe length = 2000 m
Diameter = 0.3 m

Wave speed = 1200 ms-1

Roughness height = 5 x 1O-5 m

Figure 7 -34 - Configuration for numerical extraction of the impulse response

function in a leaking system

This refinement can improve the accuracy of the TDR procedure if the impulse response

function is used in place of the original transient trace for the estimation of arrival time of

a leak-reflected signal. When an injected transient is in the form of a pulse, the arrival time

of a signal can be estimated from a raw transient trace by the time lag between the peak of

the injected signal and the peak of the reflected signal. These peak positions on the

2 4 f) 10I 1t12
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reflected signals, however, can be taken as either of the two data points, labelled "4" and

"B," circled in Figure 7-37.

3.E+00

2.E+00

Leak
Reflections
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Figure 7-35 - Output from the leaking system with a leak 1500 m from upstream

boundary, Cu4rlA : 3.96 x l0-3 (Data file: C7-I2.txt).

3.5E+03

2.5E+03

Time (s)

Figure 7'36 - Impulse response from the leaking system with a leak 1500 m from

upstream boundary, C¡AL lA: 3.96 x 10 3.
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Figure 7-37 - Refïnement of leak-reflected pulse using the impulse response function.

These two points are of similar magnitudes and, in the presence of system noise, either of

these can be identified as the "peak" of the transient pulse. The estimation of the signal

arrlal time can be in error by 0.061 s for this sampling frequency (30 }ìz) and

corresponds to a wave travel distance of 80 m in this numerical pipeline of length 2000 m.

In comparison, the refinement of the signal using the impulse response extràction

procedure removes this ambiguity in the estimation of arrival time. The original and

reflected signals in the IRF are rehned to sharp spikes with widths equal to the sampling

interval. The exact timing of the reflected signal can now be determined with minimal

efTor.

As mentioned in Chapter 5 and Chapter 6, another important advantage in using the

system response functions for leak detection is that the nature of the functions represents

the underlying behaviour of the system. To illustrate this property, a different signal,

generated by the closure of the solenoid valve, is injected into the same leaking pipeline.

The measured transient output for this situation is shown in Figure 7-38. This output is

clearly different than the one shown in Figure 1-35, although the physical properties of the

pipeline remain unchanged. The detection of the leak-reflected signal using TDR in these

-Original 
Data

+lmpulse Response Data

A
B
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two cases would require two different leak-free benchmarks. The IRF of the system for the

two cases is shown in Figure 7-39. A good match is observed indicating that the form of
the IRF is not dependent on the shape of the injected signal.
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Figure 7-38 - Output from the same leaking system using a step closure of the valve

as the injected signal.
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Figure 7-39 - Comparison of the impulse response function using the two different

injected signals in Figure 7-35 and Figure 7-38 (the series overlap perfectly).
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As the impulse response for different signals is of the same form, the application of the

TDR procedure using the IRF can remove the previous reliance on the leak-free

benchmark for comparison. For example, from the leak-free IRF in Figure 7-33, the

impulse response function is zero except when a system reflection arrives at the

measurement point. As arrival times of boundary reflections in any pipeline are known,

detected reflections that do not correspond to these arrival times are fault-generated

reflections. The benchmark for comparison is no longer necessary when the impulse

response function is used. The CUSUM algorithm can be set to detect any significant

deviations from zero in regions where reflections from the system are not expected.

The following section investigates the application of this technique in an experimental

system and presents additional modifications to the procedure required to produce a clean

IRF in a physical system.
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7.5 EXPERIMENTAL EXTRACTION OF THE IMPULSE RESPONSE

FUNCTTON (tRF)

To validate the IRF extraction procedure under experimental conditions, the laboratory

system was aranged symmetrically with the downstream valve fully opened. The

boundary heads were set at 37 and 36.5 m giving a flow velocity in the range of 0.5 ms-l

and a Reynolds number of 11,000 (refer to Figure 7-40). The transient was generated by a
pulse perturbation of a side-discharge valve located close to the midpoint of the pipe

(18.705 m from one boundary) and the transient was measured at this position. The

resultant transient trace and the extracted IRF (using the procedure described in the

previous section) are shown in Figure 7-41 andFrgureT-42.

Head = 37.0 m
Slope = 1V:18.5H

Pressure transducer +
side discharge valve
(transient source)

+

Head = 36.5 m

18.71 m

Pipe length = 37.525 m
Diameter =O0221 m
Wave speed = 1328.0 ms-1
Roughness height = 1 .5 x 10-3 mm

Figure 7-40 - System configuration for the experimental extraction of the IRF.

Unlike the numerical results in the previous section, the experimentally extracted IRF

displays a significant level of distortion and the spikes in the IRF are no longer visible as

discrete boundary reflections. The cause of this distortion can be. explained by the

bandwidth of the injected signal. As discussed in Section 5.2.3, the experimentally derived

FRF is affected by the bandwidth of the input signal. Every input signal contains a finite

amount of energy that attenuates with frequency. The input signal from the solenoid valve

has a bandwidth of 300 Hz. Athigher frequencies, the energy of the input approaches zero
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and introduces effors in the FRF (through the division of the output spectrum by small

values). This result is illustrated in the full FRF for the experimental data with frequencies

ranging from zero to 1000 Hz (the Nyquist frequency for a sampling frequency of 2000

Hz) in Figure l-43. From the FRF, the lower frequencies consist of regular harmonic

peaks (as shown in Chapter 5 and 6) whereas the higher frequencies contain only random

no1se.
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Time (s)

Figure 7-41- Transient trace from the experimental system (Data file: L7-I3.txt)

Time (s)

Figure 7-42 - Unsmoothed IRF from leak-free experimental pipeline.
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Figure 7-43 - Bandwidth-related high-frequency noise in FRF.

In Sharp (1996), this distortion of the FRF was reduced by adding a small non-zero term

to the input spectrum across all frequencies, which prevents the division of the ouþut
spectrum by small values in the extraction of the FRF. A procedure that can achieve a

similar result is to multiply the FRF by a filter, thus removing the noise component at high

frequencies. Two filter types are chosen for their ability to generate a smooth reduction of
magnitudes at high frequencies, the Hamming filter and the Blackman filter (Oppenheim

and Schafer, 1989). The shapes of the Hamming and Blackman filters for 10,000 data

points are shown inFigxeT-44.

Both filters are slimmetric and can be multiplied into the frequency data generated from a

conventional Fourier transform where zero frequency is at the centre with positive and

negative frequencies responses on either side. The shapes of the two filters differ slightly.

The Blackman filter produces a faster reduction in magnitudes near the tails of the filter.

The equation for the impulse response function, taking into account the filtering process,

is
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I(t)=s-'[w(a)n(at)] (7.18)

where W: the f,rlter function.
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Figure 7-44 - Shape of the (a) Hamming and (b) Blackman filter.

The effect of multiplying the Blackman flrlter into the FRF is shown in Figure 7-45. The

f,rlter has resulted in the removal of most of the noise from the FRF. The effect of each

filter on the resultant IRF of the system is shown in Figure 7-46.The results show that,

although both filters produce a marked improvement, the Blackman filter gives a cleaner

response function.

0 800 I 000

Figure 7-45 - Filtered FRF result using the Blackman filter.

z\ boundary reflection from the original signal is shown with the same reflection in the

IRF in Figure l-47. As in the numerical investigation, the reflection from the IRF is

sharper than that in the original signal. Unlike the numerical study, however, the widths of

the reflected pulses in the IRF are no longer at the width of the sampling interval. Instead,
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the Blackman filter has smoothed the overall IRF and the pulses are now wider than the

numerical example.
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Figure 7'47 - Comparison of reflection shapes between the original signal and the

filtered IRF

In summary, the procedure for extracting the IRF from a pipeline is as follows:

l. Extract the frequency response function from the pipeline (refer to Chapter 5).

2. Multiply the resultant complex FRF by a Blackman filter according to Eq. (7.18)

E
c
o
o¡t
L
J
Ë(,
o.
Eoo
I

I 0E+05

8.0E+04

6.0E+04

E+0440

tt,

E
o!t
Ë
ct(!

=o
tt,

octoo
É,

I

I

7

o

5

4

3

2

1

0

20E+04

I
/t

-278-



3. Inverse Fourier transform the result.

The schematic of the IRF extraction procedure is shown in Figure 7-48. The following

section presents the procedure for leak detection using the IRF.

INPUT
OUTPUT

Cross and autocorrelations

Fourier Transform

Complex Division

Frequency
Response
Function

Remove High Frequency
Noise in FRF

lnverse Fourier Transform

lmpulse
Response
Function

Figure 7-48 - Procedure for extracting the impulse response function from the

pipeline
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7.6 METHOD OF LEAK DETECTION USING THE IMPULSE

RESPONSE FUNCTION (tRF)

The conventional TDR procedure can be modif,red to take advantage of the properties of
the impulse response function. Two modifications are made that include (1) the removal of
the leak-free benchmark and (2) the ref,rnement of the signal reflections.

7.6.1 Removal of the need for a leak-free benchmark

For any injected transient signal the resultant IRF of an intact pipeline consists of a series

of sharp pulses about zero. Each of these pulses corresponds to a reflection from the

system. Detection of pulses at times that do not correspond to arrival times of boundary

reflections indicates the possible presence of a leak in the system. This fixed shape of the

IRF in an intact system can allow reflected signals in a pipeline to be detected regardless

of the nature of the injected signal and without the need for a leak-free benchmark. A leak

reflection arriving in close proximity to a boundary reflection may not be distinguishable

as a separate waveform. The detection regions, illustrated in Figure 7-49, in the IRF

should take place away from the boundary reflections.
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Figure 7-49 - Regions for leak detection in the IRF.
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Multiple measurement stations can be used to measure the same transient event giving the

IRF at different positions in the pipeline. The valid extraction of the system response

function requires only a set of input and output time series, the location of which does not

affect the accuracy of the approach. The predicted leak location that is coÍrmon to results

from different measurement stations is the true position of the fault. This approach is an

improvement to the leak detection procedure in the frequency domain where the transient

source and measurement station must be placed at certain positions to locate a leak.

7.6.2 Refinement of transient reflections

The smooth nature of an injected transient signal can lead to errors in the estimation of

reflection arrival times (refer to Section 1.3.4). An impulse response function removes this

ambiguity as all reflections are converted into sharp pulses, each with a clearly defined

maximum point. The form of the IRF is automatically time-shifted such that the start of a

transient signal corresponds to / : 0 in the IRF. The time lag between an injection of a

signal and the anival of any reflection is simply given as the time at the peak of the

reflected pulse and can be used to determine the leak position. This improvement is shown

in Figure 7-50 (shown previously as Figure 7-36).
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Figure 7-50 - Estimation of the arrival time of leak-reflected signals using the IRF.
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7,7 EXPERIMENTAL VALIDATION OF THE IMPROVED TDR

PROCEDURE FOR LEAK DETECTION

Experiments of leak detection using the impulse response were conducted for both anti-

symmetric and symmetric boundary configurations. Given that the TDR procedure is only

concerned with the first reflection from the system, the first half period of oscillation is

shown for each of the following results.

7.7.1 Anli-symmetric System Tests

The anti-symmetric tests were conducted in the experimental apparatus with the in-line

valve fully closed and the upstream reservoir set at 39.6 m. A leak 28.06 meters from the

upstream boundary has an orifice diameter 1.5 mm and Cu4r I A : 4.r7 x 10-3. Two

pressure transducers, labelled "Transducer #1 and Transducer #2," were placed in the

system to measure the transient response 0. 16 m from the valve and at the midpoint of the

pipe. The layout for this test is shown in Figure 7-51.

Head=396m Slope = 1V:18 5H

Pipe length = 37.525 m
Diameter = 0.0221 m
Wave speed = 1328 ms-1

Roughness height = 1.5 x 10-3mm

1.5 mm leak

Head = 20 m
18.71 m

+

+
9.35 m

Transducer #2

9.23 m

Side discharge valve
(transient source) +
Transducer #1

0.16 m

Closed inline valve

Figure 7-51- System layout for the anti-symmetric test #1 using the improved TDR

procedure.

The transient was generated by the pulse perturbation (close - open - close) of a side-

discharge solenoid valve located 0.16 m upstream of the closed valve (same position as
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transducer #1). The transient trace for the test measured using transducer #l is shown in

Figure 7-52.For the purpose of comparing the shapes of the reflected signals between the

transient trace and the IRF, the leak reflection in the original transient trace in Figwe 7 -52

is circled. Using this measured head response as output, the IRF of the system is shown in

Figure 7-53 with the leak reflection once again circled. Comparing the form of the

reflections between the original signal and the IRF, the reflection is noticeably sharper in

the case of the IRF.
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-2.0E+00
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-6.0E+00

-8.0E+00
Time (s)

Figure 7-52 - Original transient trace for the anti-symmetric example for transducer

#1 (Data file: C7-ILl.txt).

Applying the CUSUM change detection algorithm on the impulse response gives the

resulls shown in Figure 7-54 where anon-zero value in the CUSUM alarm status indicates

that the alarm has been triggered. For this leak position, the alarm was triggered at two

places in the IRF, once at0.014 s another at 0.0285 s. Substituting the arrival time of the

first reflected signal into Table 7-1, the leak is located 9.29 m upstream of the

measurement transducer #1 and corresponds well with the true leak location of 9.23 m.

The cause of the second reflection is illustrated later in the thesis.

For comparison, the arrival time of the first leak reflection is estimated from the original

transient signal (Figure 7-52). This arrival time \Mas measured as the time lag from the

start of the transient to the start of the reflected signal (see Figure 1-55) and also as the
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time lag between the peak of the injected signal and the observed reflection (see Figure

7-56). In both cases, the estimated arrival time is 0.0145 s, placing the leak 9.63 m

upstream of the transient source. This leak location is less accurate than the result from the

IRF, which predicts 9.29 m with the true leak position 9.23 mupstream of the source. The

accuracy is increased through the use of the IRF.
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-2.0E+05
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Figure 7-53 - Improvement of the reflection form using the IRF for transducer #1.
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Figure 7-54 - CUSUM results of anti-symmetric example for transducer #1.
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Leak Reflection

01 0.02 0.03 0.04 0.05

Estimated Time of arrival = 0.00145

Time (s)

Figure 7-55 - Estimation of the arrival time from the transient trace from estimated

start times of the signals for transducer #1.

Leak Reflection

0. 0.03 0.04 0.05

Estimated Time of arrival = 0.0145

Time (s)

Figure 7-56 - Estimation of the arrival time from the transient trace from signal

peaks for transducer #1.

The IRF from the same transient event measured at the midpoint of the pipeline

(Transducer #2) is shown in Figure 7-57 alongwith the CUSUM results. The results show

that a reflection is detected at t : 0.014 s from the first arrival of the main transient wave

at transducer #2. Using Table 7-1, the leak is located either 9.29 m upstream of the

transient source or 9.29 m upstream of transducer #2.
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Figure 7-57 - IRF measured from transducer #2 in the anti-symmetric system (Data

file: C7-ILlb.txt).

The f,rrst solution coffesponds exactly with the predicted leak position from transducer #1,

and corresponds well with the true solution of 9.23 m upstream of the transient source.

Unlike the FRF, the form of the leak-induced modification on the IRF remains unchanged

with different arrangements of the transient source and measurement station. In a second

example, the same leak is positioned at the midpoint of the pipeline (18.71 m from the

upstream boundary) and both the transient source and the measurement point are located

at the closed in-line valve (refer to Figure 7-58).

Head =38 I m Pipe length = 37.525 m
Diameter = A.0221 m
Wave speed = 1328 ms-1
Roughness height = I .5 x 10-3 mm

Slope = lV:18.5H

1.5 mm leak

Head =20 m
18.71 m

18.57 m

0.16 m
Transient source +
Transducer #1 Closed inline valve

Figure 7-58 - confTguration of the second anti-symmetric exampre.

+
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The IRF from this case is shown in Figure 7-59 along with the CUSUM results. From

Figure 7-59, areflection is detected 0.028 s from the start of the transient, placing the leak

18.59 m upstream of the transient source, which agrees with the true position of 18.58 m.

2.0E+05

1.5E+05

-1.5E+05

-2.0E+05

Time (s)

Figure 7-59 - CUSUM result for L.5mm leak at the mid point of a pipe with anti-

symmetric boundaries (Data file: C7-IL2.txt).

7 .7 .2 Symmetric boundary condit¡ons

The procedure is now repeated under a symmetric boundary condition where the

downstream valve of the pipeline is fully opened with boundary heads of 39.6 and 39.0 m,

resulting in a flow with velocity of 0.5 ms-l and Reynolds number of 11,000. The transient

source and the measurement points were positioned at the centre of the pipeline (18.82 m

from upstream boundary) with a 1.5 mm diameter leak (Cu4t1A: 4.I7 x t0-3) 6.695 m

from the upstream reservoir, or I2.0I m upstream of the transient source. The

configuration of the system is shown in Figure 7-60. The IRF of this situation is shown in

Figure 7-61 alongwith the CUSUM results.

In a second example the leak was moved to a position 9.35 m downstream from the

transient source (refer to Figure 7-62). The IRF and the CUSUM results, Figure 7-63,
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indicate that the arrival time of the first leak-reflected signal is 0.0145 s, putting it 9.63 m

away (both upstream and downstream) from the transient source [using Eq.(7.5)]. The

solution corresponds well with the true location of 9.35 m downstream from the source.

Head=390m
Slope = 1V:18.5H

Pipe length = 37.525 m
Diameter = 0.0221 m
Wave speed = 1328 ms-1
Roughness height = 1.5 x l0-3 mm
Flow velocity = 0.5 ms-1

Head = 39.6 m

18.82 m

Transient source + transducer #1 12.01 m

1.5 mm leak ô.35 m
0.31 m

Figure 7-60 - Configuration of the first symmetric test example.
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Figure 7-61- Symmetric test example 1 (Data file: C7-IL3.txt).

This study shows that the IRF is able to locate a leak with an error of 0.0 5 % - 0.7 % of the

pipe length without the use of a leak-free benchmark. The TDR procedure can detect leaks

located at all positions in the pipeline, unlike the leak detection procedure in the frequency

domain where leaks at the quarter points are not detectable.
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Head = 39.0 m Pipe length = 37.525 m
Diameter = 0.0221 m
Wave speed = 1328 ms-1

Roughness height = 1.5 x 10'3mm
Flow velocity = 0.5 ms-'

Slope = 1V:18.5H

q

Head = 39.6 m

9.57 m

9.35 m

Transient source
and measurement
transducer

18.71 m

Figure 7-62 - Configuration of the second symmetric test.
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Figure 7-63 - Results of the second symmetric test (Data fite: C7-IL4.txt).
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7.8 IMPROVEMENTS TO THE APPLICABILITY OF IRF

This section presents two possible extensions to the proposed IRF leak detection

procedure to generalise the scope of its application.

7.8.1 Extension to discrete blockage detection

The leak detection procedure described in this section is based on detection of fault-

reflected signals. This procedure can be adapted to other types of faults, given that their

presence results in partial reflections of the original transient signal, using Table 'l-I for

fault location.

A discrete blockage can be modelled with the orifice equation. It generates reflected

signals in the transient trace in much the same way as a leak (Liou 199g, Vítkovsky et al.

2003a). Harding (1974) proposed that the nature of the reflection from any object in the

system is dependent upon its impedance. A low impedance element (a leaþ generates

reflections that arc reversed in sign to the original signal, whereas a high impedance

element (a block) results in reflections of the same sign as the incident wave.

The effect of a blockage on the IRF is compared to that of a leak in Figure 7-64. The

transient is generated by closure of the downstream in-line valve. A leak of size Cu4r:
1.4 x 10+ tt] Q¿rll: 1.98 x 10-3) is placed 1250 mupstream from the valve along with
a block of impedance Zs: 141.4 m¿s 625 mupstream of the valve. The configuration of
the system is shown in Figure 7-65.

The two-sided CUSUM algorithm can detect both positive and negative changes in the

IRF and the same TDR procedure can locate these blockages. As the sign of these

deviations are different between a leak and a block, the nature of the problem can be

ascertained from the direction of the deviation. Additional details of this approach can be

found in Vítkovsky et al. (2003a). The IRF is different than the FRF in that reflections

from a blockage cannot be confused with a leak reflection from another position in the

pipeline (refer to Section 6.13). This result highlights one of the advantages for detecting
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faults using the IRF in the time domain compared to using the FRF in the frequency

domain.

Time (s)

Figure 7-64 - Impulse response function comparing the reflection from a leak and

from a discrete blockage.

Reservoir 1 Head = 50 m

Slope = 0

o Leak C¿At= 1'4 x 1O-4 m2

Discrete Blockage

ZB = 141 .4 m-2s Reservoir 2 Head = 20 m
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Figure 7-65 - System configuration for results sho\ryn in Vítkovsky et al. (2003a).
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7.8.2 Detection of multiple faults

The previously described procedure for a single leak using the FRF can be extended to

detection of multiple leaks. Given that each individual element with a different impedance

generates a discrete reflection in the transient trace (Harding, 1974), the presence of
multiple leaks can be approached in the same manner as the detection of a single leak.

Figure 7-66 illustrates the situation where three leaks result in the an:ival of three distinct

reflections at the measurement station. The arrival time of each of these reflections can be

used in the TDR procedure to determine the location of each of the faults.

The application of the TDR procedure for detecting multiple leaks is illustrated for the

experimental configuration in Figure 7-67. The system is arranged anti-symmetrically

with two leaks, both of orifice diameters of 1.5 mm (Crty/ A:4.17 x 10-3), located,9.23

m and 30.59 m upstream of the transient source. The transient event was generated by the

pulse perturbation of the side-discharge valve. The resultant transient trace is shown in
Figure 7-68 and the extracted IRF is in FigureT-69 along with the CUSUM detection

results. The IRF indicates that two distinct reflections from the system exist in the signal,

one at 0.014 s and the other at 0.0465 s. These times correspond to leaks 9.29 m and 30.87

m upstream of the transient source. The results are good estimates of the true positions of
9.23 m and 30.59 m with effors of 0.16 %o and0.7 % of the pipeline length.

\
\

(\
\

x
Transmitted Wave

Transient Source and
Measuring Transducer

+

\s\\\

-\
Leak #1-\---\ leak#2

Leak #3

Figure 7-66 - Multiple leak detection in an anti-symmetric system.
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Reservoir 1 Head = 40.3 m

\ Leak 1.5 mm diameter

-3
mm

Slope = 1V:18.5H

\ Leak 1.5 mm diameter

0.05 0.1 0.15

Reservoir 2 Head = 20 m

6.695 m

21 .36 m

Pipe length = 37.525 m (Valve to reservoir = 0.08m)
Diameter = 0.0221 m

Wave speed = 1328 ms-1

Roughness height = 1.5 x 10

fir

Pressure transducer +

side discharge valve
(transient source) +
lnline valve fully closed

0.25 0.3 0.35 0.4

9.23 m
160

Figure 7-67 - System configuration for experimental multiple leak detection.
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Figure 7-68 - Original transient signal for the multiple leak case shown in Figure

7-67 (Data file: C6-L8.txt).
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Figure 7-69 - Leak detection using the rRF for system shown in Figure 7-67.

Presence of higher order reflections

The previous example illustrates how every detected reflection in the IRF can be used to

determine an associated leak position. However, repeated reflections from the same leak

lead to complications. The formation of these higher order reflections are illustrated in
Figure 7-70 where the original leak reflection passes through the leak again, thus

generating an additional reflection.

\

Transmitted Wave

Transient Source and
Measuring Transducer

ñ +

ñ
Y- \

.E

] ^p' 
r.oe*os

o'coÉ
oi
I .g 5.0E+04
õË
cL -oU'L
E È o.oE+oo
Trooo
3 $ -u.o=*oo
ONtt -cfo
Ë .9 -1.0E+os
bE(!Ë

f .É -,.u.*ou
É,

---..y'/ lst Leak Reflection

-\
2nd Leak Reflection

Figure 7-70 - Diagram showing higher order reflections from the leak.
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Each detected disturbance occurring after detection of the first can be either (1) a higher

order reflection from the same leak or (2) a primary reflection from a different leak. To

illustrate, the experimental result shown in Figure 7-54 is repeated here as Figure 7-71.

The system configuration, shown in Figure 7-72, consists of a pressure transducer and a

transient source (side-discharge valve) located adjacent to the closed in-line valve. A

single leak of 1.5 mm diameter (Cd,4rlA:4.1J x 10-3) is located 9.23 meters upstream of

the transducer. Two reflections, measured at transducer #I, are detected in the resultant

IRF. The f,rrst reflection correctly indicates a leak 9.29 m upstream of the transducer and

the second indicates another leak at 18.58 m. As only one leak exists in the system, the

second reflection is a higher order reflection from the leak, generated when the original

leak-reflected signal travelled through the leak again (refer to Figure 7-70).
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Figure 7-71 - Expanded impulse response for the first 2Lla seconds for transducer #1

system shown in Figure 7-72.

The higher order reflection from the leak is of a similar form to a true leak reflection at the

same position and poses a potential problem for the detection of multiple leaks using the

TDR method. This problem can be overcome in the anti-s¡zmmetric pipeline shown in

Figure 7-70 by ensuring that each detected leak reflection in the IRF does not have an

anival time that is an integer multiple of the arrival time of an earlier reflected signal. For

example, the reflection predicting a leak 18.58 m upstream of the source is an integer
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multiple of a lower leak position of 9.29 m. Given that it is unlikely for two leaks to be

located at such regular spacing, the reflection pointing to a leak 18.58 m upstream of the

source can be assumed to be a higher order reflection and is ignored.

Head = 39.6 m

q

Slope = 1V:18.5H
Pipe length = 37.525 m
Diameter = 0.0221 m
Wave speed = '1328 ms-1

Roughness height = '1.5 x 10-3 mm

1.5 mm leak

Head = 20 m

+

Ç
18.71 m

+
9.35 m

Transducer #2

9.23 m

Side discharge valve
(transient source) +
Transducer #1

0.16 m

Closed inline valve

Figure 7-72 - System layout for the illustration of the effect of higher order

reflections.

7.8.3 IRF for the application of complex signals

This chapter illustrates how the IRF can be used to rehne the raw transient trace such that

leak-reflected signals in apipeline can be better identified. Although this approach may

appear intuitive for simple signals such as single pulses and steps, its value becomes more

evident when complex signals are injected into the system. In Chapter 5, a continuous

transient was injected into a pipeline as an alternative to a single discrete signal. The

advantage of this approach is that the energy of the signal is spread over a longer time and

the amplitude of the injected transient can be small while retaining the same amount of
information in the measured response. From experimental tests presented in Chapter 5, a

pseudo-random binary sequence contains the same information as a discrete signal that is

7 times its amplitude. This type of signal may be necessary in situations where the

amplitude of the induced transient is of concern. To illustrate the application of the IRF in

this situation, consider the following numerical example.
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A transient is generated by perturbing (close - open - close) a downstream in-line valve in

the simulation pipeline in which a leak of Cu4r: 1.4 x l}a m2 (Cd,4rl|: 1.98 x 10-3) is

located 1400 m from the upstream boundary. The layout of the system is shown in Figure

7-73. The transient data are generated using the method of characteristics model with a

computational time step of 0.161 seconds (100 reaches). The resultant input (valve tau

fluctuation) and the output (measured head response) are given in Figure 7-74.Frcmthe

measured transient trace, the form of the signal is complex and the detection of a leak

reflection using this raw transient data without an accurate leak-free benchmark is not

possible. In comparison, the IRF extracted from this transient event is shown in Figure

7-75.From the IRF, the position of the leak-reflected signal is evident and is circled. [n

cases where complex signals are used, the IRF simplifies the data such that the leak

reflections can be determined. The ref,rnement of the extracted information using a

complex signals can only be carried out using the procedures presented in this dissertation.

Reservoir 1 Head = 50 m
Slope = 0

Leak C¿AL = 0.00014 m2

\

Reservoir 2 Head = 20 m

1400 m

600 m
Pipe length = 2000 m

Diameter = 0.3 m Perturbing inline valve(transient source) +

Wave speed = 1200 ms-1 Measuring Transducer

Roughness height = 5 x 1o-5 m CV= 0'oo2 m5l2s-1

Figure 7-73 - Numerical simulation of PRBS analysis using IRF.

7.8.4 Application in a complex system

The same reflectometry procedure can be applied in a complex system consisting of pipes

of different properties. The leak-induced modification in a complex system is identical to

that in a simple pipeline where the arrival time of any reflected signal provides an

indication of the distance the wave has travelled since the start of the transient.
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7.9 CONCLUSIONS

This chapter presents the conventional time-domain reflectometry (TDR) for leak

detection in a pipeline and presents two modifications to the TDR procedure that allow

leaks to be detected and located automatically regardless of system configuration. The

shortfalls of this technique, including a reliance on a leak-free benchmark of the system

and inaccuracies in the estimation of the true arrival time of the leak-reflected signals, are

presented.

These shortfalls are overcome by using the impulse response function in place of the

original transient trace for this procedure. The process of impulse response extraction

allows the shape of the original signal to be refined such that each reflection from the

system is converted into the form of a sharp pulse, allowing accurate determination of the

reflection arrival time. In addition, the form of the system response function is

independent of the nature of the injected signal, thus removing the necessity of a leak-free

benchmark.

The improved TDR procedure using the impulse response function was validated

experimentally, illustrating that it can locate leaks in the experimental pipeline to a greater

accuracy than use of the original signal. The technique can be applied to multiple leaks

and the detection ofdiscrete blockages.

The main conclusions from this chapter can be summarised in the following points

1. Given its ability to analyse complex injected signals, refinement of system reflections

and its independence to the shape of the injected signal, the impulse responsefunction

should be used in place of the original transient for existing time-domain

reflectometry methods of leak detection.

2. The impulse response function, unlike the frequency response function, clearly

distinguishes leak reflections from blockage reflections and should be used in

situations where a number of different faults exist in the system. The nature of the

leak-induced modification on the IRF (i.e. a reflection) is the same for all

arrangements of the transient source and measurement station; hence, multiple
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measurement stations can be used to increase conf,rdence in the leak detection

procedure.

The previous two chapters illustrate the application of the system response functions in the

time and frequency domains for the detection of leaks in the pipeline. These two
procedures were validated experimentally. The next chapter conducts a comparison

between the procedures and determines the technique best suited for detecting faults in
pipelines.
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CHAPTER 8

COMPARISON BETWEEN TIME. AND

FREQUENCY-DOMAIN LEAK

DETECTION

8.1 INTRODUCTION

Chapter 6 and Chapter 7 illustrate two different leak detection procedures, one in the

frequency domain and the other in the time domain. Both techniques were experimentally

tested and can detect leaks under laboratory conditions. In the frequency domain, a leak in

a pipeline causes the peaks of the frequency response function to oscillate periodically.

The frequency and phase of the oscillatory pattern are used to predict the position of the

problem through a series of derived anal¡rtical expressions. In the time domain, a leak is

located through the arrival time of the leak-reflected signal in the impulse response

function. A common feature of both techniques is that they do not require the use of a

numerical model or an existing leak-free benchmark for comparison. All injected transient

signals in the pipeline produce the same response function given that the physical nature

of the system remains unchanged and the input signal is chosen to avoid system non-

linearities (refer to Section 5.2.1). For an intact pipeline, the shape of the response

function is initially known. For example, the frequency response function for an intact

pipe contains peaks that attenuate smoothly with frequency, whereas the impulse response

function contains spikes that correspond only to boundary reflections from the system.

Any signif,rcant deviations from these known forms indicate problems in the pipe. This

chapter directly compares the two leak detection procedures and determines when each

approach is most appropriate. The relationship between the two different leak-induced

modifications, one in the frequency and the other in the time domain, is investigated first.
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8.2 RELATIONSHIP OF LEAK.INDUCED MODIFICATION ON THE

FRF AND THE IRF

Both the frequency response function (FRF - frequency domain) and the impulse response

function (IRF - time domain) operate on the information derived from the measured

transient response of the system. For this reason, leak-induced modifications in the system

response functions must stem from certain behaviour in the raw transient ttace. From

Chapter 2,the effects of a leak on the transient trace are:

o A leak creates reflections in the transient trace.

o A leak induces additional damping on the transient data.

To determine the cause of the leak-induced damping pattern in the frequency domain,

consider the following numerical example. A transient event was generated in the

simulation pipeline with the boundaries ananged anti-s¡zmmetrically. The transient was

generated by a side-discharge valve located adjacent to an opened in-line valve and a

leak-size cu4r: r.4 x r}a m2 çc¿¡l: 1.98 x 10 3)-is placed 1400 m from the

upstream boundary (refer to Figure 8-1). The closed side discharge valve was fully opened

and closed agarn in 8.33 ms (refer to Figure 8-2 producing the transient trace in Figure

8-3). The simulation was carried out using the method of characteristics with a

discretisation of 400 and a computational time step of 4.17 ms. The leak-induced

reflections in the signal, along with the increased damping of the transient as a result of
the leak are identif,red in the transient trace. The corresponding FRF of this situation is

shown in Figure 8-4. To determine which of the two leak-induced effects (reflections and

damping) resulted in the formation of the oscillation pattern in the FRF peaks, the leak

reflections in the transient trace are removed by replacing each reflection with the steady

state (initial) head value. The resultant transient trace with only the leak-induced damping

in the signal is shown in Figure 8-5. The FRF for this situation is in Figure 8-6.

The FRF shows that when the leak reflections are removed from the original transient

ttace, the leak-induced oscillations in the peaks of the FRF are no longer present, although

the damping effect of the leak still exists. This result indicates that leak-induced

oscillations in the FRF peaks are a result of the leak-reflected signals in the original
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transient frace. As the procedure in the time domain using the impulse response function

also operates on the location and the presence of these leak-reflected signals, both the time

and frequency-domain techniques for leak detection in the pipeline are linked to the

detection of fault reflections in the original transient trace.

Reservoir 1 Head = 50 m
Slope = 0

o Leak C#L= 1 4 x 10-4 m2

1400 m

Pipe length = 2000 m
Diameter = 0.3 m

Wave speed = 1200 ms-1

Roughnessheight=5x10

Reservoir 2 Head = 2O m

600 m

Pressure transducer + side discharge valve
+ open inline valve CV= o.oo2m5l2s-1-5

m
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Figure 8-1 - System configuration for investigation.
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Figure 8-2 - Input discharge perturbation at the side-discharge valve.
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Figure 8-3 - Transient response from the leaking pipeline measured upstream of the

in-line valve.
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Figure 8-4 - FRF of the transient event.

The FRF shows that when the leak reflections are removed from the original transient

tÍace, the leak-induced oscillations in the peaks of the FRF are no longer present, although

the damping effect of the leak still exists. This result indicates that leak-induced

oscillations in the FRF peaks are a result of the leak-reflected signals in the original

transient trace. As the procedure in the time domain using the impulse response function

also operates on the location and the presence of these leak-reflected signals, both the time
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and frequency-domain techniques for leak detection in the pipeline are linked to the

detection of fault reflections in the original transient trace.

Time (s)

Figure 8-5 - Modified transient response with leak reflections removed.
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Figure 8-6 - FRF of transient trace with leak reflections removed.
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discrepancy from zero is noted as a reflection and the arrival time of the reflection gives

the position of the leak. Consider an example where the same transient event in Figure 8-3

is modihed so that the first reflection from the leak is removed (by replacing the reflection

in 0 < t < 2Lla with the steady state head value), but the subsequent reflections are

unchanged (Figure 8-7). The resultant IRF of the system is shown in Figure 8-8. Due to

the speed of the injected transient pulse (8.33 x 10 3 s) in respect to the fundamental

frequency of the system (6.67 s), the IRF is of a similar form to the modified transient

signal.

-4

Time (s)

Figure 8-7 - Corrected transient trace with the first reflection from the leak

removed.

The IRF from the modified transient trace has no reflection from the leak in the first 2Lla

of the response. The removal of the leak-reflected signal in the analysis period of the TDR
procedure can falsely identify the pipeline as leak free. In comparison, consider the FRF

from the same modif,red transient output shown in Figure 8-9. The FRF displays

oscillating peaks, indicating that a leak is present in the pipeline. A leak can be correctly

located despite having the first leak reflection removed from the transient signal. This

procedure can be repeated for any other leak reflection in the signal and the shape of the

leak-induced pattern will remain unchanged. The leak-induced pattern on the FRF is
caused by an agglomeration of all the leak reflections in the transient signal, and the

removal of a single reflection has no effect on the leak detection procedure.
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8.3 SENSITIVITY OF TECHNIQUES TO SYSTEM NOISE

The term "noise" in the transient data for the purpose of fault detection refers to any

contamination of the transient signal that is unrelated to the physical nature of the pipeline.

Noise can be generated by fluctuating demand, the operation of hydraulic devices and

electrical contamination in the transducer output. The presence of noise can lead to

inaccuracies and forms an important study. Two types of noise are considered, random

noise and sinusoidal noise.

The experimental data arc generated using the solenoid valve at the centre of the pipeline

with symmetric boundary conditions. The heads at the upstream and downstream

reservoirs are 37.0 and 36.5 metres. A leak from an orifice of diameter 1.5 mm (Cd,4r/A :
4.17 x t0 3; is 6.695 m from the upstream reservoir, producing a Reynolds number of
11,000 anda velocity of 0.50 m.-t. The conhguration of the system is shown in Figure

8-10.

Reservoirl Head=370m Slope = 1V:18.5H

\ Leak 1.5 mm diameter

Pressure transducer +

side discharge valve+ (transient source)

Reservoir 2 Head = 36.5 nr

6.695 m

12.0't m

1882m

Pipe length = 37.525 m (Valve to reservoir = 0.08m)
Diameter = 0.0221 m

Wave speed = 1328 ms-1
-J

Roughness height = 1.5 x l0 mm

Figure 8-10 - system configuration for testing the effect of noise in data

The measured transient event at the transient source is shown in Figure 8- 1 1. To illustrate

the effect of random system noise on the leak detection procedures, a uniformly

distributed random perturbation of maximum amplitude of 1.0 metre is added onto the
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measured signal. The resultant contaminated signal is shown in Figure 8-12. The FRF

(frequency domain) and the IRF (time domain) of both the original and the contaminated

signals are shown in Figure 8-13 and Figure 8-14.

10

8

Time (s)

8

6

-10

Time (s)

Figure 8-12 - Contaminated transient signal.

In the contaminated transient signal (Figure 8-I2), the leak reflections in the signal are

completely masked (refer to Figure 8-13 and Figure 8-14). For the FRF in Figure 8-13, the

noise distorts the form of the response function and the peaks at the higher frequencies are
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masked' However, the magnitudes at the lower harmonic peaks (i.e. first 5 peaks) remain

largely unchanged. The use of these peaks in the leak detection procedure correctly locates

the leak. The harmonic peaks in the FRF are indicative of components of the original

transient signal that repeat at the fundamental frequency of the pipeline. In the case of
random noise, which is not periodic, the effect on peak magnitudes is minimal.
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Figure 8-13 - Comparison between the FRF of contaminated and original signals.
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In comparison, the IRF from the contaminated signal (refer to Figure 8-14) has severe

distortions throughout. Leak reflections are no longer discernible and the use of the TDR

procedure in any period of this IRF will not result in the correct determination of the leak

position.

Another type of signal contamination is oscillatory noise and may be the result of poorly

earthed appliances that use mains AC power. A sine signal of magnitude I m with

frequency 100 Hz was added to the original transient trace as shown in Figure 8-15. This

frequency was selected as it provides the maximum level of distortion to the leak-reflected

signals. The transient trace and the FRF are shown in Figure 8-16 and Figure 8-17.

Time (s)

Figure 8-15 - Contaminated transient signal with a sinusoidal function.

The FRF (Figure 8-16) indicates that the sinusoidal contamination in the original transient

appears as a discrete spike (at 100 Hz). The responses at other positions in the function are

unchanged. If the frequency of the noise does not correspond to a fundamental frequency,

the contamination from sinusoidal noise has minimal effect on the accuracy of the leak

detection procedure in the frequency domain. The effect on the IRF, however, is not

localised and as it creates a sinusoidal oscillation (Figure 8-17). The presence of leak

reflections cannot be ascertained from the IRF. The application of the CUSUM algorithm

in this case detects changes near the peak I trough of the sinusoidal contamination and

does not correspond to correct positions of the leak reflections.
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The contamination of the transient trace through random and sinusoidal noise has minimal

effect on the FRF (frequency domain) and significant effect on the IRF (time domain).

The leak detection procedure in the frequency domain using the relative peak magnitudes

of the FRF is more noise tolerant than the time-domain procedure using the IRF.
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8.4 SUMMARY OF PROPERTIES OF TIME- AND FREQUENCY-

DOMAIN TECHNIQUES

The previous sections illustrate the relationship between the leak-induced modifications in

the frequency response function (FRF) and the impulse response function (IRF). This f,rnal

section provides a sunmary of the advantages and disadvantages of the analysis using the

two different forms of the system response function.

8.4. 1 Frequency-domain techniques

The leak detection procedure in the frequency domain is more tolerant to the presence of

random and harmonic noise. While the approach is advantageous in this respect, it is

strongly dependent on the bandwidth of the injected signal (refer to Chapter 6), which

limits the number of observable peaks and hence the amount of information that can be

used.

The number of leaks (oscillation frequencies) detected in the system is fixed by the form

of the f,rtting function, repeated here as

where, S is the scale correction function, T is the trend correction function and X is the

vector of fitting parameters. Each additional fault to be detected in the system requires an

additional three parameters that correspond to the magnitude, frequency and phase of the

leak I block generated oscillation (e.9. Xt, Xz and Xz).F,q,.(8.1) shows the f,rtting function

for the detection of two oscillations. From Section 6.9, the number of search parameters

should ideally be fewer than the number of available data points. For a given number of

peaks, the number of oscillations that can be included is limited as is the number of faults

that can be detected simultaneously.

E (m)= fr >< fx, cos(2nmx, - x .) + x o cos(2nmx, - x u)]+ T @) (8. 1)
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The FRF leak detection procedure has difficulty finding leaks that are located at certain

positions in the pipe, depending on the boundary conditions. For example, in a symmetric

system, fault locations with a xy* that is an integer multiple of 0.25 create patterns on the

peaks that have oscillation frequencies either near the Nyquist or zero frequency [refer to

Eq. (6.56)1. Oscillations at these frequencies are difficult to detect. Faults located near the

midpoint or boundaries have a similar problem for anti-s¡rmmetric systems. As the

frequency response method of leak detection was specifically derived for two system

configurations (an anti-synmetric system where a transient source and a measurement

station are adjacent to a closed boundary, and a symmetric system where both are located

at the pipe centre point), large deviations from these configurations can lead to distortions

in the resultant leak-induced pattern.

Finally, leaks and blockages existing simultaneously in the pipeline pose a problem for the

technique as a blockage at one position is indistinguishable from a leak at the mirror

position in the system.

In summary, the frequency-domain procedure for leak detection has benefît in situations

where the input bandwidth is high compared to the fundamental frequency of the system,

providing a large number of resonance peaks for analysis. Examples of such systems are

large-scale transmission pipes. To accurately differentiate between leaks and blockages

the FRF technique should always be used in conjunction with a time-domain technique.

8.4.2 Time-domain techniques

One of the advantages of the time-domain (IRF) approach is that there are no limits to the

maximum number of faults that can be detected in the system. Each fault generates an

individual reflection in the IRF and can be located using its arrival time. The nature of
these faults (i.e. leaks or blockages) can be determined from the sign of the reflected

signal. In addition, faults at all positions in the pipeline can be detected regardless of the

system configuration. Multiple measurement stations can be used to measure the same

transient event to increase the conf,rdence in the predicted leak location. However, the

main disadvantage to the time-domain approach is that it provides little tolerance to noise
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contamination, as shown in the Section 8.3. Any distortion of the original transient signal

remains in the resultant IRF of the system.

8.4.3 A comparison of time- and frequency-domain techniques

The properties of both procedures are shown in Table 8-1

Table 8-1 - Properties of FRF and IRF procedures for leak detection.

From these findings, the frequency-domain fault detection has a rcal advantage only in

cases where the noise contamination of the data is significant. In most situations, the

detection of faults in the time domain can lead to the simultaneous detection of any

number of faults in the system and the position and nature of each fault can be determined

independently. The time-domain approach of leak detection using the impulse response

function is more versatile and is better suited to detecting faults in a f,reld situation than the

detection procedure in the frequency domain. In reality as the FRF needs to be determined

prior to the IRF, both techniques can be applied together for each situation to minimise the

possibility of false detection using either technique.

. Noise Resistant Independent of system configuration and

number of faults in system

Nature of each reflection indicates the

location and nature ofeach fault (leaks

and blockages can be detected

simultaneously)

a

a

Advantages

Susceptible to noiseaDisadvantages Bandwidth limits accuracy of leak detection

and number of detectable faults

Leaks at one position can be confused with

blockages at a mirror position

Specific to certain system configurationsa

Impulse Response MethodFrequency Response Method
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CHAPTER 9

CONCLUSIONS AND

RECOMMENDATIONS

9.1 SUMMARY AND CONCLUSIONS

The major aim of this dissertation was to provide new methods for detecting leaks using

injected fluid transient signals in pressurised water pipelines. The use of fluid transients

for this purpose is non-intrusive and has the potential for testing large stretches

(kilometres) of a pipeline within a short period of time (in seconds, depending on system

size). Fluid transients can be generated by the operation of in-line or side-discharge

valves. The measurement of the pressure fluctuations in time can be analysed to determine

the presence and positions of leaks and blockages. The detection range of this type of

approach is unmatched by any other existing method of fault detection (e.g. the leak

correlators).

Previous techniques in the field of transient leak detection require all features of the flow

have to be modelled accurately, including steady and unsteady friction as well as the

d¡mamics of flow that is approximated as one dimensional. However, the state of the art in

mathematically modelling flow in pipes is not suff,rciently accurate to provide a basis for

reliable leak detection. From a practical point of view the following factors inhibit

accurate modelling: unsteady friction; knowledge of the detailed geometry and

(rheological) properties of the pipe and its fittings; contamination of the fluid (for

example, with air) and status of flow control valves. As the state of any pipeline is usually

unknown, the reliance on such a good understanding of pipeline topology may limit the

application of these techniques.
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This thesis describes new techniques where faults can be detected without a good

knowledge of the leak-free system behaviour. These techniques were developed in both

the frequency domain and the time domain and allow the detection of leaks of a C* rlA :
1.69 x 10-3 (l mm diameter) under laboratory conditions, where C¿ is the coefficient of
discharge for the leak, Ayis the area of the leak and I is the area of the pipeline. The work
in this thesis can be divided into two sections, the extraction of the system response

function from a pressurised hydraulic system and the development of new leak detection

techniques in the time and frequency domains.

9.1.1 Summary and conclusions of system response extraction in hydraulic

systems

The system response functions provide insight into behaviour of a pipeline by reducing

measured output to a form that is solely dependent on the system and independent of flow
changes, including introduced transients. Any change in the system from one day to the

next can be detected as a change in the system response function even though the injected

signals on those two days are different. The shape of the system response function for a
perfect pipeline was determined in this thesis. For a leak-free pipe the system response

function in the frequency domain (the frequency response function) consists of regularly

spaced peaks that attenuate smoothly with frequency whereas in the time domain, it
consists of a series of reflections that corresponds only to boundary reflections. A
deviation from these known shapes indicates a possible fault.

In the past, the determination of the frequency response involved the repeated injection of
a single frequency (sinusoidal) signal. The generation of a high resolution frequency

response function using this procedure requires a large number of runs and is time

consuming. By considering every complex transient signal as a summation of different

frequencies, a procedure was developed in this thesis that allows the accurate extraction of
the system response function using a single transient run.

The system response extraction procedure applies linear time-invariant system equations

to the measured input and output from the pipeline during the transient event. The output

is the measured transient response from the pipeline and the input can be any parameter

that describes the valve movement generating the transient. The selection of the input
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parameter (i.e. the dimensional valve opening coeff,rcient ) x, or the induced discharge

perturbation) can affect the accuracy of the resultant response function. The use of the

valve opening coefficient is valid only in cases where the valve movements are small,

reducing nonlinearity of the valve orifice equation. In comparison, the use of the induced

discharge perhrrbation as the input eliminates the nonlinear valve equation and good

matches between the nonlinear method of characteristics model and the linear transfer

matrix model can be found for all magnitudes of valve movement. For these reasons, the

induced discharge perturbation should be used to describe any discrete transient event.

The amount of information contained in the measured transient response is governed by

the bandwidth-range of frequencies-in the input signal. The input signal should contain

sharp changes of pressure in time (translating to high-frequency content). Slow transient

signals, such as those generated by pump trips and slow manual closures of in-line valves,

are generally not suitable for fault detection. This finding has implications on filter design

for extracting relevant information from transient signals as all frequency content that is

outside the bandwidth of the input signal (hence not a direct response to the input) should

be removed.

The procedure for system response extraction was experimentally validated using different

input signals such as step signals, pulse signals and pseudo-random binary signals

(PRBS). The frequency response function was accurately extracted displaying resonant

peaks at the correct frequencies. PRBS was advantageous in regards to the required

maximum head variations induced into a pipe. For a given pipeline, the use of PRBS as

the excitation signal can provide the same information as a discrete signal many times its

size. The application of such signals in the field may be of benefit as the range of the

transient signal can be increased without increasing the pressure change of the transient

event.

9.1.2 Summary and conclusion of leak detection procedures using the system

response functions

Two new techniques of leak detection were developed in this thesis, one in the frequency

domain and the other in the time domain. These techniques do not require leak-free results

for comparison nor an accurate prediction of transient behaviour.

-3r9 -



Previous publications proposed that a leak generates additional resonant peaks in the

frequency response function and the position of these peaks can be used to locate the leak.

Experiments conducted in this dissertation show that extra peaks are not generated. A leak

was found to impose a non-uniform pattern on the peaks of the frequency response

function. The imposed pattern is periodic and is indicative of the location of the leak. This

pattern is a result of leak reflections in the transient signal. A new leak detection technique

based on the observed pattern of the resonant peaks is validated using both numerical and

experimental results. The technique can detect and locate single or multiple leaks and was

extended to the detection of discrete blockages. It is tolerant of random and harmonic

noise in the data.

The application of the leak detection procedure in the frequency domain requires a
transient signal of large bandwidth to provide a sufficient number of peaks for analysis.

For a given number of observable peaks, there is an upper limit as to the maximum

number of faults that can be detected. In this respect, a system configured anti-

symmetrically is better suited for this procedure due to its lower fundamental frequency.

For the same reason the method works better in long pipelines than in short ones.

The impulse response function-the time-domain representation of the system response

function-was used to detect the occuffence and locate the position of leak-reflected

signals in the transient trace. Leaks were found using the known wave speed and arrival

time of leak reflections. The use of the impulse response function in this procedure

increases the accuracy of the predicted leak location as well as providin g a way to detect

reflections without a leak-free benchmark for comparison. The impulse response function

can also be used with complex signals (e.g. pRBS) for this purpose.

Leak detection procedures in the time and frequency domains were compared in the thesis.

The conclusion is that while the procedure in the frequency domain is more tolerant of
data contamination, it should only be applied as a supplement to the time-domain methods

of leak detection due to the low number of availabl e data points for analysis, high

sensitivity to bandwidth / fundamental frequency of the system and its inability to

distinguish between a leak and a blockage at mirror positions in the pipe. In contrast, fault

detection using the impulse response function (time domain) has none of these

disadvantages and is the better technique.
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9.2 RECOMMENDATIONS FOR FUTURE WORK

This thesis illustrates that the information contained within a transient trace is governed by

the bandwidth (frequency content) of the injected transient event. A high bandwidth signal

translates to sharp impulses in the impulse response function in the time domain and

provides more information about the system. Electronic solenoid valves used in this thesis

can generate transients that have a duration of 4 ms. Given the high wave propagation

speed, this translates to a physical distance of 5.3 meters in the pipe. Objects spaced closer

than this distance may be difficult to separate as distinct objects and fine details

concerning the object cannot be extracted. Investigations of devices capable of generating

higher frequency (shorter duration) signals should be conducted to increase the

information content of the transient signal. Questions that need to be answered concerning

the use of high frequency signals for fault detection include,

What is the level of energy dispersion at these high frequencies? That is, how far

can these signals propagate through the system?

Is there an upper limit to the frequencies that can be generated in a fluid transient

signal? What is the maximum information resolution that can be expected using

transient techniques?

Do leaks and blockages have detailed signatures in their reflections that will

distinguish them from other objects in the pipe?

How do corners, junctions, air valves and other common elements in pipeline

affect the behaviour of transient signals?

The investigation should involve the design of new transient generators, including the

testing of piezoelectric speakers and also improved designs of solenoid valves. Signals of

progressively greater bandwidths should be injected into system to determine if an upper

frequency limit exists for the pipe frequency response. Reflections from leaks, blockages,

air pockets and other common hydraulic elements using these high bandwidth signals

should be analysed to determine if unique characteristics exist that can allow identification

of the problem. Currently, all transient based leak detection techniques are unable to

provide conclusive identification of objects in the pipeline based on the nature of the

reflection. Advances in this area are vital for future development of the field.

a

a
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Field testing of the techniques is also necessary to determine the range of the transient

technique in a field system. The attenuation caused by corners and junctions may result in
the dispersion of reflected signals. Such dispersion can distort the form of the reflected

signals, making them difficult to detect using the current procedure. A modified system

response extraction procedure using the wavelet transform in place of the Fourier

transform is presented in Young (1995) and may be required in this situation. This

procedure takes into account of all possible levels of signal dispersion and unlike the

Fourier transform, it does not assume that the reflected signal is of the same form as the

input signal.
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APPENDIX A - FORMULATION OF THE TRANSFER MATRIX

FOR A TWO.LEAK PIPE SEGMENT

The transfer matrix, U, of a pipeline relates the head, h, and discharge, 4, between the

upstream (n) and downstream (n +l) of a section at a particular frequency,

where U¡ denotes the ith row andfh column entry to the transfer matrix of a pipe, U.

The transfer matrix for a section containing two leaks (Figure A-1) is derived as

follows.

Pipe A Pipe B Pipe c

Figure A-1- Pipe section under consideration.

The unit matrix for a pipe segments is

where Po_,it the entry (m, r) in the unit matrix of the rcuh pipe section. Similarly, the

unit matrix for a leak is given as

Leak BakALe

q

h

1

U,,

=Un
0

n+l

0

U,,

U,, (A-1)

P,
Kt2

P,
^22

0

0

0

1

(A-2)

1

0
0

1

0
0
1

Lo,, Lo 
' (A-3)
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where Lo^^ is the entry (m, n) in the unit matrix of the frth leak. To form the overall

transfer matrix of the pipe section, these individual matrices are multiplied together

starting from the downstream end. The result of multiplying the unit matrix of pipe C

[Eq. (A-2)] with the unit matrix of leak B [Eq. (A-3)] is

Similarly, the multiplication of pipe matrix B to leak matrix A is

The multiplication of Eq. (A-4) to (A-5) and subsequently to the matrix of pipe A
give the following entries in the overall transfer matrix of the system:

These entries of the system transfer matrix, (f, are used in the determination of the

leak-induced modification on the peaks of the FRF in Chapter 6.
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