S8t John's College
Cambridge.

March l. "FJ'F'
Dear Fisher,

Thrnks for your letter. I think that even 1f we can't spree snd
have to leave a lot for other people to argue about, we cught to be &ble to
agree about what our points of difference are. At present it meems that the
relatione between us ars of the form 'A thinks that B has done all the
thinge that B has been at special trouble to avold' ; where If A =J,B = F
and conversely. With me might #thlnﬁ be included F.P.Ramsey and'G.D‘Erﬂadi
there are two very Lmportant papers by the la:ter in Yind wols 27 and 29,
which Iread when they came osut, and they seem fespecially the first) to
nave 1lnfluenced me to the extent that I aaaimilétad tha ldeas and forget
where they came from. I¥11 have to make & belated acknowledgment somewhere.

On the question of ratilos aflinriniéga firet. In your Fhll.Trans. you
gulte expliclitly excluded the notion of a 1limit and stated the definition
of a probability as the ratioc of mxf two infinite numbers. The lisit was
Venn's dodge, and $ou dropped 1t. But when it comes to the poaint neither
you nor Venn uee your own definitions. You have never taken an infinite class
end counted the number of a eub-class ¥ithin Lt, nor has Venn ever found -
probabllity as the 1limit of & ratic when the number of trials tends to
infinity. (By the way you use the word ’pruhahilityf in your definition ;
but later on you generally use 'frequency'. I euppose you mean the same
thing by both, but am not sure.} When you want metuel numerical estimates
you Bosesa dirdnt::l.: the frequency of a sample in the form *"-g N.ﬁr'u-i. ,/h b,
5o far as I can see this 1s got by mountlng ceses in & perfectly correct
way and then saylng that all cases are equally probable. 7n the & priori
view of probabllity there 1 no more to be sald : on the frequency view

it may be right or not, but the point I want to make 1 that you don't



avold making an a Elﬂr‘l assumption. You have to sassume that ImxEmximfimitmx
s R XER LAY 6 ENE A RAE Y B ENEY Y X krckhE 11 you take an indefinlt&sly 1a-=r153
number of classes of number n, each of which contains I*ﬁl and sample them,
the ratios of comp2s’tlons of the samples will occur in just the frequency
given by your estimated probabllity. You do not know this by experience snd
therefore 1t 18 an & priori pestulate. You may think thet 1t is more
plauslble than the dlrect use of non-sufficient reason : but that 18 not &
reason for comdemning the latter on the ground that it 1ls not known by
1~fgﬁﬂf’ mlﬂ..fir ?ﬂaﬂrﬂ“ your Wﬂﬂ?ﬂﬁ M taken over
into the & priorl theory of probabllity without change of thefr quantitative
statement, though some of them may need a change of language.

To take another case ; suppose that by your methods you gEk compare
two methode of growlng pokatoes and show that in 90 per cent of cases meathod
A wlll give a greater yield than method B. Suppoee a farmer asks you 'What
reason 1is tﬂﬂra to suppose that_I wlll get a greater yleld by method A?' It
geems to me that your only anewer 1z in terms >f the vlew that probabllity is
intelligible without definition.

Thﬁrﬂiﬂ a4 oritliclem of the a priorl view that I often meet and have

never succeeded in understanding, and you give me some clue to it at last.

It 18 the fundamental objectlon to the idea that F{pfq} hae 2 definite wvalue
whatever p and q may be. I am getting ineclined to think thet behind this
objection 18 an idea that I think that g 1s relevant to the truth of gin 2ll
cases, whlch 18 ansther matter altogether. In the majority of cases REm

wa have things like P(p| qr) = P(p/q) whatever ﬁ; hia, 1.8.,1in worde, r 18
irrelevant to the truth of p giren gq. E.g., on m: present knowledge of your
movements 1t is as likely &g not that you will be in Cembridge before you are
at Rothamsted ; the probability 1s § « IT I find that you etill have a house
at Rothamsted the probability ainkaitu 0 ; but it la only such quite special

additions to information thet will materially alter the probability.



You &lec seem to suggest ln your paper that when I aaaangr%fﬂrnhahiliJFE“'
T &m expregelng an apei coplnion onm the ratle of the nuebers of cesas in the
world. My atiltude, on the contrary, is that 1t 18 only on my view that

sy R i

1t 12 pnaslble to iﬂnbifﬂxpraasing such an nﬁlniqn._ I etarted from the
pure phenomen&alist position, but found that pheonomanalism needs a good
deal of amplificatlon before 1t can desl with the problem »f inference. :e
don't know all about the world to start with : our knowledge by experlence
conslete elmply of & rather scattered lot of sensatlons, and we cannot pat
any further wlithout some a pripri postulates. "y problem ie to get these

etated as clearly as poaslble. 'he teats available cannst be experimental;

the conditions raquired,in my view, &re that we want just enough & priori

hypothesis to make &% poeaible to settle the rest by experlence. We cannot
aizfﬁﬁzitﬂa.paaaib;%ity that when a law looke well established the next
attempt at verificatlon may jigger it up altogether, so that gemeral lawe
ara never certain at any stage but only have a certain degree of probabllity
I got &g far as I could with the prinsiple of non-suffigeient reason, but

1t turna out in some cases to glve answerse gquite contrary to general bellef.
E.G. a8 Broad pointed out, it wlll never give a reasonable probabllity to

g general 1aw of the form 'all ecrows are black'. He tried to get & worksble
alternative but got no answer vary convineing either to him or to me ; I
discussed the polut very shnigy in BSelentific Inferencs 191-197, but I
think the attempt in my Cambp.Phil. Boc. paper on sampling 18 on the rlght
lines. The case of quantltative laws ls even more to the polnt. E.g.,ln

the ‘cage of uniform acceleratlon dlsecussed 1n 3clentifle Inference 3T7-41,
we could chooee an infinite number of laws that would fit the data perfectly,
but nevertheless do shoose one,on & _priori grounds, that only flts them
aporoximately. If likellhosd was the only thing that mattered we would

chooge any of the exact solutlionse 1n preference to the one we actually do

chooga,
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The principle of non-suflletent resson L8 intended to serve slmply e an .
axpression of lack of prejudice ; in & samnling problem we want tnlgivaﬂéll
constitutions of the whole class an equal chance of sequiring a high prob-
abllity by Exparqgﬂpb. But 1n these caseg of general laws thers sesams to
be prejudice : qﬂannut help 1t, but there is a gensral belief in the
poeeibllity of establishing guantitative laws by experience, and I am not
prepared to say that the general belief i8 wrong. I think I have stated =
noetulate that expressss it sufficlently clearly for oprectical purposes,
but the poetulat? cannst be proved experlmentally. Dut since such & postu-
late must from lte nature be believed independently of experience that ls
g recommendation. What I want ie, eince an & priori postulate 18 needed
anyhow, to choose it ln surh & way that the maximum nogber of slternatives
are left for experéence to select from. Eddington,e.g., chonses it too
drastleslly by saying that the law of gravitation must be generully
covarlant and that space must have & finite curvature, deliberately excluding
txm ¢ O from the admlssible values of & certain coefficlent.

Your paper on Inverse Probability in the C,.P.3.Proc. invoelves &
eubtle polint. Suppose we have a huge population and from it meke up claszes
each of 10000 members, containing respectively 0,1,2 .... with the property
9& » We choose one of these at random end select & sample of 100, -of wlich
30 have the pmpartﬁl‘. fou Bay, and 1 agree, that this establishes a high
probabllity that the cless choeen dontains about 30004 with the properiy.
If on the other hand we chose 10000 at random, sampled them &8 before with

by inverse probablility,using n.s.r.,

the same result, we should still uatimatﬁ{that the clase contalned about
3000 #%s. “You xEm think it sbeurd that ths two should give the same result.
hetuslly Ix they do when you only sample one clase ; but Lf you take two
classes there la a difference. Tn the first cases the fact that one clase
has been estimated to contain about :mﬂﬁ ‘s slightly reduces the probability

that the second will contain a numbsr i1f thie range, because one of them
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18 excluded from the poseible composliions of the secend. Eut in the =
ssgond «aee the first sample of 100 is effectively & q;ﬂpla of the whole
super-population, and establishéngthat the ratio in this is probably sbout
3% 5 to T. Hence thare is an increaged prior probability that the seasnd
10000 sampled will be in ambout tHia ratla.-Ir we agaln get 30, we shall
fael increas=dconfidence that the number ls about 3000 { end reduce the
probablg error) : but in the first cuse what change there 18 18 4n the
other direction.

I don't understand your remark sbout & verbal noint in your eriticism
of my remarks onAgynes. Mises sald something simllar in reviewing oy
book. My immediate reaction 1s that T cannot take it ae obvioud that
neople's linguietic habits are meaningless ; but I think there ia samathiqg,
wlse and can't see what 1t is.

I keep on getting other Jobs pushed -n to me and have not yst nanaged
Lo read your paper carefully, though I have re-read =& good deal of
rrevious work (damn the spacer on thie maching ; 1t keepe Jjumping o or 2
#hen I want it to do 1). In your discussion of my 1/3 businese you seemed
o aspume that the third obee.vation waa a,ually distributed in some wey
this la contrary to the pfostulate that the probsbility follows the
normal law. I don't think there 1g much to add to Bartlett's dlscuseion,
My own got rather muddled through getting statements in the wrong order.
The polnt ls that if we know anything about L to begin with, and the first
two observatlons are separsted by & blg multiple of 1/h, there will be
an extra probabllity that the third will lle between them ; 1f they are
reparated by a emall multiple, 1t will be probable that the third will lie
outside them by & distance of order 1/h. When the first two are fixed, the
probability that the third will be between them is 1/3 only if we have no
previous knoWwledge about h, w

I will think sbout your problem of the tress,



Ithink that as a result of this you may feel inelined to alter your
paper somewhat ; Aif I anewer 1t &8 1t stande I think I shall misa the
important polnts and say too much mbout othere. Should I send it back for
any modificetlon you think desirable and then I ean have another try ?

Yourse sincerely,



