January 12, 1939

Dear Jeffreays,

I slways think that the best interests of mathematioal
notation ars served by each man using the conventlon whioh
aulte him beat. Coneequently, I am not inelined to argue
about uelng nor n = m. I don't quite follow what your letter
says about least squares. However, eince I always find it
convenlent to develop the theory in terme of undivided sums,
8:g., 1n the coefficlents and right-hand sides of the squations
for regression cosfflglente, and in the formulae for obtaining
the sume of squares of residualas. As I geae 1t, the only question
arises when one wants a mean square derived from this sum of
squares, &nd then I am glad you agree that the old prooedure
of dividing by n = m 1a the one to uase. Uf course, there 1s
no great harm in doing what the blometricians do, and difiding
all sums of aquarss by n automatioally at &ny other point in
the work, for such divigors ocancel ouf in sstimating the
regragsiona. In fact, I regard regression work from ancther
polnt of view, as a good example of anoillary information, in
that the precieion of the regresslcn doss not really depend on
the number in the asample, but only on the esum of squares of

the independent variate, or, in general, on the dispersion



sums of equares and products of the set of independent variates.
Since the actuanl values of these are provided by the sample,
there is no need to conslder emtimation in respect of the
variances and ocovarisnces of thess i:dependent variates. In
fact the whole work is conpletely independent of how they may
be distributed in the population sampled.

I ghowed ycur letter to Finney, who ls now working in
my Department, but he does not seesm to have time to take up

the computation you suggest.

Ypurs slnoserely,



