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Abstract

In [28], Mathai and Wu extended the notion of analytic torsion, as first conceived by Ray and Singer
[34], to Zs-graded complexes. The main example of this is the de Rham complex with the flux-twisted
differential dg = d + H, where H is a closed three form, a complex that arises in geometric situations
where there is twisting by a gerbe. We review the formalism required to construct this torsion, and
present the key results. We generalise the analysis found in Farber [12] and Forman [14] to the Zo-
graded situation to study the behaviour of the torsion of families of complexes near points at which
the cohomology jumps. By studying analytical deformations of these complexes, we provide results
showing that in some cases the torsion and some related invariants of this twisted operator are related

to the untwisted torsion only through maps of a cohomological nature.
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Introduction

Analytic torsion for the de Rham complex was introduced in [34], building on earlier work of [32], as a
smooth analogue of the classical Reidemester Torsion. This analytic object is constructed out of certain
reqularized determinants of Laplacians of certain smooth chain complexes, so a priori it is somewhat
different from its simplicial predecessor. The study of Ray and Singer’s analytic torsion culminated
in the magnificent monograph of Bismut-Zhang, where it was shown that it in fact agreed with the
simplicial Reidemeister torsion. This lead to many interesting avenues of study relating differential
and simplicial invariants of manifolds. The Ray-Singer torsion reappeared later in the seminal work
of Witten [44], where it was shown that this invariant was related to certain topological field theories,
an idea developed by Schwarz [40]. Recently, Mathai and Wu [28, 29| have developed an extension of
analytic torsion to the case of Zy graded complexes. In this case, special care needs to be taken with
the analysis to show that the torsion exists, and it is here that the subtle non-commutative residue of

Wodzicki-Guillemin makes an appearance.

The ‘twist’ of the analytic torsion that we are interested comes from a modification of the de Rham
complex of forms by a total odd-degree closed form H, known as the fluz. The de Rham differential d is
modified to dg = d+ H, an operator that also squares to zero, and thus a flux-twisted complex of forms
can be considered. This example was the original motivation for Mathai-Wu’s definition of analytic
torsion for Zs graded complexes. The goal of this thesis is to partially answer some questions raised in
[28], relating to this special case of the torsion. Specifically to compute the value of the zeta function
at zero, the so called derived Euler characteristic, of the flux twisted de Rham complex. Mathai and
Wu also show that when the flux form is of top degree, the twisted and untwisted torsions are related
by a canonical cohomological isomorphism, the Knudsen-Mumford map. We give an alternate proof of
this result, and extend it to the case where the twisted cohomology vanishes. Very recently, Mathai-
Benameur [26] have also explored a signature-type invariant for the flux twisted de Rham complex. We
leave it as a future project to extend the results obtained in this thesis to the case of the signature

complex.

In Chapter 1, we review the necessary analytical tools used in the construction of regularized

determinants. We show how to construct the heat kernel k(e~*?) for Laplacian-like operators ), and



that there exists an important asymptotic expansion near t = 0 (Prop 2)
o0
k(e‘tQ) ~ Zait’_"/Q
i=0

The mildness of this singularity at the origin allows for us to define the regularized determinant of
Q@ in terms of a trace of this heat kernel. This process involved the construction of a Zeta function,
also known as a power sum, a construct that dates back to early work of Riemann in his famous
Hypothesis. We also consider the case of asymptotic expansions of the operator Ae~*?, where A is a
auxiliary pseudodifferential operator, and show how Grubb-Seeley were able to produce an asymptotic

expansion in this case (Prop 12)

)
k(Ae™?) ~ Z a;t ™" 4 Z bit'logt
i=0
The presence of these bylogt factors in the expansion prevents a straightforward definition of a de-
terminant in this case. The obstruction to this construction is related to a quantity known as the
Non-commutative residue of Wodzicki-Guillemin. We show that in the applications we are interested
in, namely the construction of the Mathai-Wu torsion, the operator A is a projection and that the
residue vanishes on this type of operator. This result was used in [28] to define the determinant for

partial Laplacians that form the twisted analytic torsion.

In Chapter 2, we begin with a review of classical material on chain complexes and their Zy-graded
analogues, and the language of super-algebra that describes them. We discuss an important map, the
Knudsen-Mumford isomorphism, which is a canonical map between the determinant line of a complex
and the determinant line of its cohomology. We introduce analytic torsion for these complexes, as it
was defined by Mathai-Wu, and show how in the case of a folded up Z-graded complex we recover
the original definition of analytic torsion due to Ray-Singer. We discuss a somewhat more elementary
object constructed out of zeta functions, which first appeared in the seminal work of Bismut-Zhang,
known as the derived Euler characteristic. We demonstrate the key property of analytic torsion, namely
its invariance under change of metric. In Zs-graded setting, we can show a further invariance under a
large class of gauge transformations. We also introduce perhaps the most basic non-trivial example of a
Zo-graded complex, that of the twisted de Rham complex. This complex is the usual complex of forms,
graded by degree modulo 2, equipped with the differential D = d + H, where H is a closed total-odd

degree form. It is this basic complex on which we will focus the majority of our analysis.

In Chapter 3, we introduce deformations of elliptic complexes, that is, a base complex (C*,dp), and
a one parameter family of differentials d; that extends dy such that d? = 0 for all t. We restrict to
the class of families that satisfy certain analyticity constraints on the ¢-dependence. We use results of
Kato to show that under certain conditions, the spectrum of such a family of operators behaves in a

similarly analytic fashion. These results were first used by Farber in [12] to analyse the ¢ dependence



of the analytic torsion of the family d;. We extend Farber’s results to the Z, graded situation. One of

the main objectives is to compute the difference
dime H*(C, dy) — dime H*(C, dy)

for small ¢. We apply this analysis to a simple family of operators that passed through both d and
d + H, the operators introduced in the previous chapter. We use these results to answer a question
posed in Mathai-Wu concerning the derived Euler characteristic of the d + H complex.

In Chapter 4, we discuss how the determinant line varies along an analytic family near the base point.
We show that the de Rham cohomology of a deformation of an elliptic complex can be computed from
a certain spectral sequence that is built out of taking successively better approximations to the kernel
of the differential. We present a generalisation of the works of Forman [14] on this spectral sequence
to the case of Zs-graded case, and show that similar results follow. We apply this generalisation to the
case of the twisted de Rham complex with operator dg. We apply the machinery developed in this

thesis to the case of torsion of Lie groups twisted by the canonical 3-form.






Chapter 1

Heat Kernels and Regularised

Determinants

The determinant of an invertible linear map A € GL(V) acting on a finite dimensional vector space
V measures the scaling of the volume element induced by A. If {\;}, is a complete set of eigenvalues
(with multiplicities) for A, then we have the classical formula det A =[], A;. In [32, 34], it was asked
if this notion of determinant could be extended to certain differential operators acting on the space
of sections of vector bundles over compact manifolds, in particular, the Laplace operator A. This
generalisation was far from straightforward, since the spectrum of such operators is usually infinite and
divergent. Let @) be an operator such that its eigenvalues diverge \; — oo as i — oo, then the naive
limit limpyx_, oo HZ <N A; cannot be finite. However, it has been known since the early works of Riemann
on his famous Zeta function that in certain cases there is a technique that allows us to assign finite
values to certain divergent products. In particular, we can show that a generalisation of this procedure
assigns a finite number for the ‘determinant’ of the operators we are interested in, and thus it is called
a regularised determinant. Here we illustrate the outline of this procedure in the finite dimensional
case and in this chapter we will show how this method extends, via regularization, to certain elliptic

operators on compact manifolds.
e First we construct the solution to the heat equation for a matrix A € GL(V), that is, the time
dependent matrix a(t), called the heat kernel, that satisfies the system of equations
(& +Aa(t) =0, a(0)=1
The solution given by the matrix exponential, a(t) = exp(—tA). This matrix valued function
exists for all time t.

e Secondly, take the matrix trace of the heat kernel, tra(t) = >, e~**. We see that this function

only depends on the spectrum of A.



e Take the Mellin transform of this trace, known as the zeta function of A

1

C(4.3) = 75 /O T tra(t)] dt

Using the the gamma function identity

/ t5 e dt = T(s)\~*
0

we have the ‘power sum’ realization of the zeta function
C(A,s) =) A® (1.0.1)
i

e Determine the small time asymptotic behavior of the trace, i.e., its Laurent expansion near t = 0
tra(t) ~rtk A — ttr A+ O(t?)

By some general theory, this tells us that (A, s) is smooth in a neighbourhood of s = 0, and the

power sum identity yeilds

(2¢(A.8)uc0 = — 3 log A,

So we can recover the determinant as
det A = exp(—('(A4,0)) (1.0.2)

This might seem like a rather complicated process to arrive at the determinant, but the key observa-
tion of [32] is that we can repeat each of the above steps for the geometric operators we are interested in.
The relation (1.0.2) then becomes the definition of the zeta-regularised determinant for such operators.
However, we need to be careful that the various quantities at each step are well defined and finite. To
attempt to repeat the above process for an operator () on a Hilbert space H, the difficulties that arise

are

e The heat equation

(5 +Qk(t) =0

might not have a solution for all ¢. For the case we are interested in, namely some particular
elliptic operators, we find that a unique solution k(¢) exists, and is a smoothing operator for ¢ > 0,

and at t = 0 it limits to the identity operator.

e We have to define what kind of trace we wish to take, and to see when (if at all) the heat kernel
has a well defined trace. We will see that it is of trace class for ¢ > 0, but this trace is singular

as t — 0, unlike the finite dimensional case. We will need to determine the structure of this



singularity.

e Determine how these singularities in the trace contribute to the singularities of the Zeta function,

and thus dictate the finiteness of the determinant.

The operators we will be most interested in are modelled on the Laplacians acting on sections of
some vector bundle over a manifold. The analysis of these operators is performed by studying Clifford
modules, and their associated Dirac operators.

The outline of this chapter is as follows. First we introduce Dirac operators and their generalisations,
and show that these operators satisfy certain analytical properties that simplify our investigation. We
then describe how to construct the heat kernel for such operators, and compute its small time asymptotic
expansion. We then introduce zeta functions for elliptic operators, via the heat kernel, and discuss the
relation between the poles of the zeta function and the expansion of the heat kernel. We then complete
the analogy with the finite dimensional case and show the regularised determinant for our elliptic
operator is well defined. Lastly, we present a different approach to heat kernel expansions where we use
a resolvent approach due to Grubb and Seeley that allows for the incorporation of a pseudodifferential
auxiliary operator. We show that when this auxiliary operator is a projection, we can also define a
determinant, a result that will be crucial to our analysis of the twisted de Rham complex in the later

chapters.

1.1 Clifford Modules and Dirac operators

We will be studying geometric and spectral properties of operators similar to the scalar Laplacian. This
operator is of fundamental importance to the study of classical vibration and dissipation problems and
harmonic analysis. A key observation is that the classical Laplacian on forms has a square root, which
is the so called called Dirac operator. We begin with some background on Dirac operators, and the

analysis of the heat equation for the squares of such operators.

1.1.1 Dirac Operators

We construct the heat kernels for the class of operators we are most interested in, the so called Dirac
operators. The main examples we have in mind is the de Rham-Dirac operator which will be discussed

later. We closely follow the material presented in [5] and [37].

The set up for our situation is a follows: (M, g) is a Riemannian manifold, and Clff(T'Mc) is the
associated bundle of complex Clifford algebras (see [37], for a discussion of Clifford algebra bundles).
Let S be a Z/2Z-graded bundle of complex left Clifford modules over M, i.e. the fiber S, is a left
Cliff (T, M¢)-module for each p € M. Assume that S comes equipped with a hermitian metric h and

connection V°, which are compatible with the Riemannian structure on M in the following sense:



1. Clifford multiplication by v € T, M is a skew adjoint endomorphism of S, for each p € M,

h(v.s1, 82) + h(s1,v.89) =0

2. The spinor connection V® is compatible with the Levi-Civita connection V on M
VE(e(X)s) = ¢(VX)s + ¢(X)VEs

where c¢ is the Clifford action of the vector field X the spinor field s € I'(S).
With this data, we can construct the fundamental operator which is the focus of this chapter.

Definition 1. The Dirac operator D for the above data is the odd, first order differential operator

given by the composition

P(s*) Vs T(T*M ® §%) —2> T(TM @ §%) —> I'(SF)

Where the first map is the connection, the second map is dualization via the metric, and the last map

is Clifford multiplication.

In local coordinates, the Dirac operator has the expression

Ds = Z c(e)VE s
i
where €’ is the basis for T, M, and e; is the dual basis. It is clear that the principle symbol of the
Dirac operator is Clifford multiplication o1 (D) (&) = ¢(£), which is invertible for £ # 0, i.e. o1(D)(£)? =
—|€|?1s. This implies that the Dirac operator is an elliptic, which enables much of the analysis that
follows. It can be shown that the square of the Dirac operator D? has the same symbol as that of
the scalar Laplacian o9(D%) = 09(As) = —|¢[*1s. More specifically, the Dirac operator satisfies a
fundamental identity which relates its square to another geometrical operator of the same principal

symbol.

Proposition 1 (Weitzenbock Identity). Let D be a Dirac operator on M, we have
D*=V*V+K

where V : C°(M,S) — C®(M,T*M ®S) is the spinor connection, V* is its adjoint with respect to the
natural inner products on C®°(M,A*T*M ®S), and K € EndS is the endomorphism given in a local

coordinate chart {e;} € TM as

K= Z c(ei)e(ej)R(ei, e5)

where R € Q%(EndS) is the curvature of the spin connection.



Proof. This follows from the Clifford algebra relations and some simple algebraic manipulation in local

coordinates, c.f. [37]. O

Using a few simple identities, we can show that this operator is self-dual in an appropriate sense.

Lemma 1. The Dirac operator D, is formally self adjoint, i.e.
<DS1, 82> = <31,D32>

for all s; € C(S).

We can easily see that the symbol of the leading term o2(V*V) is scalar and proportional to the
metric. We often consider a slightly more general notion of Dirac operator. we say that a first order
operator T is a generalised Dirac operator if it satisfies a relation of the form T? = V*V + A, where A
is a first order operator.

We make sense of these definitions by considering the basic example: the Dirac operator for the de
Rham complex. The canonical example of a Clifford module is that of the exterior bundle, AT*M =
@™ A'T*M. This is fiberwise isomorphic to the clifford bundle Cliff(7*M), with the isomorphism
given by the quantization map ¢ : Cliff (T*M) — AT*M, q : viva... — v1 Avg A.... Under this map
clifford multiplication by a vector v gets mapped to the operator c¢(v) = e(v) + ¢(v), where e(v) is
exterior multiplication and ¢ is contraction with v given by the metric. This bundle has a natural flat
connection, the exterior derivative d, which lifts canonically to a spin connection. The Dirac operator
for this data is called the de Rham-Dirac operator. With some more simple algebraic manipulation,

and the identities satisfied by the hodge dual, we find
Lemma 2. The de Rham-Dirac operator D is given by the simple expression D = d + d*.

This Dirac operator is closely connected to the geometry of the underlying manifold. Its square
D? = d*d + dd* =: A is the familiar Hodge Laplacian on forms. It is this Laplacian for which we wish
to compute a determinant, and the generalisation to all Dirac operators follows without too much extra

work.

1.1.2 Heat Kernels
The Heat Equation

Associated to any second order elliptic differential operator H acting on sections of a rank r vector
bundle E over a compact manifold M of dimension n, there is a fundamental parabolic differential

equation known as the heat equation, which controls heat-like dissipation over the manifold:

(% — Hu(z,t) =0



where u € L?(M x RZ% E) is a time dependent distribution with compactly supported initial value

u(z,0) = f(z)

The solutions of this equation can be used to compute important geometrical and topological properties
of the manifold because they encode information about the operator H. In particular, we will use the
heat equation to define the regularised determinant of H. The scalar Laplacian A is a fundamental
second order elliptic operator on any Riemannian manifold M. On M = R", this equation takes the
form

(% — A)u(z,t) =0, where A = Z 3%2

This equation is solved by introducing the (scalar) heat kernel
gi(x,y) = (4mt) =2 lomul/at (1.1.3)

The solution is then given by acting with the integral operator G; with kernel function g;(z,y)

umw=wﬁwm=/ngﬁ@@

n

so that
lim u(z,t) = f(z)

t—0

The fact that u(z,t) as defined above solves the heat equation for A follows from the fundamental
properties of the heat kernel

(% —A)gi(z,y) =0, for t >0

where 0, is the Dirac delta distribution on M x M. Notice that the heat kernel is a smooth function
on M for t > 0, but is a distribution with support on the diagonal at time ¢ = 0. We now extend this
definition to a more general situation. The operators we are interested in, namely the squares of the
Dirac-type that were introduced before, have the property that their principal symbols are scalar and

proportional to the Riemannian metric, e.g. 02(D%)(€) = —||¢||*15.

Definition 2. A generalised Laplacian is a second order differential operator H acting on the space of
smooth sections of a Fuclidean vector bundle E, such that the principal symbol of H is proportional to

the FEuclidean metric, i.e.

o (H)(z,8) = —[I¢13 1,
for&e T, M.

This definition implies that the heat kernels of generalised Laplacians are closely approximated by

10



the heat kernel of the scalar Laplacian. We now formalise in what sense this truly is an approximation,
and how it can be used to build the full heat kernel for generalised Laplacians. We start with the formal

definition of the heat kernel.

Definition 3. Let H be a generalised Laplacian for a vector bundle E over a manifold M. A heat
kernel for H, is a continuous section p;(x,y) of the bundle EX E* over M x M x R>°, that is C* in

t, and C? in the coordinates x*, such that

1) pi(z,y) satisfies the heat equation
(&5 + Ho)pe(z,y) = 0 (1.1.4)

fort>0.

2) for any smooth section s € I'(E), the integral operator Py : s — [, pi(x,y)s(y)dy, satisfies
lim Ps = s
t—0
in the sup morm on sections. i.e., the heat kernel satisfies the distributional equation

(5 + Ho)pe(w,y) = or(t)0ns (2, y)

With only this definition, it is not at all obvious that such a heat kernel exists for every second

order elliptic operator. We will show this existence by use of the functional calculus.

1.1.3 Construction of the Heat Kernel
The Functional Calculus

Here we summarise the fundamental facts about elliptic differential operators on compact manifolds.
We closely follow the treatment presented in [37]. We begin with the classical spectral theorem of elliptic

operator theory, many proofs of which exist in the literature.

Proposition 2. Let D be a formally self-adjoint elliptic operator acting on sections of a vector bundle
E. There is a decomposition of H = L*(E) into countably many finite-dimensional orthogonal subspaces
Hy, each of which consists of smooth eigensections with eigenvalue A € R. Furthermore, the eigenvalues

form a discrete subset of R.

We now discuss how this clear spectral decomposition allows for a simplified analysis of operators
related to D. A square integrable section s € L?(E) can be decomposed in the eigenfunction basis of

D

S = E S\

A€o (H)

11



where sy lies in the A-eigenspace of D. Since we want to talk about smooth sections, we need to
describe them in terms of this decomposition. We say that a sequence x) is rapidly decreasing in X\ if

xy = O(]A\|7F) for every k > 0.
Proposition 3. A section s € L*(E) is smooth if and only if ||sx|lo is rapidly decreasing in \.
Proof. See [37]. O

This spectral decomposition allows us to construct a calculus of operators out of our main operator

D. Given a bounded function f defined on a set containing (D), we can define a operator f(D) by

f(D)s:= Y f(Nsx

A€o (D)

Defining operators in this way is called the functional calculus. The following result is easily proven,

c.f. [37]

Proposition 4. The functional calculus defines a unital ring homomorphism from bounded functions

on o(D) to bounded operators on L*(S). Furthermore, the operator norm || f(D)| is bounded above by

sup f

If the function f is also rapidly decreasing, then the previous argument shows that f(D)s is smooth
for any s € L?(FE). Since the spectrum of D was discrete, for each eigenvalue A € o(D) we can
construct a smooth, compactly supported function py on o(D) that vanishes on o(D) — {\}, and
pa(A) = 1. The corresponding operator Py = py(D) is the projection operator onto the A-eigenspace of
D, ie. Pys = s). We will now describe how operators defined via the functional calculus using rapidly

decreasing functions can be described as integral operators with smooth kernels.

Definition 4. A bounded operator T : L>(E) — L*(F) is a smoothing operator if there exists a smooth
section k of the bundle FFX E* over M x M, called the Schwartz kernel, such that

@mmzﬂumm@@

where s € L?(S). Notice that the smoothness of k ensures that the image of T consists of smooth

sections of F', hence the name.

We begin by showing that the projection operators defined before are smoothing operators. Since
each eigenspace is finite dimensional, we can choose an orthonormal basis of smooth sections p;(x) of

the A-eigenspace. The projection operator has the kernel defined by
k(z,y)s(y) = > @i(@)(pi(y), s(y))

since the sections ¢; are smooth, this is a smooth kernel, and hence Pj is a smoothing operator.

12



Lemma 3. If f is a rapidly decreasing smooth function, then the operator f(D) is smoothing.

Proof. To show that the sum f(D) = )", f(A)P» converges in the space of smoothing kernels, i.e. in
the Frechet topology on Y =T'(M x M, F K E*), we need to provide estimates on the Sobolev k-norms
of the smoothing kernels of Py for each k. This is done in [37] pp85. O

We can now use the functional calculus to construct the heat kernel. The function f(A) = et s
rapidly decreasing in A for ¢ > 0 and so the corresponding operator e~tD” = f(D) is smoothing for ¢

in this range.

t

Proposition 5 ([37]). The operator e~ D* solves the heat problem, that is, given initial data s € L?(E),

tD

the time-dependent section sy = e~ *s is a solution to the equation (1.1.4), its Schwartz kernel k(x,y)

is the aforementioned heat kernel.

These uniqueness theorems and the functional calculus provide an obvious yet very useful semi-group

property for these operators.
Corollary 1. For all t,t' > 0, we have e 1P’ e=t'D* = = (t+t)D?,
Proof. See [37] O

This has the obvious physical interpretation, if we dissipate heat for ¢ units of time, and then
dissipate it for a further ¢’ units of time, the resulting heat profile is the same as if we had dissipated
heat for ¢ 4+ ¢’ units of time.

Asymptotic Expansion

Now we know that the heat kernel for a generalised Laplacian H exists, and is smoothing for all times
t > 0, we would like to investigate its behaviour as ¢t — 0. We already know that in this limit the

support (as a distribution) of the heat kernel reduces to the diagonal

and so we look for a expansion of this kernel is a neighbourhood of the diagonal A C M x M. We do

this in the following way
1. Linearizing the manifold near a point on the diagonal

2. Take successively finer approximations to the kernel starting from the Euclidean heat kernel

(1.1.3) in a geodesic coordinate system.

First, choose geodesic coordinates around a point p € M, i.e. an open set V C T, M (with coordinates
x') such that the exponential map exp,(V) — U (with local coordinates z') is a diffeomorphism onto

its image. We write the map w : V — U. Since H was a generalised Laplacian, we know that
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o2 (H)p(§) = gp(&, §). If we forget about the terms of first order or lower, this operator would have heat
kernel given by (1.1.3), namely for exp,(z) = g € U, the heat kernel would be

hi(p,q) = (4mt)"/* exp (—g(z,x) /4t) 15

where g(x, z) is the Riemannian metric on 7, M. Motivated by this, we take h(p, q) as a first approxi-
mation to the heat kernel in a neighbourhood of the diagonal. We now perform an iterative procedure,

which yields full asymptotic expansion of the heat kernel in this regime

Definition 5. A formal power series Y .o t'w;(z,y,t) with coefficients w; that are all smooth sections
of EXR E* defined in a neighbourhood of the diagonal A C M x M, is called an asymptotic expansion
of the heat kernel ki(p,q) near t =0, denoted

kt(paq) ~ Z tlwl('xvyﬂt)

i=—N

if the following estimates hold: for each n > 0, there exists an ¢, such that for all £ > £, and r > 0

there is a constant c¢ n » such that

|

for sufficiently small t, where norm is the standard one on the Banach space C"(E K E*).

4
kt(pa Q) - Z tiwi(paqat)HCT S CZ,n.,r‘ﬂn
i=—N

We now show that such an expansion exists, following the approach in [37].

Proposition 6. Let ki(p,q) be the heat kernel for D?, there exists an asymptotic expansion of the form

ki(p,q) = help,9) Y Oi(p, )t (1.1.5)
=0

where hi(p, q) is the first approzimation introduced earlier.

Proof. We will construct a series of smooth sections ©; of /X E* so that for each m > 0, there is a

k. > 0 so that the partial sum
km

j=0

approximates the heat kernel to order m in a precise way, which in turn will give us the desired
estimates. Fix a geodesic coordinate system around p € M. Let h; be the function near p given by
h¢(.,q), where ¢ = exp,(z). Let r = y/g(x,x) be the radial distance function. We need a few easily

proved preliminary results, for f a smooth function on M and s € T'(S), we will show
* [D,fls=c(Vf)s

o [D% fls = (Af)s — 2Vyys

14



e Vh = —%r&

o (O +V)h=]5(rd,g), whereg = det(g;;)

The first two follow from simple algebraic manipulation and the rules of Clifford multiplication, c.f. [37].
These two capture the property that the symbol of the Dirac operator is given Clifford multipliation,
and that the principal symbol of its square is the same as that of the scalar Lapacian. For the second
two statements, notice that dh = (—h/2t)rdr, and then we obtain Vh by using the metric to dualise the
one-form dh. Since we are in a geodesic coordinate system, dr is dual to 0,. Recall that on functions

Af =V*Vf. Sowefind Ah = V*(—%r@r). Using the identity V*(fX) = fV*X —(Vf, X), we obtain

h_. 1
h ., r

So we just need to compute V*(rd,), by using a standard formula for dual divergences, and using
r = g;jz'z!, we have
1 )
V*(rd,) = —— Y 04(x?/g 1.1.8
(ror) 7 Ej i (274/9) (1.1.8)

- _n-— %(anq) (1.1.9)

This yields a explicit formula for Ah, and we can compare these terms with and evaluation of the simple

expression J¢h, and we get the result.

It now follows easily from these preliminary results that for a section s € I'(S), we have

h

[(at + DQ) 7h]s = (tvrar + Z1}’;(7“&9)) s

This key formula tells us how to commute the heat operator past scalar functions, at the cost of
incurring the action of a first order radial operator. Now we assume s = s(t) = Y .o u;t’ is a time

dependent section, and we will inductively try to solve the heat equation
(8¢ + D?) (hs) =0

by looking at the resulting system of equation for each coefficient in the ¢ expansion. Using the key

result above, we have

(0, +D?) (hs(t)) = h(8+D*)s+ (?VT&,, + 4};15(7“&9)) s (1.1.10)

if we ignore the overall factor of h, we see that the terms 9, + (%VN’)T + %gt(rargo all act to decrease
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a power of ¢ by one, whereas the D? term does not involve ¢. i.e.

1 1 i 1 '
1 L 47 (s il =1
<3t + tvrﬁr + 19t (r@w)) u;t! = (j + Vya, + 1g (rorg))u;t

For the r.h.s of (1.1.10) to vanish, we must solve the system of equations
. 1 2
(U + Vro, + 1 (r0r9))u; = =D7uj

We see that this is just a system of DE’s, which we can simplify with the integrating factor g'/4, i.e,
for 7 > 0 it reduces to
V5o, (rj91/4uj) = —Tj91/4D2Uj71

however, for j = 0, we get the simple first order ODE
vrﬁr (gl/4u0) =0

Which by standard theory, has a unique solution determined by its initial value uo(0), which we choose
to be the identity endomorphism of S,. The higher u; are each determined by w;_;, up to terms of
the form cr—7, where c is a constant, which lie in the kernel of the Lh.s. Since we require each u; to
be smooth however, this freedom is removed. Thus, each u; is unique determined by the single initial
condition uo(0) = 1s. We now define our coefficients ©;(p, ¢) to be the functions taking values in SKS*,
which are represented in the local coordinate chart near ¢ by the functions u;(p). Thus we construct

the partial sum
N

kY (p.q) = he(p,q) Y 70,(p, q)

i=0

and our goal is to show that these partial sums approximate our heat kernel in an appropriate sense.
Firstly notice that by our choice of initial condition, uo(0) = 1s, we have O (p,p) = 1s,. Ast — 0, all
the other terms in the sum become negligible, and it is not hard to see that our first approximation

h¢(p,q) approaches a delta function §(p, q), and thus so does k¥ (p, ¢). Notice now, we have

(at + DZ) kgV(p, Q) = tNht(p, Q)fN(tapv Q)

where fy(t,p,q) is some smooth remainder function. Now the t-exponent of the leading term ¢V h; is
N —n/2. So for m < N — n/2, this leading term tends to zero in the C™ topology as t — 0. We take
this as our definition for an approximate heat kernel or order m: a time dependent section wy(p, q),
such that (at + Dg) wi(p, q) = t™e(t, p, q), where e(t,p, q) is a C™ section which is C? in t. They are
approximations in the following sense, which we will prove separately: If k; is the full heat kernel, then
for every m, there exists m’ > m such that for all approximate heat kernels k; of order m’, we have

ki(p,q) — ki (p,q) = t™es(p, q) where e; is a C™ section and is CY in t. Clearly, once we have shown
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this, the estimates for the asymptotic expansion will follow. O

We have thus constructed an asymptotic expansion of our heat kernel

ki(p,q) ~ he(p, @) Y t'0i(p, q) (1.1.11)

i=0
We will show that this expansion determines the singular behaviour of the zeta function of D?, which
in turn, allows us to define a determinant. We have still to prove the final estimate in the proof of

proposition (6). To do this, we need an important first result.

Lemma 4 (Duhamel’s Principal). Let s; be a C? section which is C° int. Let r; be the smooth section,
CYin t with rg = 0, given by

¢
rt:/ e~ =D gyt
0

Then we have

(8t+D2)rt = S¢

and r; is the unique solution to this equation. Furthermore, there are Sobolev estimates of the form
I7elle < tCrsup{llse|lx : 0 <t <t}

Proof. We differentiate the formula for r; to get Oyry = s¢ — fot D2e—(t—=t')D? spdt' = s, — D?ry. Unique-
ness follows from the proof given for the ordinary heat equation [37]. Its not hard to show that the

tD?

operator e~ in uniformly bounded operator on the space L? sections, and it commutes with D*, we

know that it is also bounded on each Sobolev space. Thus

t
H / P spdt|| < tsup{llem TP syl 0 <t < 1) (1.1.12)

0
< tsup{Cyllspllx : 0 <t <t} (1.1.13)
where the last line follows from the uniform boundedness. O

We can now conclude the last section of the proof of (6).

Lemma 5. For every m, there exists an approzimate heat kernel k; to the full heat kernel ki, of order

m’ > m, such that
ki(p,q) — ki(p, @) = t™ei(p, q)
where e; is a C™ section of SK S*, CY int > 0.

Proof. We follow [37]. By definition, the approximate heat kernel kj satisfies (% + Dg)kg(p, q) =
t"r,(p, q), where 7, is a C™ error term, and tends to a delta function as ¢ — 0. By lemma (4), the

inhomogeneous heat equation

(2 + D2) s4(p,q) = —t™r4(p, q)
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has a unique solution s:(p,q), with so(p,q) = 0. The sum k;(p,q) + s¢(p,q) then satisfies the heat
equation, and thus by uniques of the heat kernel, must equal the heat kernel, i.e. kj(p,q) + s¢(p,q) =

k:(p,q). Now using the estimate given in lemma (4), we have
Istlle < tCesup{[[t™ri(p,@)lle: 0 < t" <t}

for some constant C. If we take m’ = £ > m + %dim M, then the Sobolev embedding theorem says

that s;/t™ is C™, and the result follows. O

1.1.4 The Trace of the Heat Kernel

The next step in our process to define the determinant, we must consider the trace of our heat operator.
Unlike the finite dimensional situation, not all bounded operators have a well defined trace, and it not
even true that there is a unique notion of ‘trace’. We will specify the class of operators for which we can
take a trace. In finite dimensions, the trace is given as the sum of the eigenvalues. In infinite dimensions
we should be looking for operators with ‘summable eigenvalues’, however we need to be careful with
this notion because the spectral theory is quite subtle. We begin with the notion of operators which
we can loosely thing of as having ‘absolutely square summable eigenvalues’. We continue to follow the

excellent treatment in [37].

Definition 6. An operator T € B(H, H') between separable Hilbert spaces H, H', with orthonormal
basis {ei},{e’;}, is called Hilbert-Schmidt if it is finite in the norm

ITN7rs = D 1(Tei €)1

0,J
This norm is basis independent, since by Parseval’s theorem, we have

> WTei,)|> = (Tei, ;) (Teie))
0,J

= Z(Tei,e;)(e;-,Tei)
i,J
> | Tei|

Which is clearly independent of the basis for H', and we also have (T'e;, e}) = (TT},Q), so [|T)|lgs =
|T*|| s which is independent of the basis for H. So we can think of Hilbert-Schmidt operators as those
such that the eigenvalues of the symmetric operator T*T are absolutely summable. It can easily be
shown that the Hilbert-Schmidt operators form a two-sided ideal in the algebra of bounded operators,

and form a Hilbert space with the inner product (B, A)ps := >, (Be;, Ae;).

Definition 7. A bounded operator Q) is of trace class if it can be expressed as Q = AB, where A, B
are Hilbert-Schmidt operators. For such operators, we define the trace as Tr@Q := ) .(Qe;,e;) =
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Zi(Bei, A*BZ) = <B, A*>HS-

This definition is clearly independent of the basis used, but with a little work it can be shown to be
independent of the decomposition @ = AB, c.f. [37]. We also need to know how this definition of the

trace compares with the definition of the trace of finite rank operators.

Proposition 7 (Lidskii’s Theorem). If T is of trace class, then Tr(T) is equal to the sum of the

eigenvalues of T .

remark. This theorem is easily proved if T' is compact and self adjoint, as we are then free to choose

an orthonormal basis by the spectral theorem for such operators. O

The trace class operators also form an ideal of the bounded operators, and this trace enjoys the

‘co-cycle’ property shared by its finite dimensional version

Lemma 6. Let A, B be two Hilbert-Schmidt operators, or A is bounded and B is of trace class, then
we have

Tr([A,B]) =0
Proof. This is again an easy application of Parseval’s theorem. O

We now want to show that our integral operators on manifolds defined via smooth kernels are of
trace class

For an integral operator K with square-integrable kernel k(z,y) € L?(M x M, EX E*), we see

IKls = Y [ e ke g)e(w)dedy

_ / tr(k(z, ) k(z, y))dz
M x M

< o0

where tr is the point-wise trace on endomorphisms of F, so K is Hilbert-Schimdt. So for ¢ > 0, the

heat kernel K; = e~tP? is Hilbert-Schmidt.

Proposition 8. For allt > 0, the heat kernel on a compact manifold M is trace class. The trace is

given by the formula

Tr(ky) = /EMtr(kt(a:,x))dx

Proof. (We follow [5] Proposition 2.32) From the semi-group property (1), we have Ky = (K;/5)?. By

the previous result, we know that each K/, is Hilbert-Schmidt, thus we have

Tr(K:) = (Kio: Kijp)us

/ (ks 2 (@ ) ke o (9, ) )dxdy
M x M

= / tr(ke(z, x))dx
M
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O

Now we know that the heat operator is of trace class, we use the asymptotic expansion that we
calculated earlier to yield an expansion for the trace. Recall that in a geodesic coordinate system

around p € M, the heat kernel has an asymptotic expansion (1.1.11)
ki(,y) ~ hi(z,y) Y Oz, y)t!
i=0

= (47rt)_7’/26_‘1(w"7’)2/4‘75 Z 0, (x, y)t*
i=0

From this, we can deduce a very important trace expansion

Corollary 2.

Tr(e_tD2) — /Mtr(kt(w7x))

~  (4mt)~"/? Z ait’  ast—0
=0

where a; = Tr(©;(z, x)).

We also would like to know large ¢ behaviour of the heat kernel. We can see that the largest

tA1

eigenvalue of e~tP” that is not equal to one, is e~ **1, where A1 is the smallest positive eigenvalue of

D?. Thus we expect that this determines the large ¢ behaviour.

Proposition 9. Let Py denote the projection onto the kernel of D?, pgy its Schwartz kernel, and k; be
the heat kernel. The following estimates hold

ke (2, y) = po(a, y)lle < Coe™ "/
where \1 is the smallest positive eigenvalue of H.

Proof. See [5], Proposition 2.37 O

Thus we can see that we have the following ‘large time’ estimate on the trace of the heat kernel.
Tr(e 2" — Py) < CoVol(M)e™1/2 (1.1.14)

We will also need to analyse the dependence of the heat kernel trace Tr(e " 2) as we smoothly vary

the operator H = D2,

Lemma 7. Let H; be a smooth one-parameter family of generalised Laplacians on a vector bundle &

over a compact manifold, then

0 —tHg\ _ aI"Is —tH,
gTr(e )= tﬂ(ase (1.1.15)
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Proof. For a moment, assume that Hy is a matrix valued family, then it is easy to show the formula

t
ﬁe—tﬂs _ _/ o~ (t—2)H, 3Hs€_szdZ
0s 0 0s

holds. To show that this formula extends to generalised Laplacians, some more detailed analysis of

the heat kernel and its estimates is required. We refer to the proof in ([5] Theorem 2.48) where it is

referenced as ‘Duhamel’s Formula’. Knowing that this formula holds, we take the trace of both sides

0 —tH, _ K —(t—z)HﬁaHS —zH,
%Tr(e ) = /OTr e ge dz
t
—/ Tr <aHsetH5> dz
0 88
OH
—tTr | e s

We have made use of the cocycle property of the trace, as well as the semi-group property of the

heat-kernel. O

1.2 The Zeta Function

Our goal is to define a notion of a determinant for certain elliptic operators. We have already gone to
some lengths to define the trace of the heat kernel, to which we will now feed into the Mellin transform,
yielding the Zeta function. It is from this function that we will be able to define our determinant.

In the finite dimensional analogue, we constructed the power sum of the eigenvalues a(s) = >, A7*.
The Laurent expansion of this function at s = 0 contained the determinant as the coefficient of the first
order term. To construct an analogous function for an elliptic operator like D?, we will use the heat
kernel. The first problem we encounter is that now the spectrum is countably infinite and divergent,
so the naively defined function ¢(s) = Z)\ESpec(Q) A~% can only possibly be convergent for $(s) > 0
if at all, and may contain some singularities on the real line other than the one at s = 0. Using the
heat kernel and the Mellin transform, we can get a global meromorphic function on the complex plane,
the zeta function, which agrees with the function ¢(s) for R(s) >> 0. The second problem is that
this meromorphic function might have a pole at s = 0, which prohibits us from having a well defined
derivative there. We will see that for the operators we consider, the zeta function is in fact analytic at

s =0, and the determinant is well defined.

1.2.1 The Mellin Transform

The tool that converts the heat kernel trace of an operator into its zeta function, is the Mellin Transform.
The key observation is that the asymptotic behaviour of the trace of the heat kernel as ¢ — 0 determines
the pole structure of the zeta function over the whole complex plane. This correspondence is represented

concisely as
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~tP) as t — 0 contains term of the form ¢ (logt)*

v

I'(s)C(P, s) contains pole of the form (s + §)~(¢+1)

Asymptotic expansion of Tr(e

We state the full result without proof.
Proposition 10 ([20], 5.1). Let f(t) be a function that satisfies the following,
1. f(t) is holomorphic in a sector Vo, = {re? € C:r > 0,|6] < 6y}
2. f(t) decreases exponentially as |t| — oo
3. f&)=0(t|*),a eR ast — 0 fort e Vs, § < by.
Then the Mellin transform .
o) = MU0 = [ e poy

is defined and holomorphic for R(s) > —a and g(c + i€) is O(e~°l) for |¢| — oo, and this estimate is
uniform for ¢ in compact intervals of (—a,o0). Furthermore, the asymptotic behaviour of f(t) ast — 0

determines the pole structure of g(s). Specifically, if
o mj
NZZaMt’BJ logt B /00, m; € Ny
7=0 £=0
uniformly in t € Vs, § < 0y, then

S Zgla”
NZZ S+5 Z+1

7=0 4=

Remark 1. The above results hold without much modification if f(t) takes values in a Banach space,

c.f. [20]
We can now finally arrive at the definition of the zeta function of our generalised Laplacians.

Definition 8. Let Q : C*®(E) — C*(E) be a generalised Laplacian, and P : L*(E) — L?(E) the

projection onto its kernel. The zeta function of @ is defined by

I'(s)¢(Q,s) =M [Tr(e*tQ — P); 5]

The estimates (2, 1.1.14) show that the function f(t) = Tr(e™*? — P) satisfies the requirements of the

Mellin transform theorem.

Importantly, we can differentiate inside the transform to easily show the desired amount of differ-

entiability at s =0
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Lemma 8. ((Q,s) extends to a meromorphic function on C, which is finite and differentiable at s = 0,

where

41)~"/2q,, ;5 — dimker Q@  if n even
¢(Q.0) = m a2 (1.2.16)
— dimker Q if n odd

Proof. Using our asymptotic expansion of the heat kernel trace Tr(e*“y) = (4mt)~"/? Yoo oart”, and

our theorem on the Mellin transform (Thm 10) we have

M [Tr(e7'@ — P);s| ~ (4m)~"/? i

r=0

ar

— st
s+ (r—n/2) tr(P)

The possible poles coming from the terms in the sum are at the points {n/2 —r}22,. We can see a pole
only exists at s = 0 is n/2 is a positive integer, i.e. n is even. For n even, since I'(s)™! = s+ O(s?), the
pole from the the a, /5 is canceled by the zero of the reciprocal gamma function, so the zeta function is

finite at s = 0. The extra regularity comes from the ability to differentiate inside the Mellin integral. [

With a little extra work, we can show that this definition agrees with the ‘power sum’ definition of
the zeta function that we mentioned in the introduction. We mention this result only to complete the
analogy between the finite and infinite dimensional cases, we do not use it in the following chapters.
Note that the pole with the largest real part lies at s = n/2. Thus for every ¢ > n/2, the zeta function
is holomorphic in the half plane Re(s) > ¢ .

Lemma 9. For Re(s) > n/2, we have
C(Q,s) =D A

where \; is the set of the non-zero eigenvalues of Q.

Proof. See [37]. O

1.2.2 Regularised determinants

With the zeta function now defined and proven to be regular at zero, we are able to define our deter-

minants

Definition 9. The (zeta)-regularised determinant of an elliptic operator @Q, is defined to be

det /(Q) = eXp (_aSC(Qv s))s:O

This expression should be thought of as a regularised product of the divergent set of non-zero

eigenvalues of (). We move straight on to an important basic example.
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Example: The Laplacian on Functions on the Circle

Here we compute the regularised determinant of the scalar Laplacian on the circle of radius R.
The Laplacian A = —68—922, acts on the eigenvectors f, = e"?/B n ¢ 7, with eigenvalues \, =

(n/R)%,n € Z. The heat kernel in this case is given by a modified Jacobi theta function
Ip(z,t) =23 e /R
n=0

The Mellin transform of which is the famous Riemann zeta function, which we can see from the large

R(s) expression

((Dys) = 2 (n/R)">

n>0

— 2R25 Z n—2s

n>0
= 2R*((2s)

The Riemann zeta function has a well known meromorphic expansion to the whole complex plane,

which is analytic near the origin, with

So we confirm that {(D, s) is finite at the origin and
det’(D) = exp(—('(D,0)) = (2w R)*

Thus we see that in the case where the full spectrum is known, we can possibly produce an explicit
value for the regularised determinant. We will come back to this example later when we consider small

analytic deformations of the Laplacian, and see how that effects the determinant.

1.3 Heat Kernel Expansions with Auxiliary Operators.

So far have shown how to obtain asymptotic expansions for the heat kernel along the diagonal

k(x,z) ~ i Ap(z)tk

k=—N/2

In the next chapter, we will show that this result will allow us to define the analytic torsion for Z-graded
complexes, as was first done by Ray and Singer. However for Zs graded case we need to find a more

general type of asymptotic expansion, the study of which references the key works of index theory.
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In [2], the index problem for elliptic operators on manifolds with boundary was investigated. It was
shown that to guarantee that the Dirac operator involved was Fredholm, the domain would need to be
restricted to satisfy a certain spectral boundary conditions, known as Atiyah-Patodi-Singer boundary
conditions. If an elliptic operator @ is acting on some Hilbert space of sections H, we denote by Qg the
same operator restricted to act on the space of sections Hp C H satisfying some boundary condition
B. Then the analysis of the index problem leads to studying the asymptotic behaviour of heat kernel
traces of the form

tryp e 198 — 1y Pge '@

where Pp is the projection operator onto the subspace H 4. We call this a heat kernel trace with auziliary
operator Pg. In general, we allow the projection Pg to be replaced by an arbitrary pseudo-differential
auxiliary operator A, and take @ to be an elliptic operator order m € Z. The presence of this auxiliary
operator complicates the calculation of the asymptotic expansion. To study these vastly more general
type of heat kernel trace expansions, we follow the the approach of Grubb [18], where detailed analysis
of the operator resolvent is used. We aim to outline the key steps in the proof of the crucial asymptotic

expansion:

Proposition 11 ( [18, 19] ). Let A be a YDO of order w € R on a smooth manifold M™, and P be a

elliptic differential operator of order m € Z. Then there is an asymptotic expansion

Tr(Ae tF) ~ Z cjtjiiin + Z (—c} logt 4 cHt*
Jj€Ny keNg

ast — 07,

Remark 2. The remarkable new feature in this expansion is the appearance of the logarithmic term
—cpylogt, which because of (10) implies certain double poles in the Mellin transform of this trace,
particularly at s = 0. If the coefficient of this double-pole term does not vanish, there will be an

obstruction to defining a regularised determinant.

We will outline the proof of this in several steps, referencing several key results from [19] and classical
results from the calculus of pseudodifferential operators, many of which can be found in the book of
Shubin [41]. Instead of working with with the heat kernel techniques developed earlier in this chapter,
we will prove an asymptotic expansion for the resolvent-like operator A(P — A\)~", from which we can
deduce heat kernel asymptotics via a different integral transform. In the subsequent chapter, we will
need to use this more sophisticated result to show that the determinants of the Zs-graded operators
that we will be studying have well defined determinants. The proof here is very local in nature, using
calculations in a certain pseudo-differential calculus. At present the author does not know of a proof
of this result that has the geometric nature of the earlier proof due to Roe of the case without the

auxiliary factor given, it is for this reason that we include both approaches.
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1.3.1 Definitions and Symbol Classes

For the sake of brevity, we refer to Shubin [41] for the basic theory of pseudo-differential calculus, and
we try to only highlight the unique elements found in the proof of theorem 1.3.21. We recall that a
function p € C*°(R” x R™) belongs to the classical symbol class S™(R”,R™) if satisfies the growth

condition

aB0gp(&,x) = O((g)™ 1)

Such a symbol is called classical (polyhomogeneous) of degree m if there exists a series of functions

p;(x,§), with p; homogenous in £ of degree m — j, such that

p— Z ijSm_J

0<j<J

for each J. The method deployed in [19] was to describe the behaviour of the symbol of the resolvent
of an operator @, i.e. the symbol of R(Q,\) := (Q — \)~! defined for X outside the spectrum of Q. By
the DO calculus, the symbol r(x, &) of the resolvent has leading term

TO(xaf) - (q(if,f) - >‘)71
i.e. for the Laplace-type operator ¢(z,&) = |¢|? we have
—_ — 2
ro(z,6) = (IEF =N = AT A+ g g )

which we see is polyhomogeneous in £, but each term in the expansion contains an increasing powers
of A. A symbol class was described in [19] that can handle this type of parameter dependent symbol.
We use the notational convieniences (€) = (1 + |€])Y/2, and (&, u) = (|€] + |u])*/2.

Definition 10. Let I' C C/{0}, be a sector of the form {re?® : r > 0,0 € I C [0,27]}. The symbol
space S™O(RY,R",T') is defined to consist of functions p(z,&, ) € C°(RY x R™ x I') that satisfy the

following properties
o p(x,&, 1) is holomorphic in u on the interior of T, for all (§,u) >¢e > 0.
o For z—1 €T, we have dp(-,-,271) € S™HI for each j € Z

We also set S™® = ,18™0 je. p € S™ satisfies 97 (2%p(-, -, 271)) € S™HI. Let p; € S™4, j €N

be a sequence of symbols, where m; — —oo. Then we write

D~ ij in §°°¢

peEN

to mean that p— 3", ;p; € Smad for all J. Consequentially, if p; = 0 for all j > M, then p € SMd,
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With these definitions, we can easily show the following rule for point-wise products
Sm,d(RD, Rn) F) . Sm’,d' (Ru" Rn’ F) C Sm+m’,d+d’ (RD—H/,RTL, F)

We will need some basic analytical results from [19] describing the properties of this symbol class.

Lemma 10 ([19]). e The spaces S™% are Frechet under the family of semi-norms

p— sup{<§>_m_j+“"||8§6?8§(zdp(x,§,z_l))| cx € K compact in RV £ € R" 27! €T}

e S™(RY,R") C S™O(RY,R", C)
We can now define the type of symbols that will be of interest to us.

Definition 11. A symbol p € S°? is said to be (weakly) polyhomogeneous (wphg) if there exists a
sequence of symbols p; € Smi—dd ith, p; homogeneous in (&, 1) for || > 1 of degree mj \, —oo, such
that p ~ Z?iopj € 54,

For a symbol p of the above type, we write p € Suojo};zg (R”,R™,T") with degrees {m;} and p-exponent
These symbols will be used to model the type of parameter dependence that we saw in our basic
resolvent-like symbol expansions. The key observation of [19], is that these symbols posess a second

kind of asymptotic expansion.

Theorem 1 ([19], Thm 1.12). Let p € S™4(R¥,R",T), then there exists an expansion in powers of i,
such that for each N € Z

pla&p)— Y pFpH (2,6 € NN (R, R T)
0<k<N

where

PP (z,€) = L (2"p(x, &, 271)] =0

We can now state the asymptotic expansion theorem for the operator kernels of polyhomogeneous

symbols

Theorem 2 ([19] Thm 2.1). Let p ~ >, ypj € SZ‘;ZQ(R”,R",F) with degrees {m;} and p-exponent
d. Furthermore, assume that all p; with m; —d > —n are in some Sm/’d/, form some m' < —n,d' € R.

Then the operator OP(p) has a kernel K,(x,y, u) with asymptotic expansion along the diagonal

Ky(z,z,p) ~ Z cj(z)u™itm 4 Z[c%(m) log p1 4 cj(x)]pud ="
k=0

Jj=0

for || — oo wniformly for p in closed subsectors of T
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Remark 3. We will later show the the coefficients cj(z) and cj(z) for all j are locally determined from

the homogeneous terms in the symbol expansion p;, where as the terms cj,(z) are non-local.

Proof. We follow [19] closely. First, define p/(z,&, 1) = p~p(z, €& 1), so p' € SS;;L(R”,R”,F) with
degrees m; — d and p-exponent 0. Its easy to see that it suffices to who the theorem for p’, and the
resulting kernel expansion for p differs just by an overall factor of u%. So assume d = 0. The hypothesis
placed on the symbols ensures that each of the p; are integrable in & for each u, and so they define

continuous kernels

Kpj(:c,y,u):/ TV (2, €, p)dE

Similarly, we have the remainder symbol r; =p — > j<aPJ and its associated kernel K, ,. We first
consider this remainder term. We use the u-expansion of theorem (1) to express this remainder symbol

as

= Y sla Ot + 0™ N )

0<k<N
for any given N. We take J large enough so that mj 4+ N < —n, so that we can ensure integrability of

the error term. When we restrict to the diagonal, the remainder kernel satisfies

K, (x,z,p) = /HT,I(iU,&M)df

2 (/ S’C(x’g)d5> ko)

0<k<N

These terms will be contributing to the ¢/ terms in our expansion.

Now we analyse the contribution of a homogenous term p; in our symbol expansion. As usual,
consider p; € S™i°0 a term homogeneous in (¢, u) for || > 1 of degree m;. For the kernel restricted to

the diagonal, we split the contribution in to three terms

Ky (z,z,p) = /Rnpj(%fvﬂ)df

i + (2, &, )
(/mgl /1<|£|§|u| /|£|>|u|> Py &)

We first take the |{] > |p| term. Recall that p; was homogeneous for £ > 1, so for |u| > 1, we find a

contribution of the form

/ p; (2, €, p)de :./ 1™ 3 €/l o/ 1]
[E1>p [€1>|p

Rl T R TS
[§[>1
A priori, The integrand in the above formula depends on p/|u|, but a short argument using the ana-

28



lyticity of p; in p, shows that in fact it is independent of arg . Thus this large { term contributes a
coefficient of the form p™+™. For the small £ term, |£| < 1, we again use the expansion theorem (1)

to write

p]($7§7:u> = Z :u_kp§k)('r7€> + R]\/I(x7£a,u/) (1317)
0<k<M

where p; (2, &) = 50%p;(z, & 271)|.=0 € S™ ¥ is homogeneous in ¢ for [¢| > 1, and Ry, = O((§)™ M =),

So we have contribution

(&, p)dE = —k ®) (2 €)d o(u=M
/£<1pg( Ludé= > p (/Wlpj (,€) £>+ (u=)

0<k<M

For the choices of N, J so far, we only need to take M > N for each p; with j < J.

The third integral over the intermediate region, 1 < |£| < ||, gives a more complicated contribution.
We are still in the homogeneous range, |£| > 1, and so each term in the expansion (1.3.17) as well as
the remainder term are also homogeneous of degree m;. For each p;; in the expansion we have a

contribution of the form

ok / ) (x, €)de
1<)€]< |

/ P (a, /€ €]+ de
1<)€]<|

A
[§l=1 1<r<|p|

performing the final integral gives

TR o4k 0
/ k=1 g, my+htn if mj +k+n#0,
L1=r<fpl log | 14| if m; +k+n=0,

Thus, up to factors that depend on u/|u|, we have the contributions

(@8, p)ds - = -F ") (2 €)d O(u—M
/1§|s|<|u|pj(x€mg 2 </1§5|<|u|p] (o) €>+ U

0<k<M

= o) [ b O

|€]=1
mi+n —k
pe e — (k)
+ S EEr— . ,6)d
Yo et [ Ao

0<k<M, k#—mj;—n
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Where the first term in this sum only exists if m; +n € Z. Lastly, for the remainder term

Rar(w, &) = ™ Ras(a,€/1¢], w/I€]) (13.18)
= Il O((u/1E) ) (1.3.19)
— O M M) (1.3.20)

Combining these three separate contributions, we find
M-1
/ pi(@&mde = (@™ + @)™ ogut Y ju(a)u + O(uM)

k=0

where

S
—
S
SN~—
I

/ (/)™ (. €, )
[¢]>1

1 (k)
- - ; ,6)d
+ Z mj+k+n/|£=1pj («T f) 6

0<k<M, k#—mj—n

di(z) = / Pj,—m;—n (T, §)dE

[€]=1
1 (k)
1!
(@) m; +k+n /5117] (. £)de

®) (4 e\
+ /ij (2, €)de

+ [ o6

Here we can see that the coefficients c; and ¢ are determined from p; for || > 1 and are thus local.

Since the remainder terms s, contribute to ¢ it is non-local. O

1.3.2 Resolvent Kernel Expansions

The above kernel expansion theorem was for an arbitrary wphg symbol, we now specialise to the case

of the resolvent, to which this formalism was applied in detail in [18].

Lemma 11. Let P be a pseudo-differential (differential) of order m € Z. Then the symbol of (P +
w™) N is weakly (strongly) polyhomogenous in (&, ) i.e.

O'((P—F,Um)iN) c Sme,O N SO,me

Proof. This result was the motivating reason for the construction of such a symbol class. We refer to

the full proof in [18] O

We now allow a pseudo-differential factor A of order v € R, and consider the operator Q(u) =

AP+ pm)=N.
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As usual, we localise the symbol of Q(u) so we only need to consider locally supported symbols. As

we described previously, the symbol q(z, &, 1) = o(Q(u)) € SN0 N §¥~mN has an expansion

12 N3 /L Zq mk) m 5 —m(N+k) +O(<§>meLN7m(N+L))
k>0

where the ¢(™*)(z, &) are homogeneous of degree v — mk, for |€| > 1. This expansion in powers of p

corresponds to the operator expansion

AP +p™)™N = p™NAI 4 P)
-N —m —m
- A Z ( l )/1“ (N+k)Pk+O(M (N-‘rL))
0<k<L

which is why only powers of u™ appear. Now perform the usual homogeneous expansion

xfu ZquNgfo)
Jj=N
where ¢, n—; is homogeneous in (&, i) of degree v —mN — j. Now apply theorem (2) to this symbol

to yield

Theorem 3 (Grubb, Seeley [18, 19]). The diagonal of the localised kernel K(Q(u),x,y) for the resolvent
type operator Q(u) = A(P + u™)~N = A(P — \)= has an asymptotic expansion for N > (v +n)/m

oo

K(Q(p),z,2) ~ > &(~N) +chlog )+ & (—A)EN

We have thus arrived at a useful asymptotic expansion for a resolvent type operator A(P + ™)~ V.

Recall that we were interested in obtaining an expansion for the heat kernel Ae~*". We will see that
these two expansions are related by a simple integral transform, much like how the Mellin transform

relates the heat-kernel expansion, and the zeta-function expansion.

1.3.3 The Resolvent Trace and the Zeta Function

So far, we have seen an asymptotic expansion for the trace of the resolvent-type expression

Q(u) = Tr(A(P = X)™)

What we required for our definition of the regularised determinant was an asymptotic expansion of the
Zeta function. Luckily, there is an easy transition between the This transition was done in [GS2]|. Let

A, P be operators as in theorem (3) above, we have shown that there exists an asymptotic expansion
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(for N > (n+v)/m)

Te(AP — X))~ Y& (-0) 5N 1Y [ log(—A) + & (-A) EN (1.3.21)
i=0 k=0

Proposition 12 ([19]). The expansion (1.3.21) is equivalent to the following expansion for the zeta

function.

T(s)((A,Ps) ~ > # - <(Si%k) TG ikk)2> (1.3.22)

§>0 k>0
where for each k, the coefficient ci, are proportional to the coefficient ¢, by a universal non-zero constant,

and the pair {c},c}} are linearly related to the pair {¢),, ¢}

Proof. We need to show that a term of the kind (—\)*~" log?(—\) in the expansion of the expansion
of Tr(A(P — \)™%) leads to a term of the form (s — k)~ in the expansion of I'(s)((4, P,s). We
prove this in the case N = 1, for example P = d?/df#? acting on L? functions on the circle, and
the extension to all N follows via differentiation. Suppose that P is a closed operator such that
the resolvent Rp(A\) = (P — A\)~! that is meromorphic at A = 0, and holomorphic in some sector
—a < arg(—\) < a, furthermore we require |Rp(A)| = O(|A|71). We consider the following operator

valued contour integral, which can be used as a definition for the power function P?.
Ps = —(2m')*1/ A Rp(A\)dA
c
where C' is the curve

C = Chpy=1{re? :00>r>ru {roe” :0>6 > —6} (1.3.23)

U{re!®™=9 . 1y <1 < o0} (1.3.24)

where 6 is chosen so that 7 — o < § < 7, and r¢ large enough so that Rg(A) is holomorphic for
0 < |A] << 1. The required identifies follow easily from evaluating the contour integrals on each of the
terms that appear in the asymptotic exapansion. As we mentioned, to extend to general N, we just

differentiate these expressions, using the obvious identities d/dA(P — )™ = —N(P — \)~(N+h) O

Thus we have determined that the zeta function ((A, P, s) has the following Laurent expansion at

s=0
Corollary 3.
C(A,P,s) =T(s) "M [tr(Ae™); 5] = s + (con +f) + O(s) (1.3.25)
As expected, we find that the logarithmic term in the heat kernel expansions lead to the possibility
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of a singularity in the zeta function at s = 0. Next we will show that the coefficient of this singular
term has some very interesting properties, and in the case we consider, a pseudodifferential projection,

we show that it vanishes and thus the zeta function is non-singular.

1.3.4 The Non-commutative Wodzicki-Guillemin Residue

We have seen that a logarithmic term appears in the trace expansion when we include a pseudodiffer-
ential prefactor. This term was investigated by Wodzicki where it was observed that it behaved like a
trace on the space of pseudo-differential operators, but did not extend the usual trace on trace class

operators. This term was independently investigated by V. Guillemin [21] at the same time.

Theorem 4 ([25, 45]). Let A be a pseudo-differential operator, and P an elliptic differential operator.

The Non-commutative residue of A
res A := deg(P)Ress—0((A4, P, s) = ¢, (1.3.26)

1s independent of the choice of elliptic operator P.

It was also shown that the residue is a trace (cyclic cocycle) on the algebra of pseudo-differential

operators.

Theorem 5 ([45]). For pseudo-differential operators A, B, we have
res[A, B] =0 (1.3.27)
Proof. for a proof of this, see [9)]. O

In the examples we will be considering, A will be a ¥DO projection, i.e. A2 = A.

Theorem 6 ([9, 45]). If A is a pseudodifferential projection of order 0, then

resA=0 (1.3.28)

This theorem was stated in Wodzicki’s thesis [45] without proof, here we follow the proof given in

[9].

Proof. Here we prove this in the case where A is also self adjoint, the general case follows from a small
perturbation argument c.f. [9]. Firstly, we want to show that there exists a first-order classical elliptic

pseudodifferential operator P of order 1, such that
1
A= i(sgn P-1)
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where

|P|7'Pz z € (ker P)*
(sgn P)a =

0 x € ker P

is the sign operator of P. Choose any positive first-order elliptic YDO ) with principal symbol

o1(@)(§) = [&]. Set
P=AQA—(I-A)Q(I — A)

Notice P is elliptic and commutes with A. We now modify P on its finite dimensional kernel as follows:
define P by
Pz z € (ker P)*
Pz = q x, x € ker PNim A

—x, x€kerPNkerA

Then we check

|AQ|"1AQx z € (ker P)t Nim A

—(A=-DQ|" " (A-DQx = € (ker P)* Nker A
sgn P =

x, rekerPNimA

—x, x € ker PNker A

Now since @ is positive, we have |AQ|"*AQx = = on (ker P)* Nim A. so we have

T r €imA
sgn P =

—x xz€kerAd

Since A is idempotent, we see sgn P = 2A — I, which is A = %(sgnP + I). We now construct the zeta
function for the pair (A4, P?), and by using the linearity of the Mellin transform we find

C(A,P%s) = 3% ((senP, P2 s)+((I,P%5))

deg P?
2

We already know the the second zeta function is regular at s = 0, so we find res A = ressgn P =
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ressgn P. To show that the first zeta function is regular, we write it out for large Re s

C(sgn P, P?,5) I'(s)~'M [tr((sgn P)e_tpz);s}

=Y Gy

A€Spec A/{0}

= Z )\|>\|—(2s+1)

AESpec A/{0}

= I'(s+i)'M [tr(PeftPQ); s+ %}

= ((P,P*s+3)

So the residue of ((sgn P, P%,s) at s = 0 is equal to the residue of (P, P?,s) at s = 5. Historically,

the zeta functions of this type are known as eta functions

n(Pa 5) = C(Pa P27(5+ 1)/2)
= T((s+1)/2)"'M [tr(Pe*tP:"); (s + 1)/2}
= . (sen A

A€Spec P/{0}

So, we have res A = Res,—on(P,2s) = %Resszon(P, s). So all that is left to do is to show that the eta
function is regular at zero for elliptic pseudodifferential operators of positive order, the proof of which

we omit, with a reference to the original paper. O

Theorem 7 (Atiyah-Bott-Patodi [3]). For an elliptic pseudodifferential operator P of order d € N, we

have

Ress—on(P,s) =0 (1.3.29)
Proof. For a detailed exposition of this result, see the monograph of Gilkey [16]. O
Combining all these facts, we arrive at the main result of this chapter

Corollary 4. If A is a pseudodifferential projection of order 0, the zeta function ((A, P, s) is finite
and differentiable at s = 0.

This powerful result allows us to define regularised determinants for elliptic operators acting on the
image of projection operators. We will see later that this is the essential analytical ingredient used by

Mathai-Wu [28] to construct analytic torsion for Zs-graded complexes.
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Chapter 2

Analytic Torsion

The study of torsion invariants of chain complexes began with Reidemiester, who was interested in
classifying Lens spaces both up to homotopy and homeomorphism. This lead to the discovery of a
certain homological invariants of finite dimensional acyclic chain complexes, now called the Reidemeister
torsion and its slight generalisation, the R-torsion. These invariants, when computed for an acyclic
simplicial model of the Lens spaces, were shown to provide such a classification. This work eventually
lead to the discovery of the Whitehead torsion, a more refined torsion invariant, which was used by
several authors to great success, c.f. [31]. Torsion invariants seek to generalise the notion of the
determinant of a linear isomorphism, to the case of chain maps of simplicial complexes.

In [34], building on the work of Minakshisundaram [32], Ray and Singer proposed a smooth analogue
of the R-torsion. They showed that many of the properties that characterised the R-torsion held for

this analytical invariant, and the two torsions were later shown to be equal [6].

2.1 Algebraic Preliminaries

We begin here with a discussion of some of the background needed to define the R-torsion. The objects
we will be studying are co-chain complexes and their invariants under chain homotopies.

For a co-chain complex (C*, d), we can compute the cohomology groups H*(C,d). We think of these
groups as sitting in a co-chain complex with all differentials given by the zero map. The dimensions
of the cohomology groups are called the Betti numbers, by = dim H*(C,d). These are the most basic
examples of chain homotopy invariants. We can form the Poincaré polynomial pc(t) = >, t*bi, which
neatly contains all of this information in a way that makes it compatible with products, i.e Poxc(t) =
Pc(t)Pcr(t). The Euler characteristic of the complex is defined to be x(C, d) := p(—1) = 31" (—1)¥by,
which is again a classical homological invariant.

Chain complexes are Z-graded objects, each term in the complex has a integer degree. In the

situations we will be studying we will need a slightly different concept: 2-periodic complexes. These
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are unbounded complexes of the form

0L oL

which are naturally Zs-graded objects. We represent the complex given above as

dO

o ct

———
<~
dl

We can define the Euler characteristic of the folded complex to be
x(C*, D) := dim H°(C, D) — dim H*(C, D)

It is quite natural (c.f. [1]) to fold up a Z-graded chain complex (C*,d), by forming the 2-periodic
complex (¢*, D)

i.e

G0 = @,0% ¢t = @,
D° = @;dy;, Dy = @idaiys

We occasionally write the differential as the odd endomorphism in matrix form.

0 Dy -
D= € End ™ (C)
Dy 0

We can see that with these definitions, the Euler characterisitc of the folder complex x(%,S) is
clearly equal to the Euler characteristic of unfolded complex x(C,d). Thus the Euler characteristic has

a definition that extends naturally, i.e. is invariant under folding up, to Zs-graded complexes.
We will be using the language of superalgebra which is designed for the Zs-graded setting, a good

exposition of which is found in [5]. We use boldface to indicate supertraces, superdeterminants etc. i.e.

A B
tr =tr(4) — tr(D)
C D
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2.1.1 The Determinant Line of a Complex

We follow [8]. All vector spaces are over C. Given a finite dimensional vector space V, we define
the determinant line as detV := A"V, where n = dimV. This has the property that for a linear
map f : V — W, the induced map det(f) : detV — det W agrees with the usual definition of the

determinant for W = V. Given a cochain complex (C*,d) of finite dimensional complex vector spaces,

0 1 N-—-1
0 CO d Cl d e d CN 0
We define the determinant line as
N ‘ »
det C* := ®(det cH=Y
i=0

Where (det V)~ := (det V)*. We write elements of the determinant line as
Co 1= ®fioc§»_1)i € detC*
If we consider the cohomology H*(C,d) as a complex with trivial differential
0 — HY(C,d) ——= HY(C,d) >— - — %> HN(C,d) —= 0

then we can construct the determinant line of the cohomology det H*(C,d). We also need to use the

canonical fusion isomorphisms
pyw s detV @ det W — det(V & W)

pvw t (Ai) ® (Ajwy) = (Avi) A (Ajw;)

and this construction is associative, i.e.
WU, Ve W)o (lau @ u(V,W)) = p(U & V,W)o (u(U, V) ® laet w)

i.e. the map

puvw detU @ detV @ det W — det(U @V o W)

is well defined.

2.1.2 The Knudsen-Mumford Map

By construction, a cochain complex (C*®, ) and its cohomology (H*(C),0) are chain homotopy equiva-
lent as complexes, but not canonically as there is a choice of basis involved. To remove dependence on

such a choice, we pass to the determinant line. The Knudsen-Mumford map is a canonical isomorphism
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K : det C* — det H®, which we will now construct in detail. Choose a chain inclusion ¢ : H® — C*®,
i.e. dot =0, and a surjective chain map P : C* — H®. i.e. Pod = 0, such that P. = 1. Then
Q:=1P:C* — C* is a projection, and so C* Z Q(C*) @ (1¢ — Q)(C*), and Q(C*) = H*, via P.

Now choose a chain homotopy T between @ and 1, i.e a linear map T : C* — C*~! such that
1c — Q = dT + Td. Now its easy to see that each of T'd,dT are disjoint projections. This data gives
us an isomorphism

C*=Q(C*)adTC*eTdC®

With Q(C*®) = H*, and dT'C*® = im d and such that d : TdC*® — dT'C**! is an isomorphism. We use the
compact notation C* = H*@ B®*@ A®. With such a homological decomposition of our chain complex, we
now construct the Knudsen-Mumford map. Choose a sequence of volume elements h; € det(H?), and a
sequence of elements a; € det A7. We have shown that det(d’) : det A7 — det B! is an isomorphism

of lines, thus det(d’~')a;_; € det B/. The wedge product determines a map
p; : det B? ® det H? ® det A7 — det C?
and thus
i ((det(dYa;—1) ® h; ® a;) € det C7
and so if we choose an arbitrary element ¢; € det C7, there must be a linear relation of the form

v % pi((det(d " Vaj—1) ® by ® a;) =¢j, v; €R

ie. if {a;x} was a basis form A7, {h;;} for H’, and {c;;} for C7, then v; is scaling of the volume
element induced by the change of basis {d?a;j_1 j, hjx, a;jr} to {¢;x}. In Milnor’s notation [31], this is

denoted v; = [daj_1,hj,a;/c;j]. So if we let
Ceo :CO/\Cl_l/\CQ/\... € detC*®

and

’Uh. = ’Uoho A (Ulhl)il A Ughg A ... €det H*®

we define the Knudsen-Mumford map as
K : Ce — Vhe € det H® (2.1.1)

This map is named after its initial appearance in [23]. We can easily show that this map is independent

of the choice of a;. For if we had chosen a different element a} = wja; € det A7, then this has the

effect of shifting v; — w-*llviwj, which leaves vh, invariant. For an acyclic complex (C*,d), we have

-
det H®* = R. Thus in the acyclic case, for an element ¢; € det C? we define the torsion of the complex
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to be
k(ce) €R

Description Via Hodge Theory

Instead of choosing an arbitrary injection ¢ : H®* — C'® and a chain homotopy 7T to define the Knudsen-
Mumford map, we can also use a Hodge-theoretic approach to construct this map. Pick a basis for each
of the spaces C9, which defines an inner product on them. With respect these bases the differentials,
dq : Cy — Cy—1, are represented by real matrices. Let dj : C9~! — (1 be their adjoints with respect

to this inner product. We then define the combinatorial Laplacian Agc) :C?1— C? by
Al = —(didy + dgrd;_,)
This is a non-negative, self-adjoint operator, and we obtain a Hodge decomposition
C!'=H,®imd,; ®imd,

Where H, = ker Aéc) is the space of harmonic elements. This is our desired cohomological splitting
of C*. If we choose an unit volume harmonic basis of he € detH,, and an unit volume element of

ce € det C*, (i.e. the wedge product of an orthonormal basis), then we have

Proposition 13. The Knudsen-Mumford map is given by the formula

1 .
K(ce) =] (det’(d;dk)z<—1>") he € det H® (2.1.2)
k

where det’(dj.dy) indicates the product of the non-zero eigenvalues of the endomorphism dj.dy, : ck — Ck

1
Proof. It suffices to show that vy = det’(d;dy)2. When restricted to imd,_1, AEIC) = dg1d;_q,
choose an orthonormal basis of eigenvectors {b,;} for this operator, i.e. dq_ldz_lbqﬂ; = Ag,ibg,i- Then
set qul,i = A;%d;flbq’i, and so dq,li)q,l’i = bg;. Let A7 be the span of the qui. Then we have

C9 = A1 @ HI @ BI. Because ||byi|| = 1, we find ||by_1.4]> = )\;3||d;71bq,i|| = )\q:lu- So we find

Tq rq—1 _
ok = (120 I1bg.ill) = [Ti%0” (Ag—1.0) /2 O
Lemma 12. The Knudsen-Mumford map is also given by the formula
N (e)y g h(~1)*+
k(ce) = | [ (det’A}7)2HD he (2.1.3)
k=0

Proof. We can see that if djd,v = v, then (d,d})d,v = A\d,v, and thus Spec(d;d,) = Spec(d,d;). Then
we see that Spec(A,) = Spec(d;d,) U Spec(dy—1d;_;) because of the orthogonality of their domains.
So we find

det'(A,) = det'(dydy) det(dy_ydg—1)
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Subsituting this into 2.1.3, we see

N 1 N 1 ,
[T(aet’af?)=2* 0" = T (det/(didy) det (dy _ydy 1))~ 2* "
k=0 k=0
N 1
= T (det/(dgdy))~ 3D HEFDEDY
k=0

O

Now if we assume that C* is acyclic, then we see that A((IC) is non-singular for each g. We can then

take the usual determinants det AE,"), and then we have
S (e)) G h(—1)*+
K(ce) = Y _(det A 2FCDT e R (2.1.4)
k=0

So to an acyclic chain complex, we can assign a real number k(c,) which is independent of the
choice of inner products used. This is the definition which historically appeared first in the works of

Reidemeister.

2.1.3 Reidemeister Torsion

Let K be a triangulation of a smooth manifold W, with a compatible triangulation K, of the universal
cover W. K then inherits an action of 7;(W) as deck transformations and subsequently the simpli-
cial co-chain groups C7(K,R) are left modules over the group ring Z(m;(W)). Given an orthogonal

representation p : m (W) — O(n), we form the p-twisted simplicial chain complex of K
CI(K,p) := CI(K,R) @, R" (2.1.5)

ie. ye@v ~c®p(y~ v, for v € m (W). In his original work, Reidemeister studied the situation when

this complex is acyclic.

Definition 12. For an acyclic complex C*(K, p), then we define the R-torsion to be
Tr(K, p) = k(C*(K,p)) € R
This quantity allowed for the classification of lens spaces up to homeomorphism, c.f. [31, 35]. The

Ray-Singer analytic torsion is its smooth analogue.

2.2 Analytic Torsion

Starting with the same data used previously: an orthogonal representation p : w1 (M) — O(n), we

describe the smooth analogs of the constructions that lead to the definition of the R-torsion, and use
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them to define the analytic torsion.

2.2.1 The de-Rham Complex Twisted by Monodromy
Given a monodromy representation w1 (M) — O(n), we can construct a flat, real vector bundle V,, over
M, as a quotient of the universal covering space

Vp:Mpr”

Associated to this bundle, there is a canonical flat connection that comes from the descent of the regular
de Rham differential
dp : T(Vp) — Ql(vp)

The flatness implies that di = 0, which allows us to form the de Rham cochain complex of V),-twisted

differential forms

0——=Q(V,) — 1= Q1(V,) T — = QN(V,) —>0

This is the proposed smooth analogue of the twisted simplicial complex C*(K,p), (2.1.5). We first

compare the cohomology of this complex compares to its finite dimensional analogue.

Theorem 8 (Twisted de-Rham theorem). We have isomorphisms
HMQ*(V,),d) = H*(C*(K, p), d)

for each k.

Thus, the same cohomological information is captured by both the simplicial and de Rham com-
plexes. This motivates our search for an analytical counterpart of the R-torsion built out of this de
Rham complex. Since the de Rham complex is infinite dimensional, we cant simply apply the Knudsen-
Mumford map to obtain an R-torsion. However, we can mimic the definitions using our results from

Chapter one on regularised determinants of elliptic operators.

2.2.2 Ray-Singer Analytic Torsion

Motivated by the formula for the R-torsion in terms of determinants of the combinatorial Laplacian
(2.1.4), Ray and Singer [34] proposed a smooth analogue of the Reidemeister torsion. If we equip the
manifold M and the bundle V|, with metrics, we can form the adjoints to the flat connection and the
corresponding Hodge Laplacians Ay , = dyd, + d,d;, are elliptic operators. Thus, using 9, we are able

to define the zeta-regularised determinants det’(Ay).

Definition 13. For an representation p such that the complex of twisted differential forms is acyclic,
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the Ray-Singer analytic torsion, Trs(M, p), is defined to be the positive real number

n

Trs(M, p) = [ (det’A, )
k=0

1)k+1

(2.2.6)

In terms of the zeta functions involved we have

logTrs(M,p) = k(—1)"logdet’(Ay.,)

N|—=
[

x>
Il

0

k(=1)"¢ (A, 0)

I
N =
[

>
Il

0

This definition easily extends to non-acyclic elliptic complexes, where Trg is now an element of the

determinant line of the cohomology. This extension was explored in detail in [40].

Definition 14. Let (E,d) elliptic complex. The analytic torsion is given by

n 1 1 n i
(B, d) = (H(det/Ak)Qk(”H ) QR hi" € detker A
=0

k=0
where h; is an unit element in det ker Ay.

In [40], motivated by formula (2.1.2), there is an attempt to use the definition

n
log7(M,d,) = 3> (—1)*log det’(d'd) (2.2.7)
k=0
Where the regularised determinants here are defined via the meromorphic extension of the spectral
zeta functions ((d'd, s) = Z)\GSpochd)\_s for large positive R(s). However, since the operators dfd
are non-elliptic, we do not-know that these zeta functions are non-singular at s = 0. So, a priori, this
quantity is not defined. However, we know that ((Ag,s) = ((dfdy,s) + ¢(d! g—1dq—1,5), Starting from
C(Ag,s) = C(dgdo,s), which we know is finite at s = 0, and using Spec(dldk) = Spec(dk,ldl_l), we
can inductively guarantee that each of the ¢ (d};dq, s) are also finite at the origin. Thus the definition
(2.2.7) makes sense since there are only a finite number of terms. It is this argument, first noted in a
paper of Schwarz [40], which breaks down when we try to extend this theory over to the Zy graded case.
Once we have introduced this generalisation, we will show that the analytic torsion is independent of

the metric chosen.

2.2.3 The Cheeger-Miiller Theorem

Due to the similarities of the definitions of combinatorial and analytic torsion, Ray and Singer conjec-
tured that they should indeed be equal, and gave evidence to support their claim. This equivalence
was later proven independently by Cheeger [10], and Miiller [33]. Motivated by the cobordism argu-

ments involved in the proof of the Hirzebruch signature theorem, Cheeger used surgery techniques to
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reduce the proof to that of Lens spaces, for which the result was already well known. Miiller uses the
combinatorial Hodge theory of Dodziuk and Patodi [11], to study families of refinements of triangula-
tions of a manifold, and the limits of their simplicial geometry. This theorem was later re-proven by

Bismut-Zhang [7] in more generality.

Theorem 9 (Cheeger [10], Miiller [33|, Bismut-Zhang [7]). Let K be a triangulation of a smooth

manifold M, p: 7w (M) — O(n) an orthogonal representation, the we have the equality of torsions
Trs(M, p) = TrR(C*(K, p)) € det H*(M, p)

This theorem really demonstrates the nature of this of invariant, it can be computed from either a

simplicial model or the analytical/spectral properties of the space.

2.3 Torsion For 2-Periodic Complexes

In [27], it was shown that the definition of analytic torsion could be extended to elliptic 2-periodic
complexes, where the usual notion of ellipticity applies. Given such a complex (C*,d) equipped with

metrics, we can form adjoints and and construct the corresponding partial Laplacians. Consider the

. 0 do _ . . 0 df
composite operator D := € End™ (C) and its adjoint Dt = Then the
d 0 di 0
. Ao 0 n Py 0 o
Laplacian is A := DD+ DD = € End™ (C). Let P := be the projection
O Al O Pl

onto the closure of the image of Df. On the image of D, the operators A and DD’ are equal and
invertible, and so P := DT(DD")~'D = Df(A)~!D. By the pseudodifferential calculus (c.f. [41]) this
means that P is a pseudodifferential operator of order 0, which is also a projection. Since DD =
PA = AP, we have

(D'TD)™* = P(A)~®

This is precisely the type of expression we described in Chapter one: P a pseudo-differential projection,
and A a second order elliptic differential operator. Thus, following Mathai-Wu, we form the graded-zeta

function for DD, i.e.

¢(D'D,s) = Tr((djdo)™*) — Tr((d]d1)~*)
= Tr(RA;*) - Te(PLATY)
= Tr(PA~?)

We know from equation (1.3.25) that each of the two graded components of this zeta function are finite
at s = 0, which we now use to define the extension of analytic torsion to Zs graded complex, as first

defined in [27].
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Definition 15. The analytic torsion for a 2-periodic elliptic complex (C*, D) is the element
(det' DTDY/2 5y @ nt € det H*(C) (2.3.8)

where n; is an unit element in the determinant line detker A;. Here we are using log det’(A) :=

*C,(Aa 0)

If (C*, D) is the folding up of a Z-graded complex (C*, d), we have already shown (c.f. formulas 2.1.2,
2.2.7) that (det’ D1 D)Y/2 = [[7_,(det’ didy)"/2=D". Then using ((A;,s) = ((did;i, s)+¢(d]_,di_1,5),
we easily see that the analytic torsion of the folded up complex agrees with the usual definition of the

torsion. Thus we have defined a full extension of analytic torsion to Z, graded complexes.

2.3.1 Variation Under Change of Metric

We will now show how the torsion varies under a smooth change in the metrics involved. Let (C =
O*(M,E),D) be a Zy graded complex on an oriented manifold M, and let g,,u € (—¢,€) be a one
parameter family of metrics on M, and h, a one parameter family of hermitian metrics on E. These
determine families of Hodge dual operators %, and anti-linear isomorphisms ¢, : £ — E*. The inner
product on Q*(M, E) is (w,w')y = [, w A *uduw’ == [,;w ATyw’. Let D} be the one parameter of
adjoints of D.

Variation Of The Determinant

Using the expansion (1.3.25), we use the following symbols for the leading terms in the s expansion of
the zeta-function.

C(A,s) = x'(A) +¢'(A)s + O(s?) (2.3.9)

Proposition 14. Under a smooth change g, of metric, the following hold

X' (DID) =0 (2.3.10)
2.¢/(DID) = Tr(ow (Ay2 — Q) (2.3.11)

where o =T 12T, € T(M,End(A*M ® E)).

Proof. We have 2D} = —[a,, Df]. Recall
P(s)C(DLD, ) = M [ Tr(e™PLP P, ); 5|

Then using Duhamel’s formula (1.1.15)

% Tr(eftDlDPu) = Tr (t[a, DT]DeftDTD + 6,“)‘ng7}:)
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Now we rearrange,

Tr ([a,DT]De_tDTD) (Oz[DT, De_tDTD])
(aDTDe_tDTD + aDe_tDTDDT>

ae*tDTDDTD + oaftDDT DDT)

|
2 2 7 7

(aefmA)

- T (2 -0)

Because P is a projection, we have P2 = P, so %—5 = Pg—s + g—iP and thus P%—EP = 0. Thus

Tr (e7'P'P92) = T (e7'P'P(PYE + 32 P))
_ —tD'D/p2oP | 8P p2
= Tx (P'P(PROE 4+ 92 PY)

_+Dt
= 2T (2" P(PIEP))

= 0

since [P, DT D] = 0. So we continue

F(s)(%C(DLD, s) -M [t% Tr (oz(eftA -Q));s]

= sM[Tr(ale ™ -Q));s]

Here we see that the variation formula reveals another similar heat kernel trace, however this one
involved the heat kernel of the full Laplacian, with a multiplicative pre-factor, a. It can easily be
shown that a factor of this form does not effect the form of the series expansion, c.f. [5]. Thus by the
arguments in Chapter one, we find that M [Tr (cu(e’tA — Q)) ;s] has a simple pole at s = 0, with
residue Tr(a(A, /2 —Q)), so we find that

M [T (ale™ — Q)) 5] = Tr(( A, — Q) + O(s)
So using I'(s)~! = s + O(s?), we have
%C(DLDv 5) = STr(a(An/Q - Q)) + 0(52)

Comparing with 2.3.9, we are done. O
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As usual, if M is odd dimensional then A, /, = 0, and we have
#¢'(DID) = = Tr(aQ.) (2.3.12)

From now on, we only consider elliptic complexes over odd dimensional manifolds to avoid this issue
with the term A,, . However, in the even dimensional case, there is a relative version of analytic torsion

in which the effect of this term is canceled out by comparing two torsions simultaneously.

Variation of the Volume Form

The formula for the analytic torsion comprised of two terms, a determinant and a volume form. We

have shown how the former varies under a smooth change of the metric, now we consider the latter.

Proposition 15 ( [28] ). The volume elements ng,m can be chosen so that along a one-parameter

deformation of the metrics (gu, hy), we have

dulmo@ny ) = =3 tr(e@)(mo @ ny ")

Proof. Choose an orthonormal basis of ker A;’j consisting of vy ; = v ;(u) € ker A;’j, we then compute

0 = Oullvg, (2.3.13)
= (auv,;’i,v,;,i) + (Ufc}i,(r“)u’l};;’i) +/ <v,*w< A (aur)’l),;’»dx (2.3.14)

M
= 2R (Ouvk i Vi) + (VEi CuvR ;) (2.3.15)

We can consistently modify the phase of each vy ;, so that (Oyvy;,v5 ;) is real. Thus

Ouny = 3u/\vz;,i

We have d,vp,; = Z?io(auv,;’i,v,;j)v,;yj. Upon inserting this formula into the above, all of the off

diagonal terms are killed off, and we have

by,
8u7],; = Z Uk, VANPAN (8u’l]];7i, U,;,i)vfm VANPAN UE, by
1=0
1 (&
= 5 > (W v ) | mi
=0

48



The bracketed term is the definition of the trace tr(a,@z). The result follows. O

We now have the desired invariance

Corollary 5. The Zs graded analytic torsion, on an odd dimensional manifold, is invariant under

smooth changes in the metric.

Proof. If we choose the volume elements as in proposition (2.3.1), then the variational formula (2.3.12)

cancels the variation in the volume element

2 (det/(DLD) Py nt) = (~12¢(DLD) - L tr(0,Q)) ((det' (D} D)2 @7 )

=0

Derived Euler Characteristic

We now examine the leading term in the expansion (2.3.9), which we will show can be computed easily

in terms of its untwisted analogue.

Definition 16 ([7]). For a 2-periodic elliptic complex (C*®, D), the number x'(D) := ¢((D'D,0) is

called the derived Euler characteristic.
One of our objectives in the next Chapter will be to compute this number in several cases. Its
important to note that this term is closely related to the pseudo-trace of Kontsevich-Vishik [18, 24],

but we will not explore this connection in this thesis.

Proposition 16. In the case of a folded up Z-graded elliptic complex, we have the equality

n
i.€.

where p(t) =, t* by, is the Poincare polynomial of M.

Proof. From lemma (8), we know ((A;,0) = —b;. Since ((A;, s) = C(d;di, s)+((d;[71di_1, s), we deduce
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C(djdi7 0) = Z'L:O(—l)k_ibk. Then we have

¢(D'D,0) = Y (-1)¥¢(d]d;,0)

O

So for the Z-graded case, we see that x'(D) € Z. In the next chapter we will show that the derived
Euler characteristic for the twisted de-Rham complex is also an integer.
We also have the following interesting interpretation of the derived Euler characteristic. For a finite

rank operator A € End(V), we have
det’(tA) = t"™(4) det'(A)

where here det’ is just the product of the non-zero eigenvalues. Now for elliptic operators D, we have
det’(tD) = t*(P:9) det ' (D)

So we can interpret x'(D) = ((D, 0) as the regularised rank of D. It is this interpretation that makes an
appearance in regularization techniques in quantum field theory, c.f. [40, 43]. The paper of Mathai-Wu
develops a topological field theory involving the flux-twisted de-Rham complex, in which the twisted
analytic torsion appears in the partition function. It would be interesting to investigate this connection
further, and see if the formulas we produce later in this thesis have any connection with dimensional

phenomena in QFT.

2.3.2 Flat Superconnections

Ray and Singer originally defined analytic torsion for flat connections, but now that their formulation
has been extended to the Zy graded setting, we can consider a more general type of connective structure,

superconnections.

Definition 17. A superconnection on a Zs-graded vector bundle & = &Y ®E~ on M, is an odd parity,
first order differential operator A € End™ (& (M, &)), satisfying the Leibnitz rule

[A,a] =da  forae o(M,E),
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where we do not distinguish between the form « and the operator a/.

Note that if we fold up a Z-graded complex with a connection, we get a superconnection. We can
extend A to act on &/ (M, End &) by Aa := [A, o] for a € &/ (M,End &). Using these definitions, we find
that the curvature curv(A) := A? is given by exterior multiplication by a form, Fj € & (M,End &), i.e.
[A2) f]s = 0, where f is a scalar section. If we decompose the connection into homogenous components
A =37 Ay, where Ay : T'(M, &) — (M, &), we see that Apy) is a connection on the bundle &
that preserves the Zy grading, and that each other Ay is given by exterior multiplication with some
form Apjo = wy) A «, where wy;) € A5 (M,End &).

We then find that the curvature decomposes as

n

Fr=> (Fa)u

1=0
where
(FA)[O] = A[20]
(Fa)p = [AppAp]
(Fa)p = [Aw), Agl + Af,
(Fa)wy = [Ap) Al + [Apy, Ap—y] + - -

We say a superconnection is flat, if its curvature vanishes identically, Fy = 0. Note that if a super-
connection A is flat, it does not necessarily mean that the connection Apy is also flat. Given a flat

superconnection, A, we can form the 2-periodic complex

A
e

AHM,E) o (M, 6)

The Leibnitz property ensures that this complex is elliptic, and so we can define an analytic torsion
T(M,8,A) € det H* (A *(M, &), A)

Since the connection Apy), is not flat, there is not any associated torsion invariant. However, if we

examine the first three flatness constraints

_ 2
0 = A[O]
0 = [Ap),Ap]
0 = [Ap,Ap]+Af
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we see that first condition implies that the bundle map d = A}y squares to zero, i.e. (&,d) is a Zy-
graded complex of vector bundles. The second flatness condition implies that the connection V = Ay
commutes with d. The third condition implies that the curvature Fy = V2, is d-chain homotopically

trivial, i.e. vanishes in the d-cohomology. We write this in more familiar language, using ¢ = Ajy).

? = 0
dV = Vd
Fg—0 = dé—o¢d

Now, if we assume that kerd C & is a constant-rank vector bundle, then im d C ker d is a constant-rank
vector sub-bundle, and so the quotient vector bundle H(&',d) = kerd/imd is also constant rank. In

this case, the flatness conditions for A imply the following

Corollary 6. If the quotient bundle H(&,d) is suitably well defined, then the connection V descends

to a (super)-connection on the quotient V. Furthermore, this quotient connection is flat.

This flat connection is sometimes known as the Gauss-Manin connection. We can then form the

analytic torsion element
Tam = 7(M,H(&,d),V) € det H(e/ (M, H(&,d)),V)

We have shown that from a flat superconnection, we can construct two torsion elements, the analytic
torsion as defined by Mathai-Wu, and the same construction applied to the Gauss-Manin connection.
The broader question that goes beyond the scope of this thesis is how are these two torsions related?
We aim to investigate the case of the flux-twisted de Rham complex, where the connection is d + H,

thus Ajg = 0, and we will find that this allows us to compare the two associated torsions.

Gauge Transformations

Given an element g € &+ (M, End &) that is point-wise invertible, we can form the gauge-transformed
superconnection

A, = g_lAg

If A was flat, then so is Ay. Given a one parameter family of such gauge elements g, € &+ (M,End &),

we have the variation formulas

20y =B, Ay, ZA} =—[8],Al]  where 8 = g;' 2 g
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Then following the same method as the proof of proposition 14, we find

oAb AT
%T‘I‘(e Agt&gtpt) = —zTr <(_[/827Aj]t]Agt +A:;t [ﬁtaAgt])e AgtAgt)

= =Tr (B + BDe 20,

But since Tr(A) = Tr(Af), and so

D¢ (A] Ay) = —2Tr(R(B)(Anz — Q1))

From now on we will only be considering a small range of gauge transformations, and only with respect

to our main complex of interest, the flux-twisted de Rham complex.

Flux-Twisted Torsion

Here we consider flat superconnections on the trivial Zs-graded real line bundle & = &° = R. A
flat superconnection must be of the form A = d + H, where H € o/~ (M,R) is a closed, odd degree
form. The following analysis can easily be generalised to the case where & = &% = L is a flat line
bundle, but for simplicity, we only consider the trivial bundle. Now a gauge transformation of the type
gt = exp(tB), where B € &/ (M, R), gives A,, = A+tdB, and hence %Agt = dB. So a transformation
of this type has the effect of changing H — H + dB. Since H, was closed, this gauge transformation
leaves the cohomology class [H] € H~(M,R) invariant.

If we consider the gauge transformation g = exp(t3), where [ is a real form, we have shown that
(AL A, )i=0 = 2Tr(5Qy)

Notice that when looking at the variation of the volume elements along this path, we have to map the
varying determinant lines back to a fixed reference point. This is encapsulated in the following theorem
that demonstrates fluz independence (variation in cohomology class) of the twisted analytic torsion,

not just metric independence.

Proposition 17 ([28] pp315). Let X be a compact oriented manifold of odd dimension, equipped with
a flat vector bundle &. Let H be a closed differential form of odd degree, and B an even form. We then

have an equality of analytic torsions

(dete?)"'7(X,&,d+ H —dB) = 7(X,&,d + H)

B

where e is acting on a fixed volume form 7n,.

We can now state the relationship with the Gauss-Manin connection. For the super-connection

A = d+ H, we have Ay = 0, so the the complex is equal to its own cohomology under this trivial
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differential. Thus the two torsions we described are

7(C,d+H) edet H(C,d+ H)

and

TGM = T(C, d) € det H(C, d)

Our primary aim is to show that these two torsions are related through an analytical deformation that

provides a mechanism to compare these torsions, and in certain cases we can prove equality.
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Chapter 3

Deformations of Elliptic Complexes

For an elliptic complex, the analytic torsion is an invariant of the underlying geometry. We now study
what happens to the torsion as we deform the differentials of the complex. Our motivation comes from
the desire to relate the analytic torsion for a particular complex, where it might be difficult to compute,
to a related complex where the calculation is well known. Our main example is the flux-twisted de
Rham operator d+ H. We show that in some cases we can reduce the calculation of its analytic torsion

to that of the regular de Rham differential.

The torsion consists of two components: a regularised determinant and a volume element. We
begin with the description of the determinant under a deformation, and then in the next chapter we
will discuss the behaviour of the volume term. In the work of Farber [12], the behaviour of determinants
under a deformation of the complex is studied. Here we explore Farber’s results and extend them to
the case of 2-periodic complexes, and use these to prove our results about the torsion of the twisted de

Rham complex.

3.1 Deformations of Elliptic Operators

We begin by considering a very basic example which exhibits the phenomena that we wish to describe.
Consider the family of elliptic operators d; = d + (¢/R)idf acting on functions on the circle of radius
R. If we use the metric df?, the spectrum of the Laplacian A; = djd; : C*°(Sk) — C*°(Sg) is

Spec(A;) = {R n+t)?:neZ}
{t/R*YU{R?(n+t)>: 0#n € Z}
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Since we know the full spectrum explicitly, we can avoid the use of heat kernels and move straight to

the zeta function.
C(Ay,s) = (t/R)™* + R* (Z (n+1t)~ ant >
n=1 n=1
= (t/R)™* + R*({(2s,1+1)+( (25,1 — 1))

where ((s,t) is the Hurwitz zeta function, which has a well known meromorphic extension (in s) to the

whole complex plane. It is finite and analytic at the origin, where we have

¢(0,a) = ¢(0) —a, F:((s,a)|s=0 = ¢'(0) +InT(a)

which tells us how the zeta function for a # 0 differs from the case a = 0. Thus we find the zeta

regularised determinant is

. 2
det’(A,) = (t/R)2f(t) det’ (Do), f(t) = <Sln7rt>

i

Here we see the first signs of a more general phenomenon. We perturb the elliptic operator d*d,
by adding a small 1-form to d and when ¢ > 0 find that the kernel vanishes. The space of constant
functions vg(#) = 1 has eigenvalue (t/R)? and lies in the kernel only for ¢+ = 0. For this reason we
say it constitutes the unstable kernel. This jump in the kernel at ¢ = 0, implies that the regularised
determinant has a zero of order 2 as ¢ — 0. In [12], it is shown that this is the generic behaviour, and
we will explore their results through out the course of this chapter. In theorem (12) we show that if Q;
an analytic deformation of a self-adjoint elliptic operator (g, then there exists an € > 0, such that the

zeta-regularised determinant satisfies
det’(Q;) = 01 det'(Qo) + O(t**)

for 0 # [t| < € and where § € R,a € Z=° are computable from the structure of the germ of the
deformation at t = 0. Before we get to the discussion of this result, we need to determine precisely

what kinds of perturbations we will be considering.

3.1.1 Deformations of Differential Operators

There are several notions of analyticity for for maps from a region of the complex plane into a topo-
logical vector space V. Here we will be thinking of V' as one of the following: C, C>°(&), Diff (&, F),
B(H*(E), HF4(F)).

We choose to work with the strongest notion of analyticity for such functions (c.f [39]).
Definition 18. A continuous map f : Q — V', where Q is an open subset of C, and V is a topological

56



vector space, is called strongly holomorphic if the limits

o @) = )

woz  w— 2z
exist (in the topology on V') for every z € Q.

In a practical sense, the only families and functions we will be using are vectors in V with coefficients
that are real analytic functions. In full generality, we consider curves ¢ : (a,b) — V, such that there

exists a open region 2 C C with (a,b) C 2, and a strongly holomorphic map 6 : Q — V that extends
0.

Definition 19. A curve of smooth sections ¢ : (a,b) — C>®(&) is
e weakly analytic, if it admits strongly holomorphic extension $:Q — L2 (&) in the L? topology.

e real analytic, if for each ¢ > 0 it admits strongly holomorphic extension QNSZ 1 Qy — HYE) in the

Sobolev H' topology.

We will need the weaker notion of analyticity to prove results extending elliptic regularity to real
analytic curve of elliptic operators.

Given two vector bundles F, F' over a smooth manifold M, let D : (a,b) — Diff,(E, F) be a family
of differential operators of order k acting between smooth sections of the bundles E and F. According
to a result of Palais (see [12]), for each ¢ € (a,b), we can consider D, as a smooth section of the bundle

hom(J*(E), F), where J*(E) is the bundle of k-jets of smooth sections of E.

Definition 20. The family of operators D : (a,b) — C°°(hom(J*(E), F), is called an analytic family
if there is a complex neighbourhood Q@ C C that contains (a,b) and a strongly holomorphic map D :
Q — hom(J*(E), F) that extends D in the Frechet topology on C°°(hom(J*(E), F).

The motivation for this definition is that a real analytic family D; of differential operators of order
k, induces an family of bounded linear operators D, : HY(E) — H**(F), for each £ > k, which is
strongly holomorphic in the operator norm topology of B(H*(E), H*~*(F)).

‘We now have the result we need

Corollary 7. If ¢ : (a,b) — C°°(F) is a real analytic curve, and D : (a,b) — Diff(E, F) is an analytic
family, then D¢ : (a,b) — C(F) is a real analytic curve.

This allows us to proceed with the analysis of these families.

3.1.2 Analytic Deformation of Elliptic Self-Adjoint Operators

We now consider analytic families of elliptic operators acting on certain spaces of sections of a vector
bundle &. The following classical theorem is of fundamental importance to the study of self-adjoint

elliptic operators.
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Theorem 10 (Spectral Theorem). Let T be an unbounded self-adjoint elliptic linear operator of order
k acting on H = L?(&) with domain D = H*(&). The space H decomposes into countably many
orthogonal subspaces H = ®\H,, where each Hy is a finite dimensional vector space with a basis
consisting smooth sections of &, each of which is an eigenvector for T with eigenvalue A. Furthermore,

the eigenvalues form a discrete subset of R.

Now given an analytic family of such operators, we would like to know the behaviour of the set
of eigenvalues. In general, the eigenvalues of a family might not be well behaved at all: we have
no guarantee that the eigenvalues vary continuously, let alone smoothly or analytically. However, for

analytic families, Kato [22] shows that we have a somewhat ideal situation.

Definition 21. A self-adjoint holomorphic family' is an analytic family T of operators, such that
T(2)* =T(2), for all z € Q, and the domain D(T(z)) is fized for all z. Clearly, T(z) is self-adjoint for

real z.

Theorem 11 (Kato [22] Theorem 3.9, pp 392). Let T'(z) be a self-adjoint holomorphic family acting on
a Hilbert space V', for z in a neighbourhood of an interval I of the real azis, such that the resolvent R(T')
is a compact operator for some z € I. Then there is a sequence of real-analytic functions p, : I — C
and a sequence of vector valued real-analytic functions @, : I — V, such that for each z € I, the p,(z)
represent all the repeated eigenvalues of T'(z) and the set {¢,(2)} form a complete orthonormal family

of the associated eigenvectors of T(z).

Remark 4. Fach individual eigenfunction ¢, is real analytic on the interval I, and thus extends to
a holomorphic function on a neighbourhood U,, of I. However, this neighbourhood generically depends
on n, and thus we might not be able to find a neighbourhood U D I such that every eigenfunction is

holomorphic on U.

Applying this to a self-adjoint holomorphic family such that for each real z, the operator T'(z) is

elliptic, we arrive at

Corollary 8. If Q : Q — Diff (&) is a self-adjoint holomorphic family, such that Q(z) is elliptic for
each z € 1, then there exists a countable sequence of real analytic functions A, : I — C, and a sequence
of real analytic curves of smooth sections @, : I — C*(&), such that they form a complete set of

eigenvalues for each z € 1.

Such a family is called an elliptic self-adjoint holomorphic family, and these constitute the main

subject of our study.

Definition 22. An elliptic self-adjoint holomorphic family , D : (—e, €) — Diff(&) is called a analytic

deformation of the operator Dy, if for each t € (—¢,¢€), the operator Dy — Dy is of order < £.

1This definition is called a ‘family of type A’ in Kato’s book
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We always have in mind the examples given by the differential d, = d+ zH acting on the Zy graded
complex of forms, where H is a degree 3 closed form. The Laplacian of this operator is an analytic
deformation of the Laplacian for the unperturbed operator dy. We consider this and other operators

with polynomial dependence on z in the next section.

3.1.3 Germs of Sections

Analytic functions are locally determined by their series expansions at a specific point, so we translate
the description of analytic deformations to the study of their germs at ¢ = 0. For an analytic deformation

Q : (—¢,€) — Diffy(&) Consider the space of germs of real analytic curves of smooth sections
OC™(&) := { germs at t = 0 of real analytic maps I — C*°(&)}

This is a module over the ring of germs of real analytic functions, @. The germ of a curve f(t) is
often also denoted f, when there is no possible confusion. We define the germ extended operator
Q: 0C®(&) — OC>(&)

(@N(1) = Quf (1)

for a germ f € OC>(&). We know this map is indeed a map of real analytic curves because of corollary

7. With this operator, we can express corollary 8 in the following useful way

Proposition 18. Let Q be an analytic deformation of a self-adjoint elliptic operator Qq, and Q, the
corresponding germ operator. The spectrum of the operator Q consists of real analytic functions A € O,

each of which belong to one of the following ‘types’

1. \p(t) =0, for 1 <n < Ny (The stable kernel)

2. An(t) =t N (), vn > 1,20 (0) # 0, for Ny <n < N (The unstable kernel)
3. An(0) £0, forn>N

Proof. We look at how each of the eigenvalues A(t) of Q; deform as we move away from zero. Since we
know the eigenvalues are analytic at zero, one of the following three conditions on the series expansion
of A(t) is satisfied: (1) vanishes to all orders, (2) vanishes up to some finite order v > 0, (3) has non-zero
constant term. From general elliptic operator theory, for any ¢, the values A, (¢) must tend to infinity

as n does. Thus, there can only be finitely many A, with S\n(O) = 0. O

Now, we wish to describe the decomposition of the space of germs of sections under the operator

Q, recall that for a single self-adjoint elliptic operator @y, elliptic regularity gives us a decomposition

000(5) = kerQO (S5 1mQ0
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as an orthogonal direct sum in L?(£). For families, we will see a slight variation on this result, and to

describe it we will need a definition

Definition 23. Given an inclusion of O-modules N — M, we define the pure module of N, p(N) to

be the sub-module of M given by
p(N)={m & M :t"m € N}

We can now state the main piece of analysis in [12], that shows why the germ decomposition is

particularly useful.

Proposition 19. (Farber) For an analytic deformation Q; of an elliptic operator Qo, we have a

decomposition

OC™(&) = ker(Q) @ p(im(Q))
where Q is the extension of the family Q, acting on germs of sections
Thus, this result is a extension of elliptic regularity to analytic families.

Proof. Take an element f € OC™(E). From Kato’s result (Thm 11) and the previous result on

eigenvalues, prop (18), we know that we have a decomposition

= Y Lea®+ D fa®da)+ D falt)alt)

1<n< Ny No<n<N N<n<oo

where the ¢,,(t) are the orthogonal eigenfunction germs corresponding to the eigenvalue ‘types’ described
n (18), and the f,(t) € O. Clearly, Af = 0 iff f, = 0 for all n > Np, and the corresponding ¢, (t)
form a free O-basis of ker A. Now instead suppose that f belongs to the image of A. The curve f then
has the following properties. (f, ¢,) = 0, for any ¢,, € ker A, where we are using the O-linear induced
inner product on OC*°(FE). For each type 2 eigenfunction, we have (f, ¢,,) must be divisible by ¢~ for
each Nog <n < N.

Suppose now that a different function f also satisfies these properties, then we aim to show that it

too lies in im A. Since the type 3 eigenvalues are invertible in O, we can form the sum

In(t) fn(t)
= > t% + > nt¢>n

No<n<N N<n<oo

Clearly Ag = f. We aim to show that g € OC™ (E). Since the first sum is finite, and we have shown
the required divisibility, it is holomorphic. Using the divergence of the A, (t), we can show that the
infinite sum term of g(¢) converges at least as quickly as the infinite sum term of f in any of the Sobolev
spaces H¥(E), and thus, g is a curve with values in C*®(FE).

We need a technical result now: we want to show that if Q:¢(t) = ¥(¢) for all t € I, where 1) is a

real analytic curve, and ¢ is a weakly analytic curve, then ¢ is also real-analytic in some neighbourhood
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of t = 0. We consider the modified operator, R; = Q; + Py, where Py : H*(E) — H*>(E) is projection
onto the kernel of Qg for some ¢ > 0. Thus R; is invertible at ¢t = 0, and so it is also invertible in a
neighbourhood U = (—4,d). We then have R;¢(t) = ¢(t) + Po¢:. The remainder term Py¢(t) lies in a
finite dimensional subspace of H*(FE), and is certainly a weakly analytic curve, it is also real analytic
curve because all linear topologies on a finite dimension vector space are equivalent, so there is a unique
notion of analyticity. We now know that R;¢(t) is a real analytic curve for ¢ € U, and R; invertible
in this domain, and thus by the open mapping theorem the maps R; constitute real-analytic linear
homeomorphism H**+(E) — H*(E) for each k, and thus R; *4(t) is analytic as a curve into each H¥,
and this is real-analytic.

Thus, modulo a finite dimensional perturbation for the kernel of A, we know that g € OC™ (E), as
we desired. Thus, we have shown that a function f that is in the orthogonal complement of ker A, and
that has a sufficient amount of ¢-divisibility in the range of the type 2 eigenfunctions, must be in the

image of A, i.e. (ker A)* = p(im A).

3.1.4 Behaviour of the Regularised Determinant

Now that we know that we can essentially diagonalise the operator Q, we can begin to discuss the
behaviour of the zeta functions of QQ; as ¢ — 0. Using the spectral decomposition from the previous

section, we can compute

{(Qrs) = DY () I S N5

A(t) of type 2 A(t) of type 3

=t 2(Qt;8) + (3(Q1, 8)

Since there are only finitely many unstable eigenvalues, we have

N
exp (—5(Q1,0)) = [ M)

n>Ngp

There is a countable number of stable eigenvalues A(?), and we know that the values A(0) capture all

the non-zero eigenvalues of Q.

Proposition 20 ([15], Corollary 1, pp 365, [12] ). The zeta function for the stable eigenvalues is a real

analytic function of t, and furthermore
tlg% C3(Qta S) = C(Q()v S)

Putting this together, we arrive at one of the main analytical results of [12]|, which was outlined in

the introduction
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Theorem 12 (Farber [12]). For an analytic deformation Q: of a self-adjoint elliptic operator Qo, we
have

det’(Q;) = t*0det’(Qo) + o(t>™)

as t — 0, where

a= Z Vp, 0= H An(0)

No<N<N No<N<N

and {t"" X, ()} are the type 2 eigenvalues of the operator Q.

In the next chapter, we will show that the values «, # have a cohomological interpretation, provided

by a spectral sequence associated to the deformation.

3.2 Deformations of Elliptic Complexes

Now we know how the regularised determinant of a single elliptic operator behaves under analytic
deformations, we move on to the study deformations of elliptic complexes. Let (C*°(&),d) be an
elliptic complex. We say that an analytic curve of complexes d;,t € (—¢,¢€) is an analytic deformation
of d if for each t, (C*°(&), d;) is an elliptic complex and dy = d. This means that if we equip the complex
with a metric, that the Laplacians A; = dI di + dtd:tr form an analytic deformation of the operator Ay.

Our goal is to determine how the cohomology of the complex changes as we deform the differential

and also to determine how the analytic torsion varies.

3.2.1 Parametrised Hodge Decomposition

We first look at how the Hodge decomposition varies as we move along the deformation. Let (C*° (&), d;)

be an analytic deformation of an elliptic 2-periodic complex.

Definition 24. The germ complex of the deformation (C°°(&),dy), is the complex of O modules
(OC>(&),d). We often use the notation C* := OC>=(&F)

We then have the germ Laplacian, A = d'd + dd, to which we employ proposition (19) to obtain

OC™(&F) = ker(AF) @ p(im(AF))

The parametrised spectral theorem tells us that the torsion O-module ©F := p(im(A*))/im(A*)
has finite dimension dime ©F = Zf,\; No 1/5c , i.e. for each eigenvalue t”A(t) in the unstable kernel of A,

we obtain a torsion submodule of © of the form O/t*O = C”. Further more, we know that
Spec(A) = Spec(did) U Spec(dd')

So the decomposition of the spectrum of A into types 1, 2 and 3 can be refined as follows: the non-zero

spectrum of dd will be types 2a,3a and likewise we call the non-zero eigenvalues of ddt types 2b, 3b.
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Since we are interested in computing the determinant of the operator d'd, only the eigenvalues of type
2a/3a will contribute.

For the ordinary Laplacian, we have the Hodge decomposition
(&%) = ker(A*) ® im d—; @ im d!
which is of fundamental importance to understanding the underlying geometry. For the germ Laplacian,

we have the analogous parameterised Hodge decomposition

Theorem 13 (Farber [12]). For an analytic deformation of an elliptic complex (E,d), we have
OC>(E*) = ker(A;) @ p(im dr—) @p(imci]%)

Proof. As usual, let Ck = 00> (EE) Starting from the splitting from proposition 19, we only need to
show that p(im(A)) 2 p(im Jﬁ) @ p(im CZ;%) Let f(t) € p(im A)), then t’f = Ag for some g € C*. We
then know that dd'g and d'dg are orthogonal to each other, and

t'f =ddtg +d'dg

Which means that each there exists h, h’ € C¥ such that dd'g = t/h, and d'dg = t'h/ and f = h + I’.
Thus p(im(A)) C p(dC*~1) @ p(dTC¥+1). To prove the reverse inclusion, choose f € p(dC*~1), such
that t‘f = dg, with g € C*. We have shown (theorem 19) that we can write ¢ = h + ¢/, where h is
harmonic and ¢’ € p(im A), ie. t"g' = Ag”. Thus we have t/+" f = t"(dg’) = d(t"g') = dAg" = Adyg".
Thus f € p(im A), i.e. p(dC*~1) C p(im A). We can prove the other inclusion p(d'C*1) C p(im A) is

proven similarly. The result follows.

We can now compute the cohomology of the germ complex, the so-called germ cohomology.

Corollary 9. The cohomology groups of the germ complex are given by

_ 5 i ok R
HEOC™(8),d) im S I C = O
imdy—: Ck—1 — CFk

>~ ker(Az) ® *

where 7% is the torsion O-module p(im ka)/im azkj

We will show that these O-modules capture the cohomology of both the undeformed complex, and

the deformed complex for small ¢. We will make use of the following torsion O-modules

Yk = p(imcilg)/imci;%ci,;
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We write p(M) to denote the number of cyclic summands of a torsion O-module M, i.e. pu(@r,0/t"0O) =

n. With these definitions, we can state one of the main results of Farber’s paper [12]

Proposition 21 (Farber). The cohomology groups of the deformed complex for small t # 0 satisfy

dime H*(C™® (&), dy) = ko HF(OC>(&), d)
Furthermore, the jump in the cohomology groups ast — 0 are calculated by

lim (dimc HR(C™(&), do) — dime HF(C™(&), dt)) = (XY + p(YF)

t—0

Proof. It’s clear that the number of harmonic forms that leave the kernel for ¢ > 0 is given by /1(@7“),
where OF = p(im(AE))/ im A* as before, i.e. one for each eigenvalue of type 2. Using the parametrised

hodge decomposition 13, we easily determine that OF =~ X* & Y* and the result follows. O

To compute the numbers ,u(X’_‘“),,u(YE) in terms of more easily computable objects, and in such
a way that it becomes clear that these numbers are independent of the metric used, we need some
structure theorems about these torsion modules.

Along with the torsion module that appears in the germ cohomology
2

We introduce a similar module

and then we can state

Proposition 22 ([12] Prop 4.2). The following sequences of torsion O-modules

are exact, where 3,3 are the quotient maps.

Proof. We prove the statement for the first sequence, the second is proved in an almost identical
fashion. Note that the kernel of 3 is dTCﬁ/deCE C X*. We are thus left to show that d maps
gm bijectively onto dCﬁ/ddTCf“ C X*. To show injectivity, take x € C*=1 such that t‘z = dty for
some y € Ck,¢ > 0, and suppose dz = dd'z, for some z € C’E, i.e. x is in the kernel of the induced
map 0" 1 — dC*=1/dd'C*. Then we have dd'(y — t‘z) = 0, which implies df(y — t/z) = 0, and thus
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diy =tld 2, i.e. t'c = t*dfz, and so the coset [2] € gm is zero, and thus the kernel of the induced map
gm — dCﬁ/ ddC*¥ is trivial. The surjectivity of this map follows quite easily from the parametrised

Hodge theorem (Thm 13).

In Farber, it is shown that the type of the extensions given by the exact sequences are in a sense

‘maximally’ non-trivial

Proposition 23 ([12]). The following equalities hold

In our case, we aren’t so concerned with the number of cyclic submodules, but rather the dimension

over C of these torsion submodules, which trivially distributes over exact sequences. i.e.
dime (YF) = dime (771) + dime (o)

and a similar result holds for the other exact sequence. For each k, we will show that there is a canonical
non-degenerate pairing

{,}:Tkxgm—n/\/l/(’)

which is O-linear in the first argument, and O-antilinear in the second. This was constructed in [12],

and shows that 7F 22 p*~1 as O-modules. The form is constructed as follows: given z € p(dC’ﬁ) cck

and y € p(dfC*) c C*=1. We then have that t‘z = dz for some z € C*~1. Define

{, }: p(dC* 1) x p(dfc*) — M/0

by
{z,y} =t"(z,p)

We have left to prove that his map descends to * x 0"~ 1, is well defined, and is non-degenerate, all

which follow from simple algebraic manipulations, so for brevity we defer to the original proof in [12].

3.2.2 Behaviour of the Regularised Determinant

We now relate all these cohomological quantities to the behaviour of the regularised determinant of a

family of elliptic complexes. Consider again a Zs-graded elliptic complex (C*, d)

dg
—
0 1
C WC'
di
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For our purposes, we want to study the regularised super-determinant of the partial laplacian det’(dfd) =
det’(d%d@)/det’(d%di). For an analytic deformation (C*®,d;),|t| < € of this complex, proposition 12
tells us that as t — 0,

det/(d}dy) ~ t*0~1(65/07) det’ (df do)

Thus we see that when a; > ag, det’(dld;) is singular as t — 0. One of the objectives of [12]
was to investigate this singularity. We can now relate the integers aj to the torsion modules in the

parameterised hodge theory

Proposition 24.

af = dimg Y* = 2dimc 7+ 1!

Proof. We have shown that for each type 2a eigenvalue t¥A(t), Y* contains a torsion submodule of
the form O/t"O = C¥, and thus the first equality follows easily. The exact sequence 22 shows that
dimg¢ vk = dim¢ TR+ 4 dim¢ QE. The non-degenerate form constructed at the end of the last section

showed that 7% = gﬁ as O-modules, and thus the result follows. [

k+1

Notice that since 7 was independent of the metric on the bundle E, the order of the singularity

is also independent of this choice. Combining all these results, we arrive at

Corollary 10. For a deformation of 2-periodic elliptic complex (C*°(&),d;), we have

det/(djd,) = t*~ det'(dido)f(t) (3.2.1)

¢2(dim 7’ —dim ) o/ (gt 4o £(t) (3.2.2)

This gives us a formula for the singular behaviour of the regularised determinant in terms of the
germ cohomology groups. We will later produce an alternate description for this behaviour, which upon
comparison with this approach will reveal information about the derived Euler characteristic and the

regularised determinants.

3.2.3 The Flux Twisted de Rham Complex

The the main focus of our study is the flux-twisted de Rham complex, equivalently, the complex
associated to a flat superconnection on the trivial Zs-graded bundle, ¥ = ¥° = R. We then had
A =d+ H, where H € Q_,(M). For simplicity we assume that H has no 1-form component, however
generalising to this case, as well as taking %° to be a non-trivial line bundle, is a straightforward
extension of this work. For this complex there is a very interesting deformation that in some cases
allows us to compute the analytic torsion of A. Consider the following deformation of the standard de

Rham complex (Q°(%),d).
n/2
Dy, =d+ Z tZH2i+1
i=1
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Then clearly Dy = d and D7 = A. This family is particularly special because it comes from a filtration

of the complex, an aspect that we will explore in detail in the next chapter. Let N be the grading

+N/2

operator of the de Rham complex and let p; = . A small algebraic computation (c.f. [14]) reveals

the important relation

2D, = pAprt, >0 (3.2.3)
Now, if we choose a metric g, we can compute the adjoint operator

n/2
Df =d' +% tH,,
=1

and then we find

Lemma 13 ([14]). The adjoint of the family Dy is proportional to the adjoint of A in the scaled metric,
given by the following relation

2D = p,ATpt, £>0
where T, indicates the adjoint taken with respect to the scaled metric g, = tg.

This says that for ¢ > 0 the family D, is related to A by a conjugation and a scaling. This implies
that the cohomology groups H®(C, D;) and H*(C,A) are isomorphic for ¢ > 0, however, there could

be a jump in the cohomology at ¢ = 0. The isomorphism is given by
H*(C,Dy) 3 uw— p;tu e H*(C,A)
If we consider harmonic forms, we have
t'/2(Dy + Df) = ps(A + AT)p; !

so p;*: ker(D; + DZ) — ker(A + ATt). ie, the Dy-harmonic forms in the metric g, are mapped to the
A-harmonic forms, in the metric tg.

We can also use these identities to compute some of the spectral invariants of the family.

Lemma 14. For the family of elliptic complexes (C®,Dy), t > 0, the derived Euler characteristic is
independent of t, i.e.

X' (ATA) = x'(D[D,) (3.2.4)

Proof. since conjugation by an invertible operator doesn’t effect the spectrum, we have

CATA,s) = C(pATrAp; !, s)
= C(tDZDhS)

= tiSC(DiDt,S)
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So we find
C(AT*A,0) = ¢(D] Dy, 0)

and we have already shown that the derived Euler characteristic is independent of the choice of metric,

so we are free to take ¢ = 1 on the left hand side. O

Note that g; is not a metric at ¢ = 0, so in general x/(ATA) # x/(d'd). Later, in proposition 14, we
give a formula for the difference x/(ATA) — x/(d'd). We often just write x’(A) := x/(ATA), since it is
independent of ¢ for t > 0. We now produce a variation formula, similar to the one produced in the

last chapter.

Lemma 15. For the family Dy, we have
%C(tDIDt,s) =sT(s) 't M [rﬂ'(N(e_ZA" —P));z:s],
where Py is the projection onto the kernel of A; := D;rDt + DtDZ.
Proof. We begin with a formula for the derivative of the scaled differential
5 (t'2D,) = [N/2t, phpy '] = t7*[N/2, D]

and

& (t2Df) = —~'*(N/2, D]]

SO we Ssee

5tD{Dy) = (=[N/2, D]]D, + D{[N/2, D)

Now, using Duhamel’s formula 1.1.15

%tr(e*ztDIDt - P) = —ztr((—[N/z,DtT]Dt + DI[N/ZDt])e—ztDID,,)

= ztr(Ne #2tA))

So

%C(tDZDt,S) I'(s)~'M [ztr(Ne_ZtA”At)QZ : 3]

= T(s) 1t M E tr(Ne *2Ay); 2 : 5]
= —I(s) UM [z% tr(N(e *2 — P)); 2 5]

= sD(s) MG M [tr(N(efZAt —P));z: 8]
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and we arrive at the result. O
Using this result, we can calculate the variation of the determinant

Corollary 11. The derivative of the zeta function of the family D; has the following t-dependence
5¢/(DIDy) = t7'X/(A) + 7 Tr(N (A2 — Pr)) (3.2.5)

Proof. Clearly, we have

%C(tDZDtvs) %(t_SC(DZDt?S))

— —st=CFVE(D] Dyys) + 7 LD Dy, 5)
and so we arrive at
%C(DZDt,s) = st™2¢(D] Dy, s) + sD(s) 1M [Tr(N(e ** — P,));z : 8]

taking the derivative w.r.t s and evaluating at s = 0, we recover the result. O

The main difference between this variation formula and the one produced in the last chapter is that
the family of metrics g, behaves poorly near t = 0, whereas the family of operators D; does not. For
example, the harmonic forms in the metric g; might be unbounded as t — 0. Because we instead varied
the differentials, we can analyse the behaviour of Tr(NP;) near ¢ = 0. From now on we assume M is

odd-dimensional, so we can ignore the effects of the term Tr(NA, ).

Proposition 25. Ast — 0,
Tr(NP;) = xo(d) + O(t)

where x4 (d) is the derived Euler characteristic of only the type 1 eigenvectors of A = d'd + dd.

We know that the complex (C,d) is Z-graded, so the usual formula x{(d) = Y, (—1)*kny, applies,
where ny, is the number of type 1 eigenvalues of dd' + dfd of degree k.

Proof. We need to show that there exists an orthonormal basis {¢;(t)} for the stable kernel of A such
that each of the forms ¢;(0) are homogenous in the Z-grading, not just the Z, grading. The existence
of such a basis follows quite simply from ([14] Thm 6). We will prove this in the next chapter (corollary
13), once we have introduced the spectral sequence of a deformation. Assuming such a basis exists,

then we have

Tr(NF) = Z(éf’i(t)a ()N Ngi(t))

7

= (=15 di(i(0), 6:(0)) + O(t)

i

= xo(d) +O(t)
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where d; = deg ¢;(0). O

Using the above we arrive at

Proposition 26.
det/(D] Dy) = tXo(D=X"(4) get’ (ATA)g(t)

where g(0) # 0.

Proof. for small t, we have

1
¢'(DIDy)

¢'(ATA) — [ (3¢ (DIDy)) ds

/tl
- C’(ATA)—/t (s7'x/(A) — s~ Tr(NP,)) ds

= C(ATA) + (x(A) — xh(d)) logt + / s (Te(NP,) — x)(d)) ds

but because of prop (25), we know that Tr(NPs) — x((d) is of order O(s), so the integral is finite as
t — 0. This implies

det'(D{D;) = exp(—¢'(DiDy))

#x0(d)=x'(A) det’(ATA)e=/®)

where

flt) = /1(TY(NPS) — Xo(d))s™"ds.
t
We set g(t) = e~/ and the result follows. O
By comparing the singularity in ¢ in the limiting behaviour as ¢ — 0 given by proposition (26),
det/(D]D;) = tXo(D=—X"(4) det’ (ATA)e V)
with the behaviour computed from the germ complex prop (10),
det' (D] D;) ~ t*0~°1(0;5/0;) det’ (d'd)

we arrive at one of our original results, a formula for x’(A) in terms of the cohomology of the germ

complex.
Theorem 14. The derived Euler characteristic x'(A) of the flux-twisted de-Rham complex is given by
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the following formula

X'(8) = xo(d) —ag+a;
Xb(d) + 2(dim 7° — dim 1)

Furthermore, the determinants are related by
det’(ATA) = (05/07) det’(dfd) e/

where 0 := [], Xi(0) is the product is over the type 2 eigenvalues A(t) = tYA(t) of A]T—CA;-C, and

£(0) = / (Te(NP,) — x(d)) s~ ds

In the next chapter, we will give an alternative description of the term (65/601) of the spectral
sequence of the deformation. If we can show that 2 Tr(NP;) = 0, then the ‘correction’ term f(0) in
the above formula is identically zero. There are several interesting cases in which this happens.
Lemma 16. If H*(C,A) =0, then

X' (A) = —ag + o
and

det/(ATA) = (65/67) det/(d'd)

Proof. If the twisted cohomology vanishes for all ¢ > 0, then Tr(NP;) =0 and so x((d) =0and g =1
O

Thus in the case where the twisted cohomology vanishes there is a simple formula for the regularised
determinant of the twisted de Rham complex. In the next chapter, we will show how to compute the
twisted cohomology from the untwisted cohomology.

In [27], the case where H is of top degree was studied

Proposition 27. If M™ is an odd dimensional, compact, oriented Riemannian manifold, H is a

multiple of the volume form and let A = d+ H, then

where by is the O0th Betti number, and furthermore
det/(ATA) = || H||** det’(d'd)

Proof. For t > 0, The operator D; = d + tH, although it is Zs graded, preserves the Z grading on
forms except in the highest and lowest few degrees. D; : C° @ C"~! — C1 @ C™ has kernel C", !, since
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HA : CY — C™ is a bijection. Now D; = d when acting on forms of non-zero degree, so the D;-closed
forms are just d-closed forms in this range. The D;-exact forms are given by d-exact forms of degree
> 1, as well as the composite forms (dr,tH A7) € C' @ C™. So the cohomology groups of A are the
same as those for d, except possibly in degrees 0,1 and n. Consider a closed form 3 € C7;. Since
H™(C,d) = R[H], choose a form v € C"~!, so that 3 —dy = MH,\ € CY, i.e 8 = Di(A+1), thus (3 is
D;-exact. Now, take a closed form « € C’cll. a is cohomologus to (o + dr,tH A7) and since tH A T is

closed, it is also exact by the previous argument. Thus a ~ a + d7, and if « is d-harmonic, then it is

also D;-harmonic. Thus we find

n—1
H*(C,Dy) = P H"C,d)
k=1

We can also see this by noting that H(C,A) = H(H(C,d), HA), but its not obvious that we can choose
homogenous harmonic representatives for our cohomology classes. This means that the D;-harmonic
forms are Z-graded, and so we have

n—1

Te(NF;) = xo(d) = D (~1) kb = x'(d) + by, = X/ (d) + by
k=1
We need to look at the behavior of the unstable kernel under this deformation. The locally constant
functions have a basis {vi}gil, where v; is non-vanishing only on the ¢th connected component. These
trivially satisfy dfdv; = 0, and we find D] Dyv; = t2||H||?v;, since H is co-closed. This tells us each v;
is a type 2a cigenvector of D] Dy, with eigenvalue A(t) = t2||H||2, and these are the only even forms in
the unstable kernel. Thus we find
0y = | H|*™, ao=2b

The n-forms v; H are harmonic and are in the unstable kernel, however, these are of type 2b, since
DtD;r H = t?||H||*H. The result follows once we recall that only the type 2a eigenvalues contribute to

the zeta function and hence the derived Euler characteristic. O

In their paper [27], Mathai and Wu prove the part of this result about the regularised determinant
using a subtle factorization argument of regularised determinants developed by Kontsevich and Vishik
[24]. The main difference in our proof is that we only have to focus on the contributions of the finite
collection of unstable eigenvalues, as suggested by Farber’s work, and not the entire spectrum of the
twisted differential. In the next chapter, we will show that that the volume form deforms in such a way

that the analytic torsion is unchanged.
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Chapter 4

The Spectral Sequence of a

Deformation

We have shown that when there is a jump in the cohomology groups of a deformation d; at ¢ = 0, Farber
[12] gives a formula for this jump in terms of the germ cohomology. In practice, the germ cohomology
is hard to compute and thus it is also difficult to compute this size of this jump. There is a method to
compute this cohomology provided by a certain spectral sequence that successively approximates the

kernel of the operator D, for small ¢, starting from the kernel of the undeformed operator Dy.

The idea is easily illustrated for the twisted de Rham operators Dy = d + tHs: Let v, € QF be a
d-closed form, then we have Dyv, = tHsvr, = O(t). So all d-closed forms are D;-closed to first order
in ¢t. If we can find a k + 2 form vyqo such that dvgyo = —Huy, then the curve v(t) = v + tvg4a is
D;-closed to second order, D;v(t) = O(t?). If we can’t find such a (k+ 2)-form, then v cannot possibly
by the leading term of a D;-closed form. We then repeat this process and search for a (k + 4)-form
Vg4 such that dvgyo = —Huvgyo, and if we can find one then v(t) = vg + tvg42 + tzvk+4 is D;-closed to
third order in ¢. The k-forms vy, such that we can repeat this process up to any order in ¢ are precisely

those which are the lowest degree terms of D;-closed forms.

We give two constructions of this spectral sequence, and reference a result of Forman that states
they are isomorphic. Once we have constructed this spectral sequence, we can extract information
about the eigenvalues of the deformed complex, and we can also gain an insight into how the analytic

torsion varies along a deformation.

4.1 The Spectral Sequence for Flat Superconnections

We begin with a preliminary introduction to the Leray spectral sequence for a filtered complex.
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Let (V*,d) be a Zs-graded complex. Suppose that V*® has a decreasing filtration of supspaces,
VE:UgDUfD...DUﬁ_lDU]E,ZO
such that each (U?,d) is a subcomplex, i.e. dUlfC C Ulk?. Now, define

Z’;l = {UEUEICZ’UEUE}

BY, = Ufnavf!
Then define the pages of the spectral sequence
Egkl = Zﬁz/(zﬁl,lﬂ + B;‘iu)

We can now check that the differential, d, descends to a map &; on this quotient, which is also a
differential. We now state

El_€+1

piy and we have

Proposition 28 (Leray). The quotient differential 0; maps Eﬁl into

o~

furthermore, under certain hypothesis, the sequence stabilises after finitely many pages, Eﬁ/l,l >~ EJ%M—LI

L Rk

> 1, and we have

@ZEECJ = Hn(va d)

We now show that for the flat superconnection that we have been studying, there is a natural

filtration that allows us to apply this proposition.

4.1.1 Flat Superconnections

Let E — M, be a super-vector bundle over a compact manifold M, equipped with a flat superconnection
A. Following [14, 30, 38|, we show that there is an iterative procedure for computing the cohomology
groups H*(</ (M, E),A).

The sequence we construct here is the Leray spectral sequence associated to a decreasing filtration

of &/ (M, E). Define the filtration by form degree

oMM, E) = @@ (M, EF)

Jj2i

ie. @2 (M,E)=Q2(M,EY) & Q3(M,E®) @ ---. It is clear that these spaces filter &% (M, F)
F*(M,E) = «°F(M,E) > " *(M,E) > ... /" (M, E)

74



and that A : &**(M, E) — &/***1(M, E). Thus the superconnection is compatible with this filtration.

It is the Leray spectral sequence for the Zs-graded complex given by a flat superconnection which
is of principal importance for us. For the case we have already studied, namely flat superconnection
on the trivial Zs-graded line bunlde £ = Ey = R, we have Ay = 0, and our spectral sequence has
E§ =H E(E, A1). If we wish to consider higher rank bundles, the second page of the spectral sequence
is built out of sections of E that are in the kernel of Ag.

We turn again to our simple example D = d + H, where H is a three form. We argued in the
introduction to this chapter that the first few pages of this spectral sequence are described by the

following space

Bf = CHB)
EY = HNE,d)
EF = {vy€ EF:3u, € EF with H Avg = —duva}

The condition for F5 can be rephrased as [H] U [vo] = 0 in H*(E, d). We continue on
EF = {vo€ EF HAvy=—dvy: vy € EF with H A vy = —duy}

The higher differentials in the Leray spectral sequence of the flux-twisted differential d+ H, where H
is a total odd form, have an alternative description in terms of higher operations in cohomology. These
operations are known as Massey Products, c.f. [4, 38, 42], but we will not explore their topological

significance here.

4.2 The Adiabatic Spectral Sequence

It was shown in [14] that the Leray spectral sequence for a (finite dimensional) filtered complex has an
alternative description in terms of Hodge theory. To extend these results to infinite dimensions and to
the Zs-graded setting, we use the analyticity theorem of Kato [22], following Farber [12], whereas For-
man uses a result of Rellich [36] to guarantee that certain eigenvectors and eigenvalues have appropriate
power series expansions. Most of the algebra, however, remains largely unchanged.

First, equip the complex (V*®,d) with a metric g: the essential ingredient of Hodge theory. Since
UZ“H - Uf, let Vi’_c be the orthogonal complement of Ui’_“_|r1 in Ui’_“, and let gy be the restriction of the

metric to this subspace. This process yields and orthogonal decomposition

VE =@ VF with UF = @;.,VF

Now let p; : V* — V* be the operator which acts as multiplication by ¢/ on Vf Forman considers
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the one parameter family of metrics g, = pfg = > % vk with the goal of studying the dependence of
the spectrum of the associated Laplacians on the parameter ¢. This analysis is based on the following
observations: the Laplacian will be written A; = dd*t + d**d, where *; indicates adjoint with respect
to the metric g;. If we order by increasing magnitude, the k' eigenvalue of A, can be written in the

variational form
d 2 d*t 2
A (t) = sup inf —| vkl + |d" vl

4.2.1
V1, 0p—1 €V VR L{v1 U1} |’Uk|% ( )

Conjugating with the operator p;, we have |dvg|; = |diprvk|, where d; := ptdpfl. We can decompose
the operator d; as follows, for v € le‘c we write
dv =: ngv where dyv € V]T
£>0
since d preserves the filtration. The conjugated operator is then d; = >~ t‘dy. We also have |d*tvy|; =
| pyor|, where df := p;d*tp;*, and it is not hard to check that in fact df = (d;)*. Thus the spectrum
of the Laplacian can be written as a variational form of the expression |divg| + |dfvk|. The conjugated

Laplacian A} := p;Ayp; ' = dyd? + did, is therefore a operator valued polynomial in .

Motivated by minimising the quotient in (4.2.1), we introduce the spaces
EF = {vg € VF[3v, = v + tvy + ... + tuy, dyv, € FVFILH] djv, € VL]

Le, ifv e E]’_€ then it is the leading term of a power series in ¢ that is d; closed and co-closed to order j.
This means that for each vg € E;“, there is a vy € VF[t] such that (A, vy) = |dy)? + |dfv]2 = O().
Because of this, we will show that these spaces approximate the kernel of the Laplacian. Consider the

eigenvalue equation

Asw(t) = MBw(t), with \(t) = O(t*¥) (4.2.2)
The dimension of the space of solutions to this equation is computed by the spaces Ef

Proposition 29 (Forman [14]).
#{N(t) such that (4.2.2) holds and \(t) = O(t*)} = dim EF

Span{w(t) € VE such that (4.2.2) holds} = p,g(E;TC +0(t))

This shows that the sections which are both d; closed and co-closed to order j do actually represent

the sections which vanish under A; to order 2j.

Proof. By definition, for each vy in EJTC there is a v(t) = vy + O(t) € V¥[t] such that the quotient in
the variational form is O(t?). These sections span a one parameter subspace of VE, on which the
variational formula for the eigenvalues yields )\E (t) = O(t¥) for i < dim E]’_c Now, the spectrum of the

Laplacian A; is equal to that of the conjugated Laplacian A, = p;Ayp; ' = dyd; + did;. This operator
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is a finite power series in ¢, and is self adjoint for real ¢. This gives rise to a analytic deformation (in
the sense of the last chapter) of the operator Aj. Thus, appealing to the theorem of Kato [22], for
each eigenvalue \;(t) = O(t¥) of A} there exists a corresponding analytic eigenvector v(t) = vy + O(t).
Terminating this series expansion at some term of sufficiently high degree, we find vy in E]’;7 and thus
the dimension of EJTC measures the number of eigenvalues that are O(t%). Correspondingly, for each
eigenvector v(t) of A}, the leading term lies in Ef, and thus p;v(t) is an eigenvalue of Ay, and so its

leading term is in ptEf. O

Now that we have shown how these spaces relate to the spectrum of the Laplacian, we discuss the
extra structure that allows us to compute their dimensions. For vy € E]’;, such that v(t) = vg + O(t)
is both closed and coclosed to order j. We then know that t~7d,v(t) € Vm[t] is an analytic power

series. Let m; denote orthogonal projection onto E]k?

Lemma 17. The map 0; : EJic — E]’?ﬁ, given by 0;vo = m; limy_ot I dyv(t), where v(t) is any choice

of closed/co-closed series with t~Idyv(t) € VFFL[t] and v(0) = vo, is well defined. Furthermore, 97 =0.

Proof. We need to show that if v(t), w(t) are two such extensions of v, then 7; lim¢_ot 7d;(v(t) —
w(t)) = 0. This is equivalent to saying that for every u(t) € ij both closed and co-closed to or-
der j, we have g(u(t),t 7di(v(t) — w(t)) = O(t), i.e. g(u(t),di(v(t) —w(t))) = OF'T). We have
g(u(t),di(v(t) — w(t)) = g(dju(t),v(t) — w(t)). Now, by definition, we have dju(t) = O(t/), and
v(t) — w(t) = O(¢), since they both have the same leading term. Thus the inner product of these
two terms is O(t/*!). To show that 82 = 0, observe that 9;(d;v0) = 9;(m;lim;_ot 7 dsuv(t)) =

7 limy o t 727 (d?v(t)) = 0, since 7; = t~Idv(t) is an extension of d;vp. O

The goal of was to approximate the eigenspaces of the Laplacian, and now we can see that these

spaces do just that.

Lemma 18. The eigenvalues A(t) of AF that are O(t27) are of the form
A(t) = Aot + O(t712)

where Ao 1s an eigenvalue of 0;07 + 070; : EJTC — EJTc

Proof. Given a solution to Ajv(t) = A(t)v(t), with A(t) = O(t¥), i.e vy := v(0) € EJ’;, we have
(drdy+didy)v(t) € t2VF[t]. Since imdid; L im dydf, we must have each of didyv(t), dfdyv(t) € t21VE[H],
and thus djv(t), dyv(t) € 1VE[t]. Let dyw(t) = tfw(t), Clearly, dyw(t) = 0, and dfw(t) € /VF1[t], so

by definition wg := w(0) € E¥

7, 1.e. wog = djvg. We then have 970;v9 = 9wy = m;lim; o t=Idiw(t).

We then substitue w(t) = t~7dv(t) into this last expression to yield 850;v0 = 7; limy o t~>/d;dyv(t).
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After similar analysis for 9;0; v, we find

(8]8; —|—6;8]‘)1}0 = Ty }%t_Qj(d:dt +d:dt)1}(t)
= 7 }i_r%t—%(t)v(t)

= lim(Ag; + O())v(t)

= A2,

The result follows. O
This now leads us to one of the main conclusions of Forman’s work.

Corollary 12. The spaces {EJTC7 0;} form a spectral sequence, known as the adiabatic spectral sequence.

In particular

ker(9;0; + 9;0; : B¥ — EF) = EF

Proof. From the last proposition, we know that
dimker(9;07 + 879, : EF — EF) = #{\(t) € Spec(A,) : A(t) = O(20+1))}

We just need to show that each of these eigenvalues corresponds to a eigenvector v(¢), with v(0) € E]fC 1
This is easily seen since v(0) € E;“H C E]’_€ guarantees dfv(t) and dyv(t) € 20PDVFH] and thus

97v(0) = 9;v(0) = 0, and so v(0) € ker 9;0; + 970;. O
There is also a natural Z-grading on these spaces, which we have made reference to before.

Proposition 30 (Forman). The differential 0; is compatible with the Z grading on EJTC given by Efl =
EFNVE, ie.

1) E]k = @ezo Ef,l

2 BT
2) O;E;, C Ej L

* 1k k+1
3) O7Ej, C Ejy_;

Proof. We follow Forman’s original proof closely. We prove all three statements simultaneously by
induction, starting with E§ = VE. For vy € Eo = Vi, we have dyvg = limy_o dyv(t) = dovy € Vém,
where v(t) is an arbitrary extension of vg. Clearly the initial statement hold holds. For the inductive
step, pick v € Ef, write v = >, vy where v, € VZ“, we need to show that each v, € E]’_C to prove the first
part. By the inductive hypothesis, and since Ef - Ef_l, we know that each v, € Ej’;_l. In the last
proposition, we showed that E; = ker(9;0; + 0;0; E]’Tﬂl — E;ﬂl), which implies 0 = 9;_1v = 97_;v.

k+1
Ej*1,4+(j*1)'

the space Ej_ ¢4 (j—1) are orthogonal for varying ¢, we must have d;_1v, = 0, and similarly for 8;71)@.

So by linearity 0 = »~,9;_1v,. Now, again by the inductive hypothesis, d;v, € Since

Being both 9; closed and coclosed, we have v, € EJTC . This proves part (1). To prove part (2), we need
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to show for v € E;;, we have 0;v € E; s4;. For such a v, choose an extension v(t) = v + O(t) that is

closed and co-closed to order j. By definition, we have dyv; = t7(9;v) + O(#T1). Now write

o(t) = {v+ Z tviesi )+ { Z thviere}

1>0 1>0,cEZL,c#1

where v; , is the orthogonal projection on v; onto VT’_C Label this decomposition at v(t) = v1(t) + va(¢).
Then dyv(t) = dyvr(t) + deva(t) =: (3, t'wi) + (X, t'we,;), and 950 = mjwy j + 7jws j, which we will
show corresponds to the decomposition VF = Vgij @ (Vgij)l.

We will show that mjwy ; € Fj¢4; as required, and mjwy; = 0. Notice that for each k, we have
Wi = ZmZO dk—mVm t+m € Viyr, and in particular, mju; € EJTc NV = E]E,e-s-j‘ To show that the

second term in the splitting of vanishes J;v, notice that again for each k, we have

1
W2k = Z dkfmvm,EJrc S @ w+k+(cfm) = (W+k)
m>0,c€EZ,c#m m>0,c#£m
Now, since w; = wy; + wz,; = 0 for ¢ < j, and we know this splitting is orthogonal, we have w;; =

wsy,; = 0. Thus, this guarantees there is no mixing of terms (at least for ¢ < j) in the decomposition

di(v1(t) +va(t)) = <Z tiwl,i> + <Z tiwz,z)

ie. dwa(t) = thwaj + Ot 1), and thus wy; = Gv2(0). Now, choose any u € FEj, and then check
g(ws, j,u) = limy_o t =7 g(dyva(t),u). Then we just recall vo(t) = O(t) and dju(t) = O(t?), where u(t) is
an extension of u. This shows that wsy ; € (E]E)L7 i.e. mjwg ; = 0. This proves part (2), and part (3) is

proven almost identically. O

The compatibility of the leading terms of this spectral sequence with the grading yields an important

result that we used in the previous chapter

Corollary 13. For the twisted de-Rham complex, (C®,d; = d+tH), the space of harmonic forms H*®
has a basis in which every element v(t) = vg + O(t) has homogenous leading term vy in the natural Z

grading on forms.

Now that we have explored this spectral sequence, we will soon see how it fits into our analysis of

analytic torsion.

4.2.1 Comparison of the Two Approaches

So far, we have constructed two spectral sequences out of a filtered complex. First, the Leray spectral
sequence, a classical construction which successively computes the cohomology by looking at how the
differential acts on certain quotients. Secondly, the adiabatic spectral sequence requires a metric and

then used hodge theory to define the pages, and a suitable differential was found constructed. It is then
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somewhat surprising that the second major focus of Forman’s work was to show that these spectral

sequences were in fact isomorphic

Proposition 31 (Forman [14], Thm 7). Given a filtered complez, let {e?l,d} be the associated Leray

spectral sequence, and {Eﬁl,aj} be the adiabatic spectral sequence. There is a sequence of bijections
¢j: Ef — el

which are compatible with the differentials.

Proof. We refer to the proof in the original paper [14] O

Since the Leray spectral sequence did not involve a metric, this theorem shows that the numbers
dim EJTC are independent of the metric chosen, and thus we see that the spectral dependence of A; on

t, i.e. the number of eigenvalues that are O(t%), is also independent of this choice.

4.2.2 Determinant Lines

We can now apply the Knudsen-Mumford isomorphisms discussed earlier to the adiabatic spectral
sequence. Since Ej’; = H (E]E, 0;), we have a canonical isomorphism det E]f‘ 1 = det E;“, which can be
described as follows: let {Ui}ij\i be an orthonormal basis for for Ej’;, such that {vi}ﬁ‘ifi, M* < N* form
such a basis for Ef 1 C EJ’TC Recall that the v; extend to eigenvectors v;(t) of A}, with eigenvalues that

are O(t*). The isomorphism &; : det(E}) — det(E}, ) is given by

—1 -1

Nfc NE+T ]wl’c MEFT
. k k+1 Iiaka. . . o k k+1
Kj: /\vi A /\ v, — det'(0;0;: E} — E3) /\vi A /\ v,
i=1 i=1 i=1 i=1

We know that Spec(d;d; + did;) = Spec(d;d;) U Spec(d,dy), and so the proof of lemma 18 reveals that
Spec(d;di|A(t) = O(t*)) = t*/ Spec(9;9;) + Ot ™)

Thus the L.h.s of the above is

-1

H/\i ME MFFT

2j k T+l

e (A [ A

[1As; '
27 \i=1 i=1

By composing all of the Knudsen-Mumford isomorphisms for the various pages of the adiabatic

spectral sequence, we find

Corollary 14. For an analytic deformation, there is a canonical isomorphism

k:det H(C,dy) — det H(C, Dy)
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for small t.

Proof. The spectral sequence constructed above begins at By = H(C,dp), and then proceeds E, ;1 =
H(E,,d,), using the Knudsen-Mumford isomorphisms (2.1.1), we get

Ry @ det E/,'- = det Er+1
Composing all these isomorphisms up to the terminal stage Eny = H(C,d;), we get
K:i=KN - kory : det By = det Ey

that is
Kk det H(C,dy) = det H(C,dy)

4.3 Application To Analytic Torsion

We can now apply this analysis of the adiabatic spectral sequence to the analytic torsion for a Zo-
graded complex, specifically, the flux twisted torsion. In this case, we are considering the family
dy = td+ Y t**FLH?"+1 This operator is closely related to the operator D; = d+ > t* H**1 considered
in chapter 2, d; = tDoy;, which is an analytic deformation of the untwisted exterior derivative d = Dy.
Recall we had two elements

7(C*,d) € det(H(C*, d))

7(C*, Dq) € det(H(C®, Dy))

defined by
bE pEFT -
7(C*, D;) = det' (D} D,)'/? /\ e ] ® /\ e ()t
i=1 i=1

where {e¥(t)} form an orthonormal basis of the AF-harmonic sections. One of our main theorems (14)

was to show that for the flux twisted torsion, we have
det’(D;Dy) = (05/67) det’(d} dy)el©
The argument in the last section showed that

(05/67) = H det'(90; : E} — EY)
j=1
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Thus, the leading coefficient in our expression for the flux twisted torsion is precisely the factor accrued
by performing the successive Knudsen-Mumford isomorphisms to the determinant line as we move
through the pages of the spectral sequence.

After all this work, we now arrive at the main theorem of this thesis.

Theorem 15. Upon applying the Knudsen-Mumford isomorphism, the flux twisted analytic torsion is

related to the Ray-Singer torsion by the following
K(1(C*,d)) = e/ O7(C®, Dy) € det(H(C*, Dy))

where

1
10) = [ (TR = xy(a) sl

P, is the projection onto the kernel of Ay = D*Dg 4+ DyD¥, and x((d) is the number of unstable

eigenvalues of Dy att = 0.

We now make the observation that since both the twisted and untwisted analytic torsions were
independent of the metric chosen, the constant f(0) must also be independent of such a choice. If
it could be shown that f(0) vanishes, it would reveal a quite remarkable results: That the analytic
torsions of two quite different elliptic operators, dy and d = dy + H, are only related via a simple
canonical cohomological isomorphism. Further investigation of the s-dependence of the term Tr(N FPy)

might shed light on this conjecture.

4.3.1 Example: Lie Groups

An interesting example of twisted analytic torsion comes from the case of compact Lie groups. Several
unique properties of Lie groups simplify the computations involved, we will first explore these interesting
properties, and then process to compute the twisted torsion in the case of a twist by a certain canonical
3-form. Firstly, because of the group structure, the cohomology ring of a Lie group is an exterior

algebra [17]. For the simple Lie group G = U,,, we have
H*(Uy,Z) = Az(an, a3, a5, . .. a2pp—1) (4.3.3)
The classes o; have G-invariant representatives as differential forms given by the expressions
aj=bjtré?, =g 'dge Q(G,g)

Where the b; € C, in particular

1 3
a3z = 55 tré

Rohm and Witten [38] noticed that the flux-twisted cohomology of D = d 4+ «3 vanishes, which can

be shown by using a spectral sequence argument which follows from the adiabatic spectral sequence
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as follows: We have EF = HF(G,R) = Nz{ci}. Because of this algebra structure, the map asA :
HY(G,R) — HY(G,R) is an isomorphism, and hence EF = H*(H(G,R),a3A) = 0, and the spectral
sequence vanishes at this page. The second important property of Lie groups is that there is a canonical
left-invariant metric given by the Killing form, once we have trivialised the tangent bundle using left

multiplication TG = G x g.

Proposition 32 ([17]). With respect to this metric, the space of harmonic forms is isomorphic to the

space of G-invariant forms. Furthermore, d' is an odd derivation of the algebra of differential forms.
Because of this, we have the important fact

Corollary 15. On a Lie group G, let H = Hayp41 be a closed, G-invariant, odd form. With D = d+H,
we find
Ap:=D'D+DD'=A+H'H+HH'

i.e. Ag preserves the Z-grading on forms.

Proof. We have to check that the off diagonal terms vanish. They are (d'H + Hd') : C* — C**?* and

its adjoint. These operations are identically zero because d' is an odd derivation and H is coclosed O

Because of this fact, we can choose a basis of the eigenfunctions of Ay that are all homogeneous

forms. To compute the regularised determinant, we will need some preliminary computations

Lemma 19. Let H = pas The action of H'H on H*(G) is given by multiplication by u? on (im H)*,

and 0 otherwise.

Proof. From the ring structure, it is obvious that ker H = im H and that HT Ha = 4+ (H Ax(H Aa)) ~
a, for any a € H*(G). Then (H'Ha,a) = (Ha, Ha) = || H|*(a, a). O

This result tells us the action of the operator HH on the invariant forms, but not the full complex
of forms. We have shown that we only need to compute the leading non-vanishing terms of the spectrum

of At'

Proposition 33. The type 2 eigenvalues (unstable) of the germ Laplacian for the family D, = d+tuas
are of the form

t) = 2 + O(t%)

Proof. We use our result, Theorem 18, that the leading terms of these eigenvalues are given by the
eigenvalues of the partial Laplacian of the differentials in the adiabatic spectral sequence, and HTH is

the partial Laplacian of the differential 03 = H. O

Now, because of the structure of the cohomology ring, we have Q(G)¢ = dim ker H & (dim ker H)*,
and HA : (dimker H)* — dimker H is an isomorphism. Using this information, and the theorems
presented in this chapter, we have the following calculation of the twisted analytic torsion for Lie

groups
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Proposition 34. On G = U,, for the twisted De Rham operator D = d + Aag, we have
X' (D) =0

det’(D'D) = det/(d'd)

and thus
k(T(G,d)) = 7(G,d + Aaz) € R

Proof. Because the twisted cohomology vanishes, we use theorem (16). Because each type 2 unstable
eigenvalue is of the form given in proposition (33), each harmonic form leaves the kernel with the
coefficient #2||H||?. Since H®(G) is an exterior algebra on the generators aj ...as, 1 we have aj =
2dim H*(G), and 0, = ||H|2dm HG)_ The result follows one we recall that the structure of the

cohomology implies that HO(G) = H(Q). O

So we have found that in this very specialised case of Lie groups, the twisted analytic torsion
computation is quite simple, and just reduces to that of the regular regularized determinant as an
element of the trivial line. This is indeed a peculiar example, the complex is Zs-graded, so are the
partial Laplacians, and the full Laplacian preserves the Z grading. This is precisely a situation suited
for the machinery developed in this thesis. We continue the search for more examples that display this

grading compatibility phenomenon.
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Chapter 5

Conclusions and Future Work

We have shown that with twisted analytic torsion, as defined by Mathai and Wu, we can extend Ray-
Singer torsion for flat connections to the case of flat superconnections. The example we focused on was
that of a flat superconnection on the trivial Z, graded bundle E = Ey = R, namely the twisted de
Rham complex. We found that if we consider an associated analytic deformation of this complex, we see
that the torsion varies in a calculable way. Specifically, we can determine the order of a singularity at
t = 0 from information found in the parameterized hodge theory of Farber. We then use the extensions
of the classical variation formulas of the analytic torsion to recompute the order of this singularity
from large t as it approaches 0. Comparison of these two computed orders yields a formula for the
derived Euler characteristic in terms of the deformation orders of the unstable eigenvalues. If the
twisted cohomology vanishes, then we showed that the twisted and untwisted torsions are related by a
canonical cohomological map, the Knudsen-Mumford map.

The work of Farber [12] was central to our analysis of the flux-twist analytic torsion. We considered
the family D, = d + tH near the point ¢ = 0, which provided us with a method to compare the
torsions of Dy = d, the untwisted differential, and Dy, the flux-twisted differential. We propose that
this approach can be applied to the recent work of Mathai-Benameur [26], concerning a flux-twisted
version of the signature complex. There is already relevant research done by Farber-Levine [13] looking
at how the signature invariants change under analytical deformations of a complex, which is very much
a follow on from the work in [12]. It is our hope to apply this work to relate the twisted signature
invariants of Mathai-Benameur with their classic untwisted twisted analogues, in a similar fashion that

was employed in this thesis.
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