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Abstract

High Frequency (HF) and Very High Frequency (VHF) electromagnetic waves have

been used as the means of long-distance communication for decades. Nevertheless, in

the design of wire antennas for HF and VHF devices, size reduction is one of the criti-

cal issues due to wavelengths of in ranges from 1 to 100 meters. It is well known that

inductive and capacitive loadings can effectively change the current distribution along

an antenna, reducing the self-resonant frequency, and hence the antenna size. Various

types of inductive and capacitive loadings can be implemented on the wire antennas

using ideal lumped components or realistic winding structures, such as zig-zag and

helix shapes. Nevertheless, the physical limits of electrically small antenna can greatly

constrain the dimensions, and the design of optimally varying windings will signifi-

cantly increase the complexity in the modeling and simulation process. Furthermore,

size reduction can also introduce significant degradation in both efficiency and band-

width, and thus, obtaining a design with balanced performance becomes a challenging

task, which is addressed in this thesis.

The work presented in this thesis contributes to the research by proposing and ap-

plying a generic methodology to the optimal design of size-reduced HF and VHF wire

antennas. The electromagnetic simulator, NEC-2 (Numerical Electromagnetic Codes),

based on the method of moments, is used to provide fast and accurate numerical es-

timation of the performance for the antennas. To drive the electromagnetic simulator,

an evolutionary optimizer is developed using both genetic algorithm (GA) and parti-

cle swarm algorithm (PSA) for multi-objective optimization (MOO). The combination

of these tools, i.e. electromagnetic simulator and optimizers, is applied to address the

trade-offs of the small antenna design as well as to achieve faster convergence effi-

ciently to the global optimal region. The in-house developed tool is named MATNEC,

and couples antenna geometry modeling, electromagnetic simulation, and evolution-

ary optimization into an automated program. Several strategies have been used to
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Abstract

reduce the simulation and optimization complexity with, in particular the application

of radial basis function expansions to compactly describe the antenna structure. This

effectively converts the optimization process from optimizing the antenna configura-

tion directly to optimizing the parameters of mathematical expansion, thus achieving

a significant complexity reduction.

In the application of the proposed technique in this thesis, three types of inductive

loadings are successively introduced into the design of optimized wire antennas, pro-

ducing a marked increase in performance in all cases. Firstly, as preliminary study,

lumped inductive loadings along a monopole are used to effectively verify the opti-

mization methodology and the antenna shortening theory. Secondly, a non-uniform

zig-zag winding structure is considered to effectively verify the roles of optimized dis-

tributed inductive loadings formed by the antenna wire itself and also allowing for ex-

perimental validation of the findings. Thirdly, non-uniform helical antenna structures

are also considered and verified experimentally. The optimal designs were verified

both in bandwidth and in efficiency using a ”Wheeler Cap” approach. The optimized

results provide useful guidelines for the design of wire antennas for both HF and VHF

communications.

The thesis also provides an investigation of the robustness of the optimized design

in non-ideal environments. Optimized devices are integrated on various platforms or

with near-by objects, and the re-optimization is carried out including the non-ideal

environment. The weak impact from non-ideal environments and the similar results

from re-optimization effectively demonstrate the strong functionality and robustness

of the proposed design and optimization strategy for real-world applications. Mutual

interaction between multiple antennas is also investigated, and the result illustrates

the weak interference of the optimized antennas when used in an array environment.
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Chapter 1

Introduction

T
HIS chapter presents brief information on HF and VHF com-

munications, electrically small antennas, and multi-objective op-

timizations. Size reduction strategies for electrically small anten-

nas are introduced, being the primary concern in the investigation. Antenna

design methodology and process in this thesis includes geometry modeling,

electromagnetic simulation and multi-objective optimization. This chapter

also provides an overview of the organization of this thesis and its contri-

butions.
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1.1 Introduction and Motivation

1.1 Introduction and Motivation

With the advance of science and technology, wireless communications have been de-

veloped widely and extensively to fulfill the requirements for multiple purposes. An-

tennas constitute an important part of wireless systems and their study is the focus of

this work. Among the many properties of antennas, size, efficiency and bandwidth

are particularly important and critical. At low frequencies (long wavelengths), size is a

priority consideration in the design process since traditional designs are of the order of

a quarter to a half of a wavelength. In the past, HF and VHF were the means of long-

distance communication. However, even though they have been partially replaced

by satellite or terrestrial communications, they still show a vast amount of potential

and interest due to the advantages of their relatively simple systems and low cost.

Nevertheless, the size of antennas, which is inversely proportional to the frequency,

has always been one of the major drawbacks for HF and VHF applications. Further-

more, modern technology and applications are consistently demanding a growing data

rate be transmitted, which means an increased bandwidth requirement for antennas.

This, however, brings out another disadvantages of HF and VHF communications, that

for many practical applications, the antenna needs to be much smaller than a wave-

length. Antennas with a maximum physical dimension relatively small with respect to

their operating wavelength can be categorized as electrically small antennas (ESA). Al-

though, ESAs have been widely used for HF and VHF bands, they exhibit considerable

limitations in terms of both bandwidth and efficiency. To ease these limitations, size

reduction strategies have been investigated extensively in order to achieve satisfactory

antenna performance in terms of efficiency and bandwidth. This thesis will put its fo-

cus into methods to reduce the dimension of HF and VHF antennas whilst exhibiting

good efficiency and bandwidth.

1.1.1 HF and VHF Communications

HF and VHF, nominally the 3 - 30 MHz and 30 - 300 MHz regions in the frequency

spectrum, have been investigated and used for many years for long-distance radio
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Chapter 1 Introduction

communication in both military and civilian applications. Even though they were par-

tially replaced in the 1960s to 1970s by satellite and cable communications [1], they still

show a vast amount of potential due to advantages in terms of both simplicity and

cost. They have been typically used in international broadcasting, national broadcast-

ing in tropical regions, aeronautical and maritime mobile communication and over the

horizon radar [2, 3].

HF communication is mostly by means of ”sky-wave propagation”, a mode that ex-

ploits propagation of signal waves up to worldwide distances by using the reflection

of waves between the ionosphere and earth surface for over-the-horizon communica-

tion [1, 2]. The ionosphere is divided into mainly three regions or layers designated D,

E, and F respectively from the earth upwards. The reflective coefficients are different

for each layer and vary with respect to time of the day, season of the year, and sunspot

activity. The E and F regions behave mostly as radio wave reflectors, and allow long

range communication between terrestrial terminals. The lowest (the D region), how-

ever, acts mainly as an absorber of energy which induces signal attenuation in the HF

range [1]. VHF communications can achieve over then horizon propagation through

mechanisms such as tropospheric scatter [2].

Traditional HF and VHF antennas have dimensions that are proportional to their wave-

lengths (a quarter to a half for example). HF and VHF bands with wavelengths ranging

from 1 - 300 m, will consequently need a fairly large size of antenna. Large antenna

size inevitably increases the cost and causes inconvenience in operation, which is the

primary disadvantage for HF and VHF communications. Small antennas can be used,

but these introduce the above mentioned problems of bandwidth and efficiency.

Due to the nature of long-distance communications, large transmission powers are

required to overcome transmission losses. This requires the antennas to perform at a

very high efficiency in order to lower the power consumptions for HF and VHF sys-

tems. In addition, HF and VHF communications are significantly affected by a variety

of additional losses due to the complicated nature of the propagation environment.
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Consequently, efficiency is a major consideration when designing HF and VHF anten-

nas.

1.1.2 Electrically Small Antennas

Electrically small antennas are defined as having a maximum physical dimension which

is very small with respect to the operating wavelength. Generally their radiation re-

sistance is very low, the input reactance is quite high, the bandwidth is fairly narrow,

and the efficiency is low. These properties can be concluded from the various studies

of fundamental limits of small antennas [4–7].

The size of a small antenna is defined in terms of the radian sphere, the smallest sphere

that contains the antenna. A small antenna is normally defined as one for which the

radius is smaller than radianlength, defined as λ/2π. For a dipole this will mean an

overall length less than λ/2π, and for a monopole an overall length less than λ/4π, as

shown in Figure 1.1.

Figure 1.1. Illustrations of a monopole and a dipole.
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The Q of a small antenna is defined by the ratio of reactive energy to accepted power

[8–10] at the frequency ω0:

Q(ω0) =
ω0W

P
(1.1)

where W is internal energy and P is total power accepted by the antenna.

The lower bound on Q can be derived in terms of ka [7] through:

Qlb = ηr × (
1

(ka)3 +
1
ka

) (1.2)

where ηr is the antenna radiation efficiency, k = 2π
λ , and a is the radius of a sphere that

circumscribes the maximum physical dimension of the antenna.

It is well known that bandwidth and Q are inversely related and for practical purposes,

the bandwidth at frequency ω0 is defined:

FBWV(ω0) =
ω+ − ω−

ω0
(1.3)

where ω+ and ω− are the frequencies above and below ω0 at which the VSWR is equal

to an arbitrary value denoted by s. The fractional matched VSWR bandwidth and the

Q are related [10] through:

Q(ω0) =
2
√

β

FBWV(ω0)
(1.4)

β =
s − 1
s
√

s
(1.5)

Combining the equations above, an upper bound on the fractional matched VSWR

bandwidth can be written as [10]:

FBWVub =
1
ηr

(ka)3

1 + (ka)2
s − 1√

s
(1.6)

It can be seen that greater radiation efficiency leads to greater value of Q, and conse-

quently a narrower bandwidth. Likewise, smaller radiation efficiency corresponds to

wider bandwidth at operation. Obviously, there is a trade-off between the operation

bandwidth and the radiation efficiency. Importantly, bandwidth also drops dramati-

cally with the increase of antenna size.
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Electrically small antennas can be represented as a simple lumped capacitor or induc-

tor [4,8]. A small electrical monopole can be considered as a cylindrical volume capac-

itor of an effective height (h), and an effective area (A), where the effective area was

defined as the area of an idealized parallel-plate condenser with plates separated by

the effective height. The radiation resistance of the electrically small antenna is deter-

mined by the antenna effective height and the reactance is a function of both effective

height and area [8], as shown in Figure 1.2. The capacitance and inductance introduced

by antenna structures can be calculated as in Equations 1.7 and 1.8:

Figure 1.2. Illustrations of capacitor (C) and inductor (L) occupying equal cylindrical volumes.

C = ε
ka A

h
= ε

kaV
h2 (1.7)

L = µn2 A
kbh

= µn2 V
kbh2 (1.8)

where ε is the electric permittivity in free space, µ is the magnetic permeability in free

space, A is the area of base of cylindrical volume, h is the height of cylindrical volume,

n is the number of turns of coil, V is the cylindrical volume, ka is the shape factor of

capacitor, and kb is the shape factor of inductor. In reality, an antenna will be a complex

combination of capacitance and inductance.
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Therefore, electrically small straight wire antennas, either dipole or monopole, exhibit

impedance at the frequency (ω) that can be written as:

Z(ω) = R(ω)− jX(ω) (1.9)

where X(ω) is dominated by the equivalent value of 1/ωC established by the antenna

structure.

Consequently, to effectively mitigate the dominant X(ω) term at the antenna feeding

point, the structure can be modified to include a capacitive top-hat or inductive loading

by additional wire length, or a combination of both [11]. An illustration is shown in

Figure 1.3 to indicate the two means [11].

Figure 1.3. Illustrations of top-hat capacitive and inductive loadings on wire antennas.

1.1.3 Multi-Objective Optimization

For most real-world problems, objectives that are competing or even incompatible of-

ten co-exist simultaneously. This is certainly the case in antenna design. Optimization

in these problems may lead to trade-offs between the objectives, and require the tech-

niques of multi-objective optimization [12]. In contrast to single-objective optimization

where the optimal solution is usually clearly defined, multi-objective optimization may

have so-called Pareto-optimal solution [12]. These solutions are regarded as optimal in

a broader sense that no other solutions in the search space are superior to them when

all objectives are considered under certain pre-defined criteria [13]. Alternatively, a

Page 7



1.2 Thesis Significance and Contributions

pareto-optimal outcome is one such that no-one could be made better off without mak-

ing someone else worse off. An optimization problem with M optimization objectives

f1, fM, ..., fM can be expressed as [14]:

Minimize/Maximize fm(x), m = 1, 2, ..., M, (1.10)

where x is the vector of decision variables.

In order to solve multi-objective optimization problem, one classical method is to trans-

form it into a single and parameterized function by analogy to decision making be-

fore search [13]. This single objective implicitly includes preference information given

by the decision maker. To select a suitable compromise solution, the human decision

maker is required to make difficult trade-offs between conflicting objective. In this

sense, the multi-objective optimization is converted to an single-objective optimiza-

tion by generating a linear combination of objectives:

Minimize/Maximize f (x) = ω1 × f1(x) + ω2 × f1(x) + ... + ωM × fM(x) (1.11)

where ωi are called weighting factors.

With respect to either single-objective or multi-objective optimization, evolutionary al-

gorithms have been found to be highly effective and have been extensively used in

many different fields. Two types of evolutionary algorithms will be introduced and

employed in this thesis to pursue the optimal antenna solutions. The genetic algorithm

was initially invented based on the natural process of evolution and genetic recombi-

nation, and this makes it a robust stochastic search method [15, 16]. Particle swarm

optimization is based on the exploration of the problem space according to given rules

inspired by the behavior of living organism swarms [17]. GA and PSO are both global

search methods, and are effective in finding an approximate global optimum in a high-

dimension space.

1.2 Thesis Significance and Contributions

The significance of this thesis comes from three distinct aspects:

I. An antenna design methodology that couples electromagnetic simulation to evolu-

tionary optimization. Conventionally, antennas were designed intuitively and verified
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through measurement. With the advent of today’s antennas, however, multiple per-

forming features and characteristics are frequently required. In this case, a straightfor-

ward approach by trial and error can be inefficient, time-consuming and inaccurate,

and thus not feasible for multi-objective antenna design. Evolutionary optimization

provides an efficient alternative. In this thesis, the electromagnetic modeling of an-

tenna performance is achieved through numerical techniques. For wire antennas, a

method of moments (MoM) [18] is a particularly useful and efficient numerical ap-

proach. In the current work, the NEC-2 implementation of the MoM method is em-

ployed. Since the optimization process requires the reevaluation of the simulation

many times over, the efficiency of the algorithm is important.

An automated tool that controls antenna modeling, electromagnetic simulation and

evolutionary optimization, called MATNEC, is developed. This tool uses MATLAB as

the primary control, and manipulates the tasks in the flow through the whole process.

It first builds the antenna models, drives the process of MoM simulation; then analyzes

the simulation results based on appropriate fitness evaluation, applies the evolutionary

algorithm correspondingly, and iterates until certain criteria are met. The development

of MATNEC plays an essential role, as it is the primary tool for investigating various

types of wire antennas in the present investigation. The efficiency of the process, and

the accurate results from MATNEC, verify the effectiveness of the methodology pro-

posed in this thesis.

In order to ease the complexity of both electromagnetic simulation and evolutionary

optimization, several strategies have been introduced and successfully used in the in-

vestigation. Basis function representation of design variations is employed to provide

sufficient geometrical variations to the wire antennas without producing an oversized

optimization space. In particular, radial basis functions (RBFs) are used (Gaussian

RBFs and Multiquadric RBFs). The employment of RBFs makes the optimization more

global and robust.
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II. The above developments are used to optimize the design of two types of frequently-

used wire antennas. Zig-zag antennas with continuous arm-length variations are suc-

cessfully optimized and shown to exhibit improved performance compared with the

traditional uniform variety. A broader operation bandwidth and higher efficiency is

obtained with the optimized antennas. Similar results are also obtained for helical

type antennas. Both types are important for their common use in portable radios.

III. The impact of non-ideal environments on the optimized design of the above an-

tennas has been investigated. The results of these studies demonstrate the robustness

of the design methodology by optimizing the antennas on various platforms, such

as portable communication devices. In addition, we have studied the antenna per-

formance in the array environment. The optimized antennas exhibit reduced mutual

interactions compared with traditional monopole and hence are particularly useful in

this application.

1.3 Thesis Overview

This thesis seeks to explore the optimization of wire antennas for HF and VHF com-

munications. A tree diagram of the thesis is given in Figure 1.4.

In Chapter 1, a brief literature overview is provided in order motivate and illustrate

the general approach of the investigation.

Chapter 2 provides the fundamental theory of multi-objective optimization. In this

work, evolutionary algorithms are employed, namely the genetic and particle swarm

algorithms. These two algorithms are fully described in this chapter, including the

theory and applications from the literature. Fitness functions, which are considered as

the critical element in the optimization, are also discussed in detail.

Chapter 3 first introduces electromagnetic simulation in a general sense and describes

the method of moments in particular. In this work, the NEC-2 electromagnetic sim-

ulation is used. NEC-2 is a simulator that is based on MoM and is fully described in

this chapter. This introduction to NEC-2 provides information concerning geometry
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modeling, environmental modeling, and the modeling constraints. Due to the com-

plexity in both the antenna modeling and optimization, computational load can be

very large. Consequently, strategies for reducing this complexity through the use of

basis function expansions are described. In particular, the use of radial basis function

expansions. MATNEC, an in-house tool which couples NEC simulation and evolution-

ary optimization, is introduced in this chapter as it plays a big role in the investigations

of this thesis.

In Chapter 4, we investigate the impact of distributed inductance along a straight wire

antenna, in particular, the impact of lumped inductors. The application of matching

networks is also discussed in this chapter.

In Chapter 5, we extend to work on lumped inductance to consideration of continu-

ously distributed inductance in terms of zig-zag windings. Zig-zag antennas are op-

timized with respect to its linear sections. By continuously varying the length of each

section, improved performance with wider operation bandwidth and higher efficiency

can be achieved compared with uniform zig-zag. Experimental validation of band-

width measurement is also described in this chapter.

Chapter 6 provides the extension of distributed inductance by considering antenna

composed of helical windings. Variations of both radius and pitch are introduced to

the helix to pursue performance improvement. It is shown that either radius or pitch

variation can be used to vary the distribution of inductance on the helical antennas,

and consequently optimize their performance. The results shown considerable gain in

performance for the optimized antennas.

Chapter 7 considers optimization of antennas under non-ideal circumstances. Various

types of real ground conditions are investigated, and the impact of near-by objects

are also considered. In particular, the application of an antenna that is mounted in a

hand-held device is considered. Finally, the effect of optimized antennas in an array

environment is considered.

Chapter 8 draws together the conclusion from the work described in this thesis and

provides recommendations for future work.
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Chapter 2

Evolutionary Algorithms for
Multi-Objectives

Optimization

T
HIS chapter reviews the concept of multi-objective optimization,

and provides the fundamental theory of two evolutionary algo-

rithms, namely genetic algorithm and particle swarm optimiza-

tion algorithm. Typical implementations and applications of those two al-

gorithms are introduced. A critical issue in optimization, the influence of

the fitness function, is also addressed in this chapter.
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2.1 Introduction

For most real-world problems, objectives that are competing or even conflicting often

can co-exist simultaneously. An optimal solution to such problems requires trade-offs

between these objectives. The term multi-objective optimization describes the process

of finding a satisfactory solution to problems with multiple objectives that need to be

fulfilled simultaneously [12]. In contrast to single-objective optimization where the

optimal solution is usually clearly defined, multi-objective optimization may have a

so-called Pareto-optimal solution [12]. These solutions are regarded as optimal in the

broad sense that no other solutions in the search space are superior to them when

all objectives are considered under certain pre-defined criteria [13]. Alternatively, a

Pareto-optimal outcome is one such that an improvement for a particular aspect can

only be achieved at the cost of degradation of another condition.

Evolutionary algorithms are well developed and frequently used to solve multi-objective

optimization problems. The genetic algorithm is the most popular population-based

evolutionary optimization technique. It is based on the survival-of-the-fittest natural

principle, where the population pool consists a number of individuals, each represent-

ing a possible solution. This technique will be explicitly articulated in the next section

of this chapter.

Another evolutionary algorithm frequently used in multi-objective optimization is par-

ticle swarm optimization. It is an optimization method that was inspired by a simpli-

fied social model. It has roots in two main methodologies: the artificial life and evo-

lutionary computation. The essence of this algorithm is social sharing of information,

which provides an evolutionary advantage to a species in the search for food sources.

The fundamentals of particle swarm theory will be fully described in this chapter as

well.

The beauty of evolutionary algorithms in solving multi-objectives optimization is their

ability to locate the global optimum region and avoid the local optimums. Conven-

tional search using gradient methods sweeps the solution linearly from point to point.

They stop the search once the gradient changes from positive to negative and regard

the corresponding location as the maximum; likewise, a minimum is detected when
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the sign of the gradient changes from negative to positive. This, however, makes the

starting search point critical in applying this type of methods. Therefore, gradient

methods can be easily trapped in local optimum regions, and consequently are prone

to failing in finding the global optimum. In contrast, Both GA and PSO probe the

whole solution space while iterating through the searching process and therefore can

effectively overcome trapping in a local optimum, and thus are more likely to find the

global optimum.

2.2 Genetic Algorithm

The well-recognized theory of evolution proposed by Charles Robert Darwin describes

biological systems as the product of the ongoing process of natural selection. The GA

is a robust, stochastic search method, which is patterned after the natural processes of

genetic recombination and evolution [15,16,19,20]. This technique involves mating and

mutation, which has been translated to represent the structure of computer programs

as introduced in [21]; the term GA was consequently first proposed in [16].

2.2.1 GA Theory

”A genetic algorithm is a form of evolution that occurs on a computer [22]”. The name

genetic algorithm itself literally tells the story: the first word originates in biological

science while the second word is borrowed from computer science. In the evolutionary

world, there are two primary processes that allow organisms to evolve, namely natural

selection and sexual reproduction [21]. Explicitly, natural selection decides which in-

dividuals of a population will survive for reproduction, while the sexual reproduction

process provides mixing and recombination among the genes to create offspring. In

GA, selection and reproduction are carried out through operations on strings of binary

digits. These strings are stored in a computer memory and evolve over time, while

their functionality is calculated and processed iteratively according to predefined cri-

teria. This type of iterative algorithms mimics the process through which natural pop-

ulations of individuals evolve [22].
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2.2 Genetic Algorithm

Before formally introducing the algorithm, a list of some commonly-used genetic algo-

rithm terms are provided in Table 2.1, and related to their natural (biological) counter-

parts. Fundamentally, the algorithms encode each parameter into binary genes, and a

set of genes in a chromosome. Chromosomes from a population and natural selection

undergo mating and mutation which produces a new generation and introduces new

chromosome into the population, respectively. After been evaluated by fitness func-

tion, only the population members with the strongest genes survive and are able to

reproduce and create the next generation. After an iteration for many generations, best

chromosomes will converge towards a near-optimal solution.

Table 2.1. Terminology in Genetic Algorithm.

Population Set of trials solution

Parent Member of current generation

Child Member of next generation

Gene Binary encoding of a parameter

Generation Successively created populations

Chromosome Coded form of a trial solution vector (string) of genes

Fitness Value assigned to an individual representing the goodness

2.2.2 GA Procedures

The GA is an exploratory procedure. Therefore, it is often able to locate near optimal

solutions to complex problems with nonlinear solution space, which might include

local minima and maxima. It involves several operations which are performed itera-

tively in a sequential and logic order. A flow chart of the GA is provided in Figure 2.1.

I. Representation. This is the very first step in GA where a computer compatible repre-

sentation or encoding of the parameter space is created in the form of genes and chro-

mosomes [16]. Chromosomes are commonly binary strings in which different parts

represent different encoded parameters of a solution, where each parameter in the

string is called a gene. Based on this representation, an initial population is created,
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Figure 2.1. Flow chart of genetic algorithm.

composed of randomly selected parameters in the solution region. The numerical res-

olution of the parameter, and the associated accuracy are determined by the number

of bits in the string assigned to a given parameter. The longer the number of bits al-

located, the more accurately the parameter can be resolved in the solution, however

inevitably at the cost of computation complexity.

II. Evaluation. Evaluation is applied to test the fitness of each chromosome of the

population in every generation. This step is accomplished by substituting each chro-

mosome into a pre-defined fitness function (or merit function). The output value from

the fitness function is called the fitness of the corresponding chromosome, and is a

measure of goodness towards the solution. Chromosomes are then ranked from the
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best-performance to the worst-performance based on this fitness function to provide

information for the application of the survival-of-the-fittest strategy. In other words,

the evaluation process assesses the chromosomes and interprets how well they can

solve the problem. Fitness functions are problem specific, and vary with constraints

and limits of the problems.

III. Selection. This phase produces a ”surviving” generation as parents for the next

stage, based upon the evaluation of the current generation, and starts by discarding

unacceptable chromosomes. It is an essential step in GA as it connects the fitness func-

tion to optimization process. Primarily, selection must be based on the fitness of in-

dividual chromosome since it measures the goodness of an individual chromosome.

However, the selection by the best-performing individual does not guarantee an opti-

mal solution because the selected best individual may not be close to the global optimal

solution region. Therefore, some less-fit individuals can remain to preserve diversity

and to prevent the occurrence of premature convergence of the population to a local

optimum. There are two most popular methods in the selection stage that can be used

to determine the parents from the current chromosomes, namely ratioing and ranking

respectively [16].

IV. Recombination/Crossover. In the previous selection stage, a new population has

been selected from the members that solve the problem best. In the recombination

stage, new chromosomes will be produced from the combination of existing chromo-

somes. The newly generated offspring do not overlap with the previous population to

maintain many features obtained already [16]. The most common method for recom-

bination is crossover, which is described in the following. The crossover operation is

carried out in a logic order: two individual chromosomes are either randomly or de-

terministically selected from the population. The reproduction is governed by a spec-

ified crossover probability, where subsections of the two chromosomes are swapped

at a randomly or deterministically chosen crossover point. Crossover is the essence of

genetic recombination in genetic algorithm, and the choice of the control parameters

should be taken with extra care in the programming work. In general, an elitist strat-

egy is applied to keep some of the best individuals in the population, so that crossover

operation does not loose the possible best solutions.
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V. Mutation. Mutation is a common last step in GA procedures which aims at increas-

ing the exploration component of the algorithm. It adds randomness in the population

and widens the search, considering the possibility that the initial randomly generated

population may not necessarily contain all the information to solve the problem. Mu-

tation introduces new chromosomes into a generation, which is mostly fulfilled by

randomly changing a number of bits in certain chromosomes in the population at a

specified mutation probability.

2.2.3 GA Criteria and Considerations

Since the origins of the algorithm, a large experience have been gained, and lessons

learnt by researchers to improve its efficiency [15, 20, 23, 24]. It is realized in GA pro-

gramming that many variables can be manipulated to control the trade-offs, algorithm

performance, and parameters flexibility. Extra care and considerations should be taken

in selecting those control variables.

• Number of chromosomes

A greater number of chromosomes in the initial random population will pro-

vide a better solution space coverage by including more potential good solutions

and diversity in the population. However, this will also slow down the speed

of convergence due to the heavier computation load. The number of chromo-

somes define the trade-off between the convergence speed and the accuracy of

solutions.

• Number of bits in the genes

More bits assigned to represent a parameter will definitely improve the param-

eter resolution and thus the accuracy of the solution, but also slow down the

convergence. The number of bits for a parameter is problem-specific, and should

vary with respect to the requirements. Trade-offs again lie between the conver-

gence speed and the accuracy of solutions.

• Selection strategy

There are two most popular methods that can be used to determine the parents
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from the current chromosomes. In ratioing, each individual reproduces in pro-

portion to its fitness. For instance, an individual whose fitness is ten times better

than another will produce ten times the number of offspring. An alternative is

ranking where the number of offspring each chromosome will generate is de-

termined by how it ranks in the population. For example, the top 50% of the

population might generate one offspring each, the bottom 50% of the population

generate no offspring.

• Mutation rate

Mutation process introduces new chromosomes or characteristics into the gen-

eration which can yield useful information, thus effectively avoiding premature

convergence. Mutation is normally applied with a probability, or rate. Increasing

the number of mutations will consequently increase the capacity of the algorithm

to search outside the current region of parameter space [16], however at the cost

of slowing down the convergence speed. It has been found out that mutation

with low rate, usually an order of 0.01 - 0.1, is most appropriate.

• Elitist strategy

Due to the probabilistic nature of GA selection, crossover and mutation, it is pos-

sible for a next generation to have a best new individual with a lower fitness than

preceding generation. This would slow the convergence towards the solution, as

a monotonous improvement would not be guaranteed. Elitist strategy is a tech-

nique that consists in keeping the best individual from the last generation. Elitist

strategy is applied by inserting the best individual from the preceding genera-

tion into the new generation, if a decrease in the fitness of the best individual is

detected. This will insure that there is a monotonic increase in the best fitness in

the population.

Page 20



Chapter 2 Evolutionary Algorithms for Multi-Objectives Optimization

2.2.4 GA Advantages and Applications in Electromagnetism

The GA is particularly effective when the goal is to find the approximate global max-

ima in a high-dimension, multi-parameter function domain in a near-optimal man-

ner [20]. There are several characteristics making the GA more attractive and advanced

than other methods.

First, GA does not require knowledge of derivatives unlike calculus-based methods,

e.g. gradient descent method. It is clear that, this class of methods can easily be trapped

at a local maximum or minimum depending on the starting point of the search [16]. In

addition, traditional gradient method can only work on continuous parameters spaces,

and are limited to optimizing a few parameters [24]. In comparison, GA operates irre-

spective of the gradients, and the search extends onto the whole solution space. Con-

sequently, it is far less probable for GA to fall into the trap of local minima or maxima

in contrast to gradient search algorithms.

Another advantage of genetic algorithm is that they manipulate representations of po-

tential solutions, rather than the solutions themselves [16]. The codings of the function

parameters (chromosomes) are operated in the algorithm instead of the parameters

themselves. Therefore, GA does not require a complete understanding or model of the

problem, and the only requirement is the availability of a fitness function to evaluate

the fitness of potential solutions to the problem.

GA has been used extensively due to its capability of handling common characteris-

tics of electromagnetic problems, where traditional optimization methods are reaching

their limits. It has been increasingly and successfully applied to a variety electromag-

netic problems, including the optimization of microstrip antennas to pursue the lowest

relative side-lobe level [24, 25] ; thinned and non-uniform array antennas to minimize

the level of side-lobes [26–29]; light-weight, broadband, multi-layer microwave ab-

sorbers backed by a perfect conductor [30]; broadband patch antennas operating with

a largely wider frequency range [31]; wire antennas in the forms of Yagi, log-periodic,

helix, and spiral antennas under geometrical constraints while covering the goals of

antenna efficiency, bandwidth, VSWR, gain, and matching networks [32–39].
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2.3 Particle Swarm Optimization

PSO is an optimization method which was inspired by simulation of a simplified so-

cial model [40]. It has roots in two main methodologies: 1) the artificial life, e.g. bird

flocking, fish schooling, swarm theory; and 2) evolutionary computation that converts

evolutionary algorithm (artificial life) to computational program [40]. Explicitly, the

PSO algorithm considers that individual members of the group can profit from the dis-

coveries and previous experience of all other members of the group [41]. This indicates

that social sharing of information does provide an evolutionary advantage. Impor-

tantly, this hypothesis builds the fundamental idea leading to the development of the

PSO. It has also been demonstrated that PSO can outperform some other optimization

methods in some certain instances. This algorithm can be well understood through

an analogy which is articulated in this section. It includes the explanation of the PSO

terminology, the description of the optimization procedures, as well as considerations

on parameter selection.

2.3.1 PSO Theory

PSO is constructed as an algorithm that models the exploration of a problem space by

population of individuals, where the success from individuals can effectively influence

the search of the peers [17]. ”This algorithm is related to cognition and the represen-

tation of schematic knowledge in neural networks, which makes PSO optimize the

weights of the network by simulating the sharing of representations among social col-

laborators [17]”. The features originating from the fundamentals of particle swarm

intelligence makes PSO effective in optimizing difficult multi-dimensional, nonlinear

and even discontinuous problems in various fields of science and engineering [42].

Similarly to other evolutionary optimization algorithms, particle swarm optimization

has some key specific terminology. TABLE 2.2 illustrates and explains the descriptions

of some key terms:

• Particle / Agent

Each individual in the swarm is called a particle, or sometimes referred to as
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Table 2.2. Terminology in Particle Swarm Optimization.

Particle One single individual in the swarm

Agent An agent’s coordinates which represents a solution to the problem

Swarm The entire collection of agents

pbest The location of the best fitness returned for a specific agent

gbest The location of the best fitness returned for the entire swarm

vmax The maximum allowed velocity in a given direction

an agent. It is a potential solution assigned with a randomized velocity in the

solution space [43], which will change in the iterative search towards the solution.

In the PSO, each particle or agent will act individually under the same operating

principle [42]. They will accelerate towards their best individual solution and the

best entire swarm’s solution, while constantly checking the fitness of their current

location.

• Position

The position of an agent is represented by the coordinates in solution space of

the problem, i.e. in the set of parameter coordinates that describe the solution

to the problem [42]. It is an essential and critical representation that reduces the

optimization problem to a finite set of parameter values in the solution space.

• Fitness

Much like the fitness in genetic algorithm, it is a function that evaluates the good-

ness of a position. It takes the coordinates of the position in the solution space

and returns a single real value describing the quality of a solution. It is worth

pointing out that this fitness function is the only link between the physical prob-

lem and the optimization algorithms [17] [42].

• Best individual position pbest

pbest is the position vector obtained from the fitness function that each particle

has achieved individually so far [43]. pbest is allocated with an initial randomized

value, and is replaced by the current location if it achieves a higher fitness.
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• Best overall position gbest

In contrast to pbest, gbest records the vector position with the highest fitness dis-

covered in the entire swarm [43]. Likewise, it will change if any other individuals

achieve a better fitness.

• Maximum velocity vmax

This parameter defines the maximum velocity allowed for the particle to move

in a given direction at each step of the iteration [43].

2.3.2 PSO Procedures

To fully employ particle swarm optimization algorithm in engineering problems, a

series of steps need to be implemented as described in the following. A flow chart

depicting the PSO algorithm is drawn and provided in Figure 2.2. It can be observed

that particle swarm optimization iterates following the algorithm logic.

I. Define the solution space. As in all optimization problems, the very first step to

implement the PSO is selecting the relevant parameters that need to be optimized,

and defining a reasonable range for the likely position of the optimal solution [42]. A

maximum and minimum boundary value for each dimension in the N-dimensional

space has to be specified.

II. Define a fitness function. This step generates the link between the physical problem

and the optimization algorithm. It is crucial to define an appropriate fitness function

which can accurately represent the goodness of a solution is defined.

III. Initialize random swarm locations and velocities. Each particle has to be assigned

with a start location in the parameter space and with an initial velocity before com-

mencing the search for the optimal solution. The velocity is a vector with both magni-

tude and direction. The initial randomized position will be the pbest for each particle,

and the gbest is selected as the best solution from those initial positions [42].

IV. Fly the particles through the solution space. The fundamental of PSO is that each

particle moves through the solution space towards the optimal. This will apply to all

particles in the swarm moving one by one by a small amount to explore the solution
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Figure 2.2. Flow chart of particle swarm optimization.

space. Such operation will be carried out in the following steps on each agent individ-

ually:

a. Evaluate the considered particle’s fitness and compare to pbest, gbest.

The fitness function defined based on the coordinates of the particle in parameter space

allows to evaluate the goodness of the particle. If the fitness value is higher than the

respective pbest or gbest, the appropriate locations are replaced with this particular par-

ticle’s current location [42].

b. Update the particle’s velocity.

The manipulation of the particle velocity is the core operation of the whole optimiza-

tion [42]. The change of the velocity is determined by the relative locations of pbest and
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gbest, and the acceleration is provided in the formula

vn = ω · vn + c1 · rand(1)(pbest − xn) + c2 · rand(1)(gbest − xn) (2.1)

In this formula, vn is the velocity of the nth particle and xn is its coordinate. ω is the in-

ertial weight between 0 and 1, which determines how much the particle remains along

its original course. c1 and c2 are the scaling factors that determine the relative ’pull’ of

pbest and gbest. c1 determines how much the particle is influenced by its own best lo-

cation, while c2 determines how much the particle is influenced by the entire swarm’s

knowledge of the presently best location. rand(1) is a random number between 0 and 1,

this random element rand(1) in the formula introduces slight unpredictable component

simulating the natural swarm behavior [42].

c. Move the particle.

The particle will move to the next location once the velocity is determined, and the

velocity is applied for a given period of time ∆t. The new coordinate will be

xn = xn + ∆t · vn (2.2)

V. Repeat. The process of step IV repeats until the pre-defined criteria for a valid

solution are satisfied. There are several methods to determine the termination criteria;

one of the most-used is a fixed number of iterations [42]. Simply, the optimization will

repeat step IV and V for a certain number of times until termination. What can also be

used is to set a pre-defined termination fitness, explicitly, the process will cease one the

overall performance has met the requirement.

2.3.3 PSO Parameters

In the PSO implementation, there are several parameters critical to control the search of

the swarm, e.g. the maximum allowed velocity vmax, the inertial weight ω, the scaling

factors c1 and c2, the time interval ∆t, the population size, and the maximum number

of iteration. These control parameters values are very important to achieve an efficient

algorithm, and are the key factors for achieving a balance between exploration and

exploitation. Comparatively, exploration is the search at a large scale in order to find
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the optimal region, while exploitation is the probe into the optimal region for more

accurate solutions. Exploration is typically preferred at the initial stages of the search

but is required to gradually give way to exploitation of promising solutions as the

search progresses.

• Maximum allowed velocity vmax

vmax is the maximum velocity allowed for the particle to move in a given direction

after every search. This value controls how fast a particle approaches a location

of better fitness. For an efficient search, this velocity should not be either too

large or too small. If vmax is too large, it will on one hand drive the particle

closer to a better location faster, but on the other hand, also possibly make the

particle overflow and miss the optimal position. If the vmax is too small, it will

significantly slow down the movement of particle towards the optimum, and

thus slow the convergence of the algorithm. It is found in [44] that vmax is best

set around 10% - 20% of dynamic range of each dimension.

• Inertial weight ω

The inertial weight ω determines how much the particle remains along its origi-

nal course, and was developed to better control exploration and exploitation [44].

Greater inertial weight will encourage global exploration as a result of the par-

ticle being less moved by the pull of pbest and gbest, and instead preferring to fly

more consistently in their original direction [42]. In the contrast, a smaller iner-

tial weight encourages local exploitation as particles are rapidly pulled towards

pbest and gbest [42]. It is suggested in [45] that varying the inertial weight linearly

from 0.9 to 0.4 throughout the course of an optimization run can effectively en-

hance the algorithm performance, by progressively changing the strategy from

exploration to exploitation.

• Scaling factors c1 and c2 / Constriction factor K

The scaling factors c1 and c2 represent the weighting of the stochastic acceleration

terms, which pull the particle towards the pbest and gbest positions [44]. Changes

of these two constants will consequently alter the dynamics in the system. Ex-

plicitly, an increase of c1 encourages exploration of the solution space as each
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particle moves towards its own pbest, and an increase of c2 encourages exploita-

tion of the global maximum [42]. The suggestion provided in [44] states the best

choice for scaling factors c1 and c2 of 2.0 for each, while this figure is 1.494 in [43].

A constriction factor K proposed in [46] reconstructs the velocity equation.

vn = K · [vn + c1 · rand(1)(pbest − xn) + c2 · rand(1)(gbest − xn)] (2.3)

where K is the constriction factor determined by c1 and c2 according to

c = c1 + c2; c > 4 (2.4)

K =
2∣∣∣2 − c −
√

c2 − 4c
∣∣∣ (2.5)

The factor K is used in PSO implementation to further constraint the velocity

update in the iteration, and insure the convergence of the particle swarm algo-

rithm [44].

• Time interval ∆t and number of iterations

The time interval ∆t defines the period allocated for each particle to move in

Equation 2.2. In the literature, it is suggested to omit this value by setting it to

1.0. Regarding the total time of the procedure, a reasonable number of iterations

in PSO is critical. On one hand, if this number is too big, PSO may stagnate until

the inertial weight is reduced and exploitation can begin. On the other hand,

an insufficient number of iteration leads to an early exploitation of local maxima

before the swarm has adequately explored the entire solution space in search of

the global maximum [42].

• Population size

The population size is another essential parameter that need to be carefully se-

lected. A large population size can undoubtedly provide a thorough exploration

of the solution space, but will also significantly burden the fitness evaluation and

increase the computation load. It has been found that a relatively small popula-

tion can sufficiently explore a solution space and avoid an excessive number of

fitness evaluations [42]. Generally, a population size around 20 to 30 is suggested

in the literature.
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2.3.4 Advantages of PSO and Applications in Electromagnetism

In general, PSO as one of the stochastic global optimizers, is widely recognized as a

good candidate to address problems with significant nonlinearity and multi-objectives

[47]. One of the major advantages of PSO is the algorithmic simplicity [42]. There

is in principle only one operator in PSO, namely the velocity calculation. In compar-

ison, the GA iteration requires several operators, including selection, crossover, and

mutation, each associated with several operations and multiple control parameters. A

smaller number of operators is beneficial as this leads to a reduction in computation

and elimination of necessity to select the best operator for a given optimization [42].

For instance, altering the parameters c1 and c2 in PSO is straightforward compared to

manipulating multiple operators in GA to increase the efficiency of the optimization

procedure.

Another advantage that makes PSO perform efficiently is the ability in controlling the

convergence [42]. The control of convergence can be achieved conveniently and adap-

tively through the manipulation of inertial weight in PSO. The parameter of inertial

weight gives the user an opportunity to adjust the convergence rate as well as the stag-

nation level eventually achieved [42]. In PSO, a great value of inertial weight causes

the particles to fly back and forth over the global optimal while still seeking for new

locations of greater fitness.

The respective advantages of PSO and GA are based on different conceptions and com-

pletely different paradigms. It is however possible to integrate those two techniques

to invent a better-performing optimization method, combining the advantages of both

algorithms Several attempts have been carried out to hybridize the two optimizations,

e.g. in [42, 48].

PSO has been applied to a great number of electromagnetic problems based on its great

advantages of simplicity and convenient convergence control, including an multi-band

and wideband patch antennas required to cover frequency bands for cellular commu-

nication [49, 50]; artificial complex ground planes for low gain wire antennas [51], pe-

riodically loaded dielectric slabs to achieve low profile [52]; and reconfigurable phase-

differentiated arrays to obtain lowest peak side-lobe level [53].
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2.4 Fitness Function

The fitness function, sometimes referred to as merit function, is the key element in the

evolutionary optimization. It evaluates the quality of a possible solution based on the

objective function value and constraint violations. The fitness function can be com-

posed of many aspects, and each aspect needs an associated weighting factor. There-

fore, the selection of suitable fitness function with appropriate weighting factors is a

critical aspect of the optimization procedure.

Due to the importance of the fitness function in the process of optimization, it is there-

fore essential to have a better and deeper understanding of how each meriting or pun-

ishing item, as well as its weighting factors, affect the overall performance evaluation.

One sample fitness function with two meriting items is used as the investigation body

to probe this effect. It is well known that there exists a trade-off between efficiency

and bandwidth in the design process of small antennas. Efficiency and bandwidth are

taken as the two meriting items, which presumably are both required to be as high as

possible. These two items are associated with weighting factors w1 and w2 respectively,

with both weights considered to be positive.

Fitness = w1 × E f f iciency(%) + w2 × Bandwidth(MHz) (2.6)

If the term w is used to represented the ratio of w1 / w2, fitness contour plots can be

represented to indicate the trade-offs arising when varying w, as shown in Table 2.3

and Figure 2.3.

Table 2.3. Fitness Contour at Different Weighting Ratios.

w1 1 1 1 1

w2 50 100 150 200

w 0.02 0.01 0.0067 0.005

It can be observed from the plots where the same fitness is found along the color lines

in each subplot, that solutions exist with same fitness but different efficiency and band-

width. Therefore, the optimization can be improved by modifying one of the weighting

factors when the other item has reached a specified objective. In this investigation, this
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Figure 2.3. Fitness Contour at Different w.

strategy is employed in the optimization in the form that when the efficiency reaches a

pre-defined value, its associated weighting will be reduced. By this artifice, bandwidth

will have more priority in the following optimization iterations, while the efficiency

maintains at stable level.

2.5 Conclusions

In this chapter, two types of evolutionary algorithms, genetic algorithm and particle

swarm optimization, have been described for the solution of multi-objective optimiza-

tion problems. After a brief historical description, the procedures of the two algorithms

have been explicitly articulated. Parametric considerations have been also addressed

in order to provide an effective application of the optimization algorithms. The critical

element in the optimization, the fitness function, has also been probed to illustrate its

importance and trade-offs between the objectives. Nevertheless, how multi-objective

optimization is applied in the antenna design and simulation process remains to be

clarified. The next chapter will continue the investigation by introducing the NEC
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simulator which uses the method of moments to solve the electromagnetic problem.

By integrating multi-objective optimization and NEC, electromagnetic simulation and

evolutionary optimization can be effectively applied to antenna optimization. This

was resulted in an automated tool (named MATNEC) which is introduced in the next

chapter.
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Chapter 3

EM Simulation in NEC and
Reduction Strategy for

Optimization

T
HIS chapter first provides a brief introduction and the history

of the Numerical Electromagnetic Code (NEC). It presents both

electric-field integral equation (EFIE) and magnetic-field integral

equation (MFIE) that are used in NEC to model the electromagnetic re-

sponse of a general structure. The method of moments (MoM), which is

used in NEC to solve integral equations numerically, is described in this

chapter. A version of NEC-2 is applied here to model the structures as

well as to provide numerical solutions. The modeling process for phys-

ical structure, simulation environments, and constraints are presented in

this chapter. In order to reduce the size of the parameter space for op-

timization, radial basis function (RBF) expansions are applied. The RBF

approach can introduce sufficient variation through only a few expansion

coefficients. The problem of optimizing antenna structure reduces to opti-

mizing relatively few RBF expansion coefficients. An automated tool that

combines electromagnetic simulation and evolutionary optimization, called

MATNEC, is developed and employed throughout the whole investigation.
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3.1 NEC Introduction

The Numerical Electromagnetic Code, commonly known as NEC, is a user-oriented

computer code for the analysis of the electromagnetic behavior of antennas and other

metal structures [54]. It is based on the integral equations for electromagnetism, explic-

itly EFIE and MFIE, where currents are excited on the structure by sources or incident

fields. The method provides highly accurate solutions in terms of the current distri-

bution on structures. The method of moments is applied in NEC to solve the integral

equations. It is assumed that the structures are made up of wires and the method

simply divides these wires into small straight segments and creates a current function

along each segment. In NEC, antenna modeling can be composed of two major parts,

structure modeling and environment modeling. Basically, the structure modeling part

builds the antenna or any structures by wire segments, and the environment modeling

defines the simulation settings, including ground conditions, the number of frequency

points for sweeping, radiation pattern requirement, etc.

3.1.1 NEC History

The numerical electromagnetic code is well known, and continues to be developed

and used widely for the antenna modeling. A brief history of NEC based on [55] is

as follows. The interest in the numerical simulation of electromagnetic fields radiated

from antennas started in the mid 1960s from the development of suitable integral equa-

tions. These equations then became the basis of several computer algorithms that were

further developed by U.S. government research laboratories for the next decade. In

early 1970s, due to the interest of antenna modeling and electromagnetic scattering, a

program called antenna modeling program (AMP) was proposed and developed by

several U.S. military laboratories. This had a more user-friendly interface than previ-

ous versions. It added the capacity of modeling a structure over a ground plane and

the option to use file storage to increase the maximum structure size. However, AMP

simulations required a long computation time, and thus had to be modified using ap-

proximations when the observation and source points exceeded specified limits. The
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so-called AMP-2 used thin-wire approximations at large interaction distances in or-

der to reduce running time. In 1977, the code NEC-1 was developed from AMP and

AMP-2 by improving the current basis functions and using extended thin wire ker-

nels. A voltage source option was also added for increased accuracy and efficiency. In

1980, the new version of NEC-2 [54] was released in response to the requirement for

modeling antennas on realistic ground and large bodies, such as ships. NEC-2 used

Sommerfeld integrals for the interactions of the field with a realistic ground, and inter-

polation techniques to provide accurate and faster solution for wire antennas. NEC-2,

however, could not be used for modeling wires buried or penetrating a ground plane.

More versions of NEC, such as NEC-3 and NEC-4, had been developed and released

to accommodate the need of antenna modeling for more complicated circumstances.

Those versions, however, have been restricted in use due to national security sensitiv-

ity. NEC-2 is the version used in this thesis.

3.1.2 Integral Equations & Numerical Solutions in NEC

The NEC-2 program uses both EFIE and MFIE to model the electromagnetic response

of general structures. The EFIE is well suited to thin-wire structures of small volume,

and MFIE is more efficient for voluminous structures, particularly ones with large

smooth surfaces. The EFIE can also be used to model surfaces and is preferred for

thin structure with little separation between front and back surfaces. When a structure

contains both wires and surfaces, EFIE and MFIE are coupled.

1. Electric field integral equations. The form of the EFIE used in NEC-2 follows

from an integral representation of the electric field of a volume current distribu-

tion J⃗:

E⃗(⃗r) =
−jη
4πk

∫
V

J⃗(r⃗′) · Ḡ(⃗r − r⃗′))dV′ (3.1)

where

Ḡ(⃗r − r⃗′) = (k2 Ī +▽▽)g(⃗r − r⃗′) (3.2)
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g(⃗r − r⃗′) =
e−jk|⃗r−r⃗′|∣∣∣⃗r − r⃗′

∣∣∣ (3.3)

k = ω
√

µ0ε0 (3.4)

η =

√
µ0

ε0
(3.5)

E⃗(⃗r) is the radiated electric field, Ī is the current on the wire, r⃗ is the vector to a

point on the wire, r⃗′ is the vector to the observation point, µ0 is the permeability

of free space, and ε0 is the permittivity of free space.

For thin-wire approximations, several assumptions are applied in order to sim-

plify the Equation 3.1 [54]:

a. Transverse currents can be neglected relative to axial currents on the wire.

b. The circumferential variation in the axial current can be neglected.

c. The current can be represented by a filament on the wire axis.

d. The boundary condition on the dielectric field need only be enforced in the

axial direction.

Therefore, the integral equation can be reduced when the surface S is that of a

cylindrical thin wire to the form:

I(s)ŝ = 2πa⃗ Js(r⃗′) (3.6)

where s is the distance parameter along the wire axis at r⃗′, and ŝ is the unit vector

tangent to the wire axis at r⃗′.

The integral equation can now be expressed as:

−ŝ · E⃗(⃗r) =
−jη
4πk

∫
L

I(s′)
(

k2ŝ · ŝ′ − ∂2

∂s∂s′

)
g(⃗r − r⃗′)ds′ (3.7)

Equation 3.7 is well suited for structures with dimensions up to several wave-

lengths. In order to solve the integral equation numerically, a matrix equation

approximation is used.
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2. Magnetic field integral equations. The magnetic field integral equation is de-

rived from the integral representation for the magnetic field of a surface current

distribution J⃗S:

H⃗S (⃗r) =
1

4π

∫
S

J⃗S(r⃗′)×▽′g(⃗r − r⃗′)dA′ (3.8)

where the differentiation is with respect to the integration variable r⃗′. MFIE are

the equations use for modelings in terms of surface patches.

In order to solve the integral equations numerically, the method of moments is

used (as introduced in [18]). In the case of wire structures, the method basically

divides wires into smaller straight segments, and creates a current function along

the segments. This approach parameterizes the current by a series of samples

along each wire . NEC-2 uses a three term function as the basis function which is

composed of a constant term, a sine term, and a cosine term. This basis function

can be written as:

Ij(s) = Aj + Bjsin(k(s − sj)) + Cjcos(k(s − sj)) (3.9)

∣∣s − sj
∣∣ < ∆j/2 (3.10)

where s is the distance along a wire, sj is the value of s at the center of segment j,

∆j is the length of segment j, and k = ω
√

µ0ε0 of the three constants Aj, Bj and Cj,

two are eliminated by local conditions on the current, and the other one is related

to the current amplitude that is to be determined by the matrix equation.

3.2 NEC Modeling and Complexity

In NEC-2, the modeling of antennas is constructed in two parts, namely structure mod-

eling and environment modeling. The former part can be considered as the program

input that defines the geometry of the structure to be modeled, while the latter one

describes the excitation and the properties of the ground underneath the structure.

The basic modeling in NEC-2 uses short straight segments for wires, and flat patches

for surfaces [54]. In particular, wire modeling is employed due to the primary focus on
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wire antennas in this thesis. The structure to be analyzed is described in terms of wire

segments, each of which is simply defined by the coordinates of its two end points and

its radius. Modeling a wire structure with segments involves both geometrical and

electrical factors. In terms of geometry, the segments should follow the shape of the

structure as closely as possible, i.e. the best piece-wise linear approximation. Generally,

each segment should be less than one-tenth (10−1) of a wavelength in length; however,

a much smaller length is needed to handle some critical regions in order to obtain

accurate results. On the other extreme, the segment length should be no less than one-

thousandth (10−3) of a wavelength.

In addition, the wire radius (r) is also a major concern and is limited by the nature of

approximation in the kernel of the integral equations. In the approximations, only cur-

rents in the axial direction on segment are considered, and no variation is allowed for

the current around the wire circumference [54]. The acceptability of these approxima-

tions depends on both the value of r/λ and the tendency of the excitation to produce

circumferential current or current variation. Unless 2πr/λ is much less than 1, the

validity of these approximations can be compromised [56].

Another issue that needs to be taken care with is the angle of intersection of wire seg-

ments. An acute angle may be too small and place an interpolation point on one wire

segment within the volume of another wire segment. A minimum requirement is that

one must ensure the angle is large enough to prevent such overlaps.

In NEC-2, structure geometry is defined by using records, which contain the coordinate

information of different segments. Some commonly-used structure geometry input

records are listed in Table 3.1.

Three groups of data define a simulation. Group 1 contains the frequency, wire geom-

etry, ground conditions, wire material, and loading impedances. Group 2 specifies the

excitation details which can be voltage source, current sources, or plane waves. Group

3 defines the specific simulation requests, such as the nature of output (the radiation

pattern for example). Groups 1 and 2 are used in all cases, while group 3 suits spe-

cific requirements. Environment modeling is controlled by input records. Parameters
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Table 3.1. Structure Geometry Input Cards.

Cards Functions

GA Wire arc specification

GE End geometry input

GH Helix/Spiral Specification

GM Coordinate transformation

GR Generate cylindrical structure

GS Scale structure dimensions

GW Wire specification

SP Surface patch

that are not set in the input data are given default values by NEC-2, except for excita-

tion which must be specified. During the simulation, all parameters retain their values

until changed by subsequent data records. Thus, after parameters have been set and

currents or fields computed, selected parameters may be changed and the calculations

repeated. Consequently, when the antenna is modified and additional calculations

are requested, the order of the records may affect the solution time since the program

will repeat only that part of the solution affected by the changed parameters.Some

commonly-used structure geometry input cards are listed in Table 3.2.

In this thesis, the input records for the antenna models and environment are con-

structed and edited in MATLAB. Nevertheless, when the structures are defined in

terms of segments, these can require a huge number of variables when optimizing

structures. Such large numbers of variables will greatly increase the complexity for

the optimization. In order to lower the parametric complexity in the modeling and

optimization stages, several strategies will be employed. In particular, radial basis

functions expansions will be used.

3.3 Basis Functions

In order to represent structural variation with a limited number of parameters, ba-

sis function expansions can be used. In mathematics, a basis function is an element
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Table 3.2. Program Control Cards.

Cards Functions

Group 1 EK Extended thin-wire kernel

FR Frequency specification

GN Ground parameter specification

LD Structure impedance loading

Group 2 EX Structure excitation

Group 3 GD Additional ground parameter specifications

NE Near electric field request

NH Near magnetic field request

RP Radiation pattern request

EN End of data

of a particular set of functions that together describe the total variation required [57]

[58]. Theoretically, any function in a certain function space can be represented and

expressed in a form of a linear combination of such basis functions. Therefore, any

continuous function on a compact interval can be interpolated with arbitrary accuracy

by a suitable sum of such basis functions. There are several types of basis function

which have been widely used in the fields of science and engineering, and three pos-

sibilities are described below. They are employed to fit a sinusoidal curve as a demon-

stration of their use. A sinusoidal function with a unit magnitude and a period of 2π

( f (x) = sin(x)), is plotted in Figure 3.1.

• Polynomial basis function

In mathematics, a polynomial is a linear combination of positive powers of the

independent variable [57]. A polynomial in x can be written as:

f (x) = a0 + a1x + a2x2 + a3x3 + . . . + anxn (3.11)

For demonstration purposes, a polynomial basis function is applied to represent

the sinusoidal curve. To cover the extrema of the sinusoidal, at least six param-

eters are required in Equation 3.11 (the fitted curve is plotted in Figure 3.2). It is
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Figure 3.1. Illustrations of sinusoidal curve to be fit.

observed that when 5th order polynomial is applied, the sinusoidal curve can be

well represented. Unfortunately, polynomial approximation of the above form

can often exhibit strong oscillation above the functions they are meant to repre-

sent.

• Spline basis function

In mathematics, a spline is a function defined piecewise by a set of polynomials

[58]. For a function taking values within an interval [A, B], interval [A, B] be

covered by n ordered, disjoint subintervals [xi, xi+1], with A = x0 ≤ x1 ≤ . . . ≤

xn−1 ≤ xn = B, and i = 0, 1, . . . n − 1. On interval [xi, xi+1], the spline is defined

by polynomial Pi:

S0(x) = P0(x), x0 ≤ x < x1

S1(x) = P1(x), x1 ≤ x < x2

S2(x) = P2(x), x2 ≤ x < x3
...

Si(x) = Pi(x), xn−1 ≤ x < xn

(3.12)

where each polynomial Pi is a cubic equation:

Pi(x) = a0 + a1x + a2x2 + a3x3 (3.13)
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Figure 3.2. Illustrations of polynomial basis function to represent the sinusoidal curve.

Splines have given values at points x0 to xn, and are continuous in the second

derivative. A spline basis function can be used to represent the curve of Figure

3.1. In this case, a significantly greater number of parameters is required to fill

the Equation 3.12 (a total number of 24). The value of the parameters are shown

in Table 3.3 and the curve is plotted in Figure 3.3. It is observed that the spline

basis function can effectively represent a sinusoidal curve. However, the differ-

entiability requirements are difficult to implement and lead to some difficulties

in the optimization, as the optimal structure variation is never pre-defined prior

to the optimization process .

Table 3.3. Parameters of the spline basis function.

a0 a1 a2 a3 Interval

P1 -0.0314 -0.2961 1.1716 0 [0, π
3 ]

P2 -0.0314 -0.3949 0.4480 0.866 [ π
3 ,2π

3 ]

P3 0.1571 -0.4936 -0.4824 0.866 [2π
3 ,π]

P4 0.1571 0 -1 0 [π,4π
3 ]

P5 -0.0314 0.4936 -0.4824 -0.866 [4π
3 ,5π

3 ]

P6 -0.0314 0.3949 0.4480 -0.866 [5π
3 ,2π]
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Figure 3.3. Illustrations of Spline basis function to represent the curve.

• Radial basis function

In present work, radial basis functions have been found to be the most effective.

A radial basis function is a real-valued function whose value depends only on the

distance from the origin, that is f (x)=(∥x∥) [57], or on the distance from a certain

point c that is f (x, c)= f (∥x− ci∥). Linear combinations of RBFs are typically used

to build up approximations of the form:

y(x) =
N

∑
i=1

ωi · f (∥x − ci∥) (3.14)

where N is the number of RBFs, f is the radial functions, ci are the control points,

and ωi are scalar weighting parameters.

3.3.1 Gaussian and Multiquadric RFBs

In this thesis, two types of RBFs are employed to represent the variations on the an-

tenna structure, explicitly Gaussian radial basis function (G-RBF) and Multiquadric

radial basis function (MQ-RBF). Representations take the form:

fG−RBF =
N

∑
i=1

ωi · e−R(x−ci)
2

(3.15)

for G-RBFs where exponential function is used as the basis, N is the number of RBFs

in the combination, ωi are scalar weighting parameters, ci are the control points, and R
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describes the width of each RBF. Or, in the case of MQ-RBFs:

fMQ−RBF =
N

∑
i=1

ωi · (1 + ε2(x − ci)
2)β (3.16)

where N is the number of RBF in the combination, ωi are scalar weighting parameters,

ci are the control points, ε describes the width of each RBF, and β is typically taken a

value of −3
2 .

Figure 3.4 shows the RBF representation of the curve in Figure 3.1. It is noticed that a

set of six radial basis functions can also roughly represent the sinusoidal curve. More

importantly, each subset of the RBFs can be manipulated to be either independent or

reliant on its neighbors, which makes RBF easier for implementation.
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−1

−0.5
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Radial basis function

 

 

Sine
Radial Basis Function

Figure 3.4. Illustrations of radial basis function to represent the curve.

3.3.2 RBF Implementation and Advantages

In this thesis, RBFs are employed and implemented to represent the variations in struc-

ture of various types of wire antennas, e.g. zigzag antennas, and helical antennas. Con-

ventionally, variations are represented exhaustively from segment to segment, which
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leads to a significantly large number of variables and dramatically increases the com-

putation load and optimization complexity in the design process. Therefore, the pur-

pose of using RBFs is to achieve sufficient shape variations by using a minimum num-

ber of optimization variables, and consequently reduce the simulation load and opti-

mization complexity. The implementation of RBFs for different types of wire antennas

will be explicitly described in our case studies. Also, comparisons between Gaussian

RBF and Multiquadric RBF with respect to convergence will be provided under a spe-

cific circumstance in Chapter 4.

3.4 MATNEC

In this thesis, electromagnetic simulation with NEC-2 provides fast estimations of an-

tenna performance for given wire antenna geometries, and the evolutionary optimiza-

tion guides the available geometric freedom to its optimal value. This combination is

built into an in-house automated tool, called MATNEC, that uses MATLAB as the main

control. A flow chart of MATNEC is shown in Figure 3.5.

For an initial antenna structure, MATNEC simulates the antenna and evaluates its fit-

ness. If the antenna satisfies a fitness criterion, the design is applied, otherwise it is

further optimized using GA or PSO techniques. The fitness is then re-evaluated and

further optimized. Such iteration will continue until convergence to a near optimal an-

tenna configuration is achieved. The output of MATNEC is then the optimized antenna

geometry and its associated performance.

The development and employment of MATNEC is one of the major milestones and

achievements in this thesis. This in-house tool successfully combines simulation and

optimization into one automated program with convenient MATLAB control. Two

optimization algorithms options are available to target different problems, the settings

for each algorithm is highly accessible and controllable. The fitness evaluation process

is embedded in MATNEC and can effectively accommodate different fitness functions

reflecting different requirements and considerations with respect to different problems.
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Figure 3.5. Flow chart of MATNEC with GA and PSO.

3.5 Conclusions

This chapter explicitly describes the electromagnetic simulator NEC and its history.

The integral equations on which NEC is based are described together with their method

of solution, i.e. the method of moments. Basis functions are also introduced in this

chapter as these are used to reduce the heavy computational load in optimization. In

particular, radial basis functions are employed to provide efficient structural variations

to the possible antenna configurations for optimization. MATNEC, an automated in-

house tool, is developed to couple the simulation and optimization process. This tool

will be intensively used to pursue optimal antenna configurations throughout the rest

of this thesis. With MATNEC developed, it is important to test and verify its robust-

ness. The verification will be performed starting from a relatively simple model, i.e.

lumped inductors that are to optimally distributed along a straight wire. This will be

investigated in the next chapter.
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Chapter 4

Case Study 1: Distribution
of Lumped Inductances on

a Monopole

T
HIS chapter first revisits the well-known fact that inductive load-

ings mounted in series on a monopole can shorten the monopole

resonant length. To that aim, inductive loadings are aligned along

a resonant wire antenna in simulations designed to characterize the radia-

tion performance. It is confirmed that the size of resonant wire antennas can

be reduced through this scheme at the cost of performance, both in terms

of lower efficiency and narrower bandwidth comparing to a self-resonant

quarter-wave monopole. Therefore, the exact location of inductance on the

monopole for optimal performance becomes a key issue. In the investiga-

tion, relevant issues related to the optimization are considered, including

the L-section matching network, the impact of Q factor of the inductors,

as well as the fitness function selection. Several distribution schemes with

variable numbers of inductors are considered, and the optimal solutions in

terms of the optimized inductors loading positions and inductance values

are obtained through simulation and optimization process.
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4.1 Introduction

Size is one of the critical considerations in the design process for HF and VHF an-

tennas. It is a well-known fact that inductive or capacitive loadings in series with a

monopole can shorten its resonance length [59]. When the resonance length is suc-

cessfully shortened, the monopole with a significant size reduction can be categorized

as electrically small, as defined in Chapter 1 [4]. Nevertheless, the miniaturization of

the monopole is achieved at the cost of performance, in terms of both lower efficiency

and narrower operational bandwidth. Thus, the performance considerations needs to

take into account the radiation efficiency and operational bandwidth, as done in this

chapter. An L-section matching network is used to deliver the maximum operational

bandwidth around the target frequency, and the total efficiency including radiation

efficiency, component loss, and matching loss is used to represent the efficiency perfor-

mance of the monopole. An appropriate fitness function covering those considerations

is then selected for the optimization, which is performed with the evolutionary opti-

mizers introduced in Chapter 2. Investigations are carried out with respect to different

numbers of lumped inductors distributed along the monopole, and the optimal solu-

tions and resulting performance effectively verify the roles of inductive loadings in

reducing the resonance length of wire antennas.

For demonstration purposes, a quarter-wave monopole resonant at 300 MHz (equiva-

lently with a length of 0.25 m) at its unloaded state is used as the base model to inves-

tigate the performance with various loading schemes. For simulation, this monopole

is divided into 25 equal-length segments, which are labeled 1 to 25 from the base ex-

citation to the top free end. The configuration and characteristics of the monopole

are shown in Figure 4.1 and Table 4.1. The investigation goal is to have an induc-

tively loaded 0.25 m monopole behave resonantly at the reduced frequency of 100

MHz while performing with satisfactory efficiency and bandwidth. Explicitly, if a

0.25 m monopole with inductive loading can have the same resonant frequency as a

self-resonant 0.75 m quarter-wave monopole at 100 MHz, the shorter monopole can be

claimed to be miniaturized by three times.
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Table 4.1. Characteristics of the resonant monopole with inductive loadings.

Resonant frequency 100 MHz

Length 0.25 m

Ground condition Perfect conducting ground

Number of segments 25

Excitation segment number #1

Excitation voltage 1 V

4.1.1 Matching Networks and Operational Bandwidth

In order to achieve the maximum operation bandwidth for the monopole, an L-section

lumped reactive matching network with one inductor and one capacitor is used to

conjugately match any source impedance ZS (usually 50 Ω) to the loading impedance

ZL of the antenna. In general, those two impedances can be complex and composed

with both resistance and reactance, i.e.,

ZS = RS + jXS

ZL = RL + jXL.
(4.1)

The configurations for the L-section matching network depend on whether the resis-

tance of source impedance RS is greater or smaller than loading resistance RL [60]. The

schematics of the L-section matching network are drawn in Figure 4.2. If RS > RL, it is

referred to as a normal L-section, otherwise it is called reversed L-section. The use of

reactive elements minimizes the power losses in the matching network.

For either type, the matching network transforms the load impedance ZL into the com-

plex conjugate of the source impedance ZS, that is [60]

Zin = Z∗
S (conjugate match) (4.2)

where Zin is the input impedance looking into the L-section:

Zin = Z1(Z2+ZL)
Z1+Z2+ZL

(normal)

Zin = Z2 +
Z1ZL

Z1+ZL
(reversed)

(4.3)

with Z1 = jX1 and Z2 = jX2.
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Figure 4.1. Illustration of 0.75 m self-resonant monopole and a miniaturized 0.25 m resonant

monopole with inductive loadings at 100 MHz.

Substituting Equation 4.3 into the conjugate match condition Equation 4.2, and equat-

ing the real and imaginary parts of the two sides separately, the values for X1 and X2

for the matching at the specific frequency can also be obtained for normal and reversed

L-section matching network, as

X1 = XS±RSQ
RS
RL

−1

X2 = −(XL ± RLQ) (normal)

Q =

√
RS
RL

− 1 + X2
S

RSRL

X1 = XL±RLQ
RL
RS

−1

X2 = −(XS ± RSQ) (reversed)

Q =

√
RL
RS

− 1 + X2
L

RSRL

(4.4)
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Figure 4.2. L-section reactive conjugate matching network.

In this investigation, the designed antenna is deemed as the load, and the L-section

matching network is used to match it to the characteristic impedance of 50 Ω that is RS

= 50 Ω. Thus, the the source impedance is purely resistive so that XS = 0. Equations

4.4 can be simplified as:

X1 = ± RSQ
RS
RL

−1

X2 = −(XL ± RLQ) (normal)

Q =
√

RS
RL

− 1

X1 = XL±RLQ
RL
RS

−1

X2 = ∓RSQ (reversed)

Q =

√
RL
RS

− 1 + X2
L

RSRL

(4.5)

The choice of whether X1 and X2 are capacitive or inductive depends on how the cir-

cuit is required to perform with respect to the target frequency. The L-section matching

network can behave as either a low-pass filter or a high-pass filter [60] [61]. Based on

the relationship between RS and RL which determines normal or reversed types, the

value of XL defined as capacitive or inductive for the load, and the frequency per-

formance requirement of either low-pass or high-pass, there are total a number of 4

possible L-section configurations. The illustrations of those configurations are shown

in Figure 4.3.

With the appropriate L-section matching network, the antenna is conjugate matched to

ZS of 50 Ω at the target frequency. Nevertheless, this antenna will be still imperfectly

matched in the rest of the frequency range under the same matching network. This

mismatch, while usually undesirable, is very common in antenna transmission. It can
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Figure 4.3. L-section reactive conjugate matching network.

be tolerated to a certain extent, and this usually defines the main restriction to the

operation bandwidth. The reflection coefficient defined as the ratio between incident

and reflected voltage is usually used to characterize this mismatch.

Γ =
Vr

Vi
(4.6)

It can also be interpreted using ZS and ZL:

Γ =
ZL − ZS

ZL + ZS
(4.7)

In general, Γ is complex unless both ZS and ZL are resistive. It is positive for ZS < ZL

and negative ZS > ZL.

When signals are transmitted and reflected, there will exist standing waves of waves

and current, and the voltage standing wave ratio (VSWR) can be defined as:

VSWR =
Vmax

Vmin
(4.8)

where
Vmax = |Vi|+ |Vr|

Vmin = |Vi| − |Vr|
(4.9)
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Therefore, VSWR can be expressed as:

VSWR = Vmax
Vmin

= |Vi|+|Vr|
|Vi|−|Vr|

=
1+ |Vr |

|Vi|
1− |Vr |

|Vi|

(4.10)

Explicitly,

VSWR =
1 + |Γ|
1 − |Γ| (4.11)

With the VSWR obtained for the frequency range, an operational bandwidth can be

calculated under a specific pre-defined VSWR value (for example VSWR < 2.0). It can

be seen in Figure 4.4 that the lower and upper frequency boundary with a VSWR of 2.0

are F1 and F2 respectively, while the target frequency Ftarget is perfectly matched with a

VSWR of 1.0. The operational bandwidth (B) can be calculated as B = F2 − F1.

Figure 4.4. Illustrations of operational bandwidth with VSWR < 2.0.

4.1.2 Q Factor of Inductance

In approximation, the lumped inductors that are loaded in series with the monopole

can be considered as ideal inductive with an infinite quality factor (Q) for simplic-

ity. Nevertheless, an imperfect Q factor is inevitable because of the inherent resistance

within the component [62]. Ideally, a lumped inductor with an infinite Q factor acts
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purely reactive, and it opposes current changes based on inductive reaction. In reality,

due to the fact that any metal wires possess some amount of resistance, the imperfect

conductivity will introduce a resistive element in series with the inductance. Figure 4.5

illustrates the equivalent circuit of a realistic lumped inductor.

Figure 4.5. Equivalent schematics of a real inductor.

The quality factor of an inductor is the ratio of its inductive reactance (L) to its resis-

tance (R) at a given frequency (f ), and is a measure of its efficiency [62]. It can be

calculated as:

Q =
2π f L

R
(4.12)

The Q factor of an inductor is normally determined by its materials, geometry and

manufacture procedure, and thus once this quantity is specified, the inherent resistance

can be found out:

R =
2π f L

Q
(4.13)

In this chapter, inductors with various values of Q factor will be used, in order to inves-

tigate their impact towards the performance of the designed monopole, and inductors

distribution.

4.1.3 Fitness Function

The goal of the optimization presented in this chapter is to find the optimal inductive

loading distribution and the corresponding inductance values. The judging criteria to

determine the goodness of a solution is derived from the resulting monopole perfor-

mance. Therefore, the selection of an appropriate fitness function is of critical impor-

tance to the success of the optimization. Specifically, the fitness function is composed of

two meriting contributions, namely total efficiency and operational bandwidth. Total

efficiency includes radiation efficiency at the target frequency and the efficiency of the
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matching network, while operational bandwidth is defined as the bandwidth with a

VSWR less than 2.0. Each contribution is assigned with an individual weighting factor,

and the fitness function can be written as

Fitness = w1 × E f f iciency(%) + w2 × Bandwidth(MHz), (4.14)

where the weights w1 and w2 are selected such that efficiency and bandwidth are of

similar magnitudes. In the test case presented in this chapter, these weights are selected

as w1 = 1 and w2 = 100.

4.2 Single Lumped Inductor

When one single lumped inductor is located on the monopole, the effect of the load-

ing inductance can vary significantly at various position along the antenna height, and

this can be exploited in order to achieve resonance at the target frequency. Corre-

spondingly, the efficiency and operational bandwidth behave differently for different

positions, because the lumped inductance change the current distribution along the an-

tenna height and thus the resonant frequency. Nevertheless, the overall fitness at one

or several loading positions may outperform other loading distributions. The first task

of the investigation is to find the optimal solution containing the best loading position

and inductance value for a single lumped inductor to achieve a monopole resonance

at the target frequency of 100 MHz while performing with maximized total efficiency

and operational bandwidth.

4.2.1 Parameter Sweep Solution

To produce a reference solution, the optimal position of the inductor along the height

is first found for the single inductor case through a parameter sweep procedure. At

each loading position from #2 to #25, the inductance is swept logarithmically within

the range of 0.1 µH (1e−7 H) to 100 µH (1e−4 H), where the Q factor is assumed to

be ideally infinite. The tuning inductance required to induce a resonance at 100 MHz

is obtained at each loading position, and shown in Figure 4.6. It can be seen that the
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tuning inductance varies with position from 10−6.08 H (equivalently 0.82 µH) to 10−4.7

H (equivalently 19.95 µH).
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Figure 4.6. Best tuning inductance at each position for a resonance at 100 MHz.

In the next step, lumped inductors with a realistic Q factor are considered with explicit

values of 100, 50, and 25 respectively. As shown before, the inductance required to

force a resonance varies from one position to another along the monopole, it is shown

that it also varies with respect to different Q factors. The resulting performance are

compared in Figure 4.7. It is noted that, as can be expected, when the Q factor is

increased, 1) the radiation efficiency increases, and 2) the bandwidth decreases. This

illustrates the existing tradeoff between the two parameters. Due to the fact that Q

=100 is a common value of manufactured inductors, this quantity is used for current

and future investigations. Considering specifically the performance with a Q factor

of 100 in Figure 4.7, it can easily be found from these simulated data that when an

inductor of 1.14 µH is loaded at position #9, it can result in an efficiency of 37.8 % and

a bandwidth of 1.012 MHz.
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Figure 4.7. Efficiency and bandwidth of a monopole with length 0.25 m and a resonance at 100

MHz with an inductance moved at different height position for different inductor Q

factors.

4.2.2 Evolutionary Optimized Solution

As a second step, the evolutionary optimization is carried out on this single inductor

problem to validate the methodology. The loading position and inductance values are

taken as the two optimizing variables. The optimization settings are listed in Table 4.2.

Variable are digitized with 5 bits and 10 bits for position and inductance respectively. A

linear scale is used for the position quantization, while the inductance is quantized us-

ing a logarithmic scale, so that each position can be represented and the inductance can

be finely tuned. A population of 200 genes provide a fairly large group of possible so-

lutions initially, and 50 iterations (generations) provide the genes sufficient freedom to

converge to the optimal region. Meanwhile, the elitism selection strategy insures that

the best performing genes are kept in the optimization population, and a 10% mutation

rate allows some random genes to be included so that trapping in local optimums can

be effectively avoided.

The result of the optimization indicates that the achieved solution with the greatest

fitness values locates a lumped inductor of 1.14 µH at position #9 from the bottom,
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Table 4.2. GA optimization settings for single inductor model.

No. of bits for position 5

No. of bits for inductance 10

Position range [#2, #25]

Inductance range (logarithmic quantization) [0.1 µH, 100 µH]

No. of genes 200

No. of iterations 50

Selection strategy Elitism

Mutation rate 10%

which leads to an antenna performance of 37.8% efficiency and a bandwidth of 1.012

MHz. The optimized solution is identical to the one obtained from parameter sweep,

validating the effectiveness of evolutionary optimization. By repeating the optimiza-

tion numerous times, it is observed that the optimal solution is not always found, but

that near-optimal solutions always converge to a loading positions at a height between

about a quarter (#7) and half (#12) of the total height from the bottom, as shown in

Figure 4.8. This phenomenon, i.e. no guarantee of finding the overall optimum, is a

typical behavior for evolutionary optimizers, especially in the occurrence of flat region

in the merit function.

4.3 Distribution of Multiple Lumped Inductors

In order to further validate the effectiveness and accuracy of the Matlab-controlled

NEC simulation and GA optimization, some more sophisticated inductor distribution

schemes are considered. First, two inductors are distributed systematically or arbitrar-

ily along the monopole. Then, higher numbers of lumped inductors are allowed to be

distributed arbitrarily along the monopole length and their positions and inductance

are optimized. For comparison purposes, the fitness function used to assess the per-

formance of each solution remains the same irrespective to the number of inductors. A

Q factor of 100 for the inductors and 50 for the capacitors in the matching network are

considered.
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Figure 4.8. Equivalent schematics of a real inductor.

4.3.1 Inductance Distribution Schemes

The first scheme considers two lumped inductors with equal inductance which are po-

sitioned symmetrically about the center of the monopole. Explicitly, along the labeled

positions from bottom to the top, the two inductors can only be positioned at #2 & #25,

#3 & #24, #4 & #23 and so on until #13 & #14. This type of distribution scheme leads to

12 possible location variations. Those possibilities and the associated inductance value

are taken as the optimizing variables for MATNEC to process. In a second scheme, the

two inductors are given more freedom and can be located arbitrarily anywhere along

the monopole, with an inductance value within the pre-defined range. In this case,

four variables are involved in the optimization, namely, two loading positions and two

inductance values. In the third scheme, the number of loading lumped inductors is in-

creased progressively, up to a number of 10 inductors, which can be located arbitrarily

along the monopole. In this last case, the parameter space is dramatically increasing

with the number of inductor considered, and the method of parameter sweeping is no

long feasible to pursue the optimal solution. Consequently, evolutionary optimization

becomes the only way to efficiently solve the problem.
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4.3.2 Evolutionary Optimized Solution

To carry out the optimization for the various models consistently, the basic settings

are left unchanged from the single inductor investigation. Only the position range

and total number of bits for each gene are varied according to the number of lumped

inductors. The common settings and the fitness function are shown in Table 4.3.

Table 4.3. GA optimization basic settings for different models.

No. of bits for each position 5

No. of bits for each inductance 10

Inductance range [0.1 µH, 100 µH]

No. of genes 200

No. of iterations 50

Selection strategy Elitism

Mutation rate 10%

Fitness function Fitness = E f f iciency(%)

+100 × Bandwidth(MHz)

• Two Symmetrical Inductors

When two identical lumped inductors are loaded symmetrically along the cen-

ter height of the monopole, only two variables are involved in the optimization

procedure. The upper loading position (P) is taken as the first of the optimiz-

ing variable, and the lower position can then be represented as 27-P. Therefore,

the position range for this optimization is [#14, #25], and a number of 10 addi-

tional bits are used to define the inductance value in the genes. The solutions

are obtained through evolutionary optimization and the achieved performance

are plotted in Figure 4.9. It can be seen that the monopole exhibits the best per-

formance when the two identical inductors are loaded at position #17 & #9, #18

& #8, or #19 & #7, in all cases with an efficiency greater than 39%. The overall

optimal solution is found for two inductors of 0.849 µH located at segments #18

& #8, with a resulting bandwidth of 1.05 MHz and a total efficiency of 39.4%. It

is necessary to point out that a parameter sweep technique can also be applied
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in this case, because the number of variable is the same as in the single induc-

tor case. More importantly, it is also noticed that both efficiency and bandwidth

are slightly improved in comparison to the single inductor case, which triggers

the investigation towards an expansion including larger numbers of inductors.

In those cases, the parameter sweep technique in no longer efficient and able to

deal with the required numbers of variables.
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Figure 4.9. Efficiency and bandwidth for all possible symmetrically distributed loading sets with

optimized inductance. The loading position describes the position of the top inductance.

The bottom inductance is identical and located symmetrically from the center of the

monopole.

• Two Arbitrary Inductors

For the case where two inductors can be arbitrarily loaded on the monopole, the

number of bits in the optimization increases to 30 where 5 bits are allocated to

each position variable and 10 bits for each inductance value. This increase in so-

phistication significantly burden the load of computation, which translates into

an increase of optimization time and slowing down of the convergence. For a

Q factor of 100, the optimal simulated solution achieves the maximum efficiency

and widest bandwidth with two inductors of 0.709 µH and 0.819 µH loaded at
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positions #8 & #15 respectively. The resulting optimized performance indicates

an efficiency of 39.6% and a bandwidth of 1.05 MHz. Comparing the perfor-

mance of two inductors symmetrically or arbitrarily loaded on the monopole, it

can be seen that the optimized performance are similar with slight improvement

in efficiency, as show in Table 4.4. Nevertheless, this improvement is expected as

the symmetrical solution is a sub-set of the arbitrary loading.

Table 4.4. Performance comparison of two optimized inductors symmetrically or arbitrarily loaded.

Symmetric load Arbitrary load

Positions #8, #18 #8, #15

Inductance 0.849 µH, 0.849 µH 0.709 µH, 0.819 µH

Efficiency 39.4 % 39.6%

Bandwidth 1.05 MHz 1.05 MHz

• Three or Four Arbitrary Inductors

Based on the achieved improvement from single inductor to two inductors con-

figuration, a further step in complexity is considered by increasing the number

of loading elements to three or four arbitrarily located inductors. Consequently,

the optimization uses 45 bits and 60 bits respectively, and the computation time

grows accordingly. Near optimal solutions are obtained when three inductors of

0.548 µH, 0.539 µH, and 0.579 µH are located at segments #4, #13, and #18 on the

three-inductor monopole; and 0.426 µH, 0.319 µH, 0.383 µH, 0.568 µH inductors

located at segments #3, #10, #14, #18 respectively on the four-inductor loaded

monopole.

For direct comparison, the optimal solutions and the performance corresponding

to the four arbitrary loading schemes are listed in Table 4.5. In all loading scenar-

ios, the antenna size reduction is successfully achieved using lumped inductors

along the antenna wire structure. It can be observed that an increasing num-

ber of distributed inductors lead to a greater efficiency and a wider bandwidth.

Nevertheless, it is also realized that the slope of the increase is becoming smaller

when more inductors are added. To an extreme, a number of ten inductors are
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arbitrarily applied and their position and inductance is optimized. The results

shows an efficiency of 40.97%, a bandwidth of 1.068 MHz, and a total overall fit-

ness of 147.8. This extreme case verifies the diminishing returns in both efficiency

and bandwidth arising from the increase in loading inductor numbers, i.e. that

a greater number of inductors on the monopole does not guarantee a significant

improvement towards the antenna performance, as shown in Figure 4.10.

Table 4.5. Performance comparison of the best solutions for different arbitrary loading schemes.

Single inductor Two inductors Three inductors Four inductors

Positions #9 #8, #4, #10, #3, #10,

#15 #16 #14, #18

Inductance 1.142 0.709, 0.548, 539, 0.426, 0.319,

(µH) 0.819 0.579 0.383, 0.568

Efficiency 37.8% 39.6 % 40.4% 40.7%

Bandwidth 1.012 MHz 1.050 MHz 1.058 MHz 1.063 MHz

Fitness 139.0 144.6 146.2 147.0
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Figure 4.10. Optimized efficiency and bandwidth as a function of the number of loading inductors.
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4.4 Conclusions

This chapter has described a strategy to miniaturize the size of HF & VHF wire an-

tennas by using inductive loading along the antenna height. The optimization has

been performed using a genetic algorithm implemented in MATNEC. Different load-

ing schemes have been applied to a shortened monopole to verify the effectiveness of

the procedure and its ability to find optimal solutions. The achieved optimized solu-

tion can effectively reduce the size of a resonant monopole while optimizing efficiency

and bandwidth. The results, however, show diminishing return when a large number

of inductors are used. It is clear that a different approach is required if further gain

are to be achieved. It is possible that the structure of the inductance themselves might

provide an avenue for further improvement. The following two chapters will move

forward from ideal lumped inductors to realistic distributed inductive loadings.
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Chapter 5

Case Study 2: Optimized
Zig-Zag Wire Antennas

T
HIS chapter continues the investigation of inductive loading

distribution on wire antennas, by extending the concept using

lumped inductors to realistic inductive wire structures. Induc-

tors are often realized with helical structures where the radius and pitch

of the helix determine the inductance. As alternative, zig-zag shapes are

representative of other structures that can also efficiently add distributed

inductance. In contrast to the helix, the zig-zag geometry remains in one

plane, which simplifies manufacture and opens the door to planar inte-

gration. In this chapter, structural variations of the zig-zag shape are ex-

plored to change the distribution of inductance along the monopole height

and thus improve the antenna performance. These variations are repre-

sented using radial basis functions to lower the number of variables in the

optimization process. The implementation that transforms the RBF to the

actual zig-zag configuration is also introduced in this chapter. Evolution-

ary optimizers are applied to obtain the optimal shape variations based on

electromagnetic simulations in MATNEC. Prototypes of the optimized zig-

zag antennas are fabricated, measured, and compared to a uniform zig-zag

monopole. Experiments indicate a good agreement to the optimal simula-

tion results.
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5.1 Introduction

HF and VHF antennas have been invented and investigated extensively for decades,

and because of the long wavelength, size reduction has always been one of the criti-

cal issues. In the previous chapter, the case of lumped inductive loadings have been

studied and their roles in shortening the resonant length of wire antennas have been

demonstrated. The investigation has also indicated consequent degradation in both

efficiency and bandwidth, which have been described and explained theoretically in

[4, 59]. This chapter continues the investigation of inductance distribution by replac-

ing the lumped inductances with wire windings. The helical structure is one of most

common ways to build inductance, however it significantly increases the geometri-

cal complexity as it is a three-dimensional structure. The zig-zag is another structure

that can also add distributed inductance, but contrarily to the helix, it remains in one

plane geometrically. This advantage of geometrical simplicity comes at the cost of a

slight performance degradation compared to helical structure, but is balanced by the

fact that zig-zag structures are amenable to planar integration, and may fit into appli-

cations where sufficient space is not given (for example, to implement an antenna into

a gap).

Traditional uniform zig-zag antennas were introduced decades ago and had been used

frequently since then [63–66]. The objectives of the investigation are to introduce and

optimize modifications of the original zig-zag structure, with the aim of an effective

improvement of radiation performance. Variations on the zig-zag structure can be

made through changes in pitch angle along the length, or through variations in the

numbers of zig-zag turns and in the length of the wire segments. In a straightforward

approach, the structural variations of zig-zag antennas can be defined for each seg-

ment individually. This strategy, however, can lead to a large number of optimization

variables, and thus greater complexity in the design process. Alternatively, the varia-

tions of qualities such as segment length along the zig-zag can be expanded in terms of

radial basis functions. If selected appropriately, RBFs can provide effective description

of parameter variations with only a few variables. Two types of radial basis functions,
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namely Gaussian radial basis function (G-RBF) and multiquadric radial basis function

(MQ-RBF), are employed in the present investigation.

5.1.1 Uniform Zig-Zag Antennas

Zig-zag antennas are of great importance in HF and VHF communications. This kind

of antenna is strongly related to the helical antenna [64], but more importantly, the

planar nature of the zig-zag wire structure makes it easier and faster to fabricate than

helix. Therefore, the zig-zag antenna is a very convenient geometry to verify the small

antenna design procedure that is proposed and applied in this thesis.

One of the configurations of zig-zag antennas that has been frequently investigated

and extensively used is the uniform zig-zag monopole antenna [65]. The pitch angle

(α) which defines the angle between two zig-zag segments, and the segment length

(L), are the two essential parameters that fully characterize the structure, as shown in

Figure 5.1.

Figure 5.1. Illustration of a uniform zig-zag antenna with definition of the pitch angle (α) and

segment length (L).

5.1.2 RBF Implementation

The optimization strategy of the investigation is based on the fact that the segments in

the zig-zag antenna do not necessarily have to be all the same along the height. This
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brings a great amount of possible variations to the structure, and thus changes the per-

formance correspondingly. Considering the length of each segment in the zig-zag an-

tenna as a variable can, however, significantly increase the complexity of optimization

if being defined individually. The alternative is the use of curves that constrain the end

points of the zig-zag and an expansion of these curves in terms of a limited number of

radial basis functions. Length variations can then be described using a small number

of variables. The G-RBF and MQ-RBF expansions used to represent the variations in

the zig-zag structure can be written as:

fG−RBF =
N

∑
i=1

ωi · e−R(x−ci)
2

(5.1)

where N = 5, R = 250, and

fMQ−RBF =
N

∑
i=1

ωi · (1 + ε2(x − ci)
2)β (5.2)

where ε = 1 and β = −3
2 .

In the implementation of shape variations , the weighings ωi in Equations 5.1 and 5.2

are altered while fixing the center height ci. With a pre-defined number of segments

(M) and a fixed pitch angle (α = 30◦), the length of each segment (Li) can be obtained

from the RBFs. The accumulated zig-zag height is derived and then scaled to the phys-

ical height limitation (Hmax = 0.25 m). The scaling factor is then applied to the RBF

expansion to obtain an antenna that satisfies the length constraint. This process is car-

ried out at each stage of the optimization in order to enforce the length constraint.

Figure 5.2 illustrates how the zig-zag is implemented and constrained within the sum

of G-RBFs.

Conventionally, a ten-segment (M = 10) zig-zag requires ten variables to describe its

shape; whereas in the present investigation, a number of five (N = 5) uniformly spaced

RBFs are used to describe the shape variations for both G-RBF and MQ-RBF zig-zag

antennas. By limiting the number of variables and their optimizing ranges, the com-

putational burden of the simulation and optimization is bounded. Importantly, in-

creasing the number of zig-zag segments does not require increasing the number of

required RBFs. By such artifice, the optimization of the zig-zag shape is successfully
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Figure 5.2. Illustration of how the G-RBF implementation constrains the zig-zag antennas. The

individual RBFs are represented in color, their sum as black dashed line, and the resulting

zig-zag antenna as solid black line.

transformed from optimizing the structural parameters into optimizing the RBFs vari-

ables that define and constraint the zig-zag shape.

5.2 Evolutionary Optimized Zig-Zag Structures

The goal of the optimization is an optimized zig-zag antenna with a fixed height of 0.25

m at the resonant frequency of 100 MHz, where maximized bandwidth and efficiency

are considered as the performance indicators. A fixed pitch angle of 30◦ is applied in

the zig-zag structure, while the number of segments and their individual length are

the variables.

A uniform zig-zag monopole antenna with a height of 0.25 m and a fixed pitch angle

of 30◦ is firstly constructed and simulated as reference. This uniform zig-zag antenna

has 10 segments with equal length and a base vertical segment of 0.01 m. It is firstly

optimized with respect to the segment length, and the result indicate an optimal value

of 97.6 mm, as shown in Figure 5.3. As simulated with NEC-2, this uniform zig-zag an-

tenna has a total efficiency of 81.2% and an operational bandwidth of 1.40 MHz with

VSWR < 2.0 when perfectly matched at the target frequency 100 MHz. It is used as

the reference for the comparison of optimized zig-zag antennas with varying segment
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lengths.

Figure 5.3. Illustration of a 10-segment uniform zig-zag antenna resonant at 100 MHz as the ref-

erence model.

5.2.1 G-RBF Zig-Zag Antenna

In the present investigation, the segment-varying zig-zag is described by five (N = 5)

uniformly spaced RBFs. Therefore, the five weighting factors (ωi) are the optimizing

variables. The value R = 250 in Equation 5.1 is delicately selected so that each subset

of the five RBFs is separated at an appropriate distance from its neighbors, and the

total RBFs reach a balance of internal local impact and possible overall dynamic range.

The resulting antenna height is normalized to the physical requirement (Hmax = 0.25

m). The optimized values ωi are obtained and the resulting curves representing the

optimized zig-zag structure are shown in Figure 5.4. After the optimization, an L-

section matching network is employed to provide perfect conjugate matching at 100

MHz. It can be observed in Table 5.1 that the optimized zig-zag antenna defined by

G-RBF exhibits, in comparison to the uniform reference model, a greater efficiency of
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88.2% and wider operational bandwidth of 1.75 MHz. Geometrically, the optimized

G-RBF defined zig-zag antenna has comparatively longer segments near the top. More

comments will be provided in conjunction with MQ-RBF case.
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Figure 5.4. Optimized G-RBF curves to represent the zig-zag structure.

5.2.2 MQ-RBF Zig-Zag Antenna

Similarly, when MQ-RBFs are employed to describe the zig-zag shape variations, five

weighting factors are optimized with finely tunes value of β = −3
2 and ε = 1. The op-

timal zig-zag shape for the antenna is obtained from the optimized MQ-RBF curves

shown in Figure 5.5. This optimized antenna also has comparatively longer segment

length near the top, as shown in Figure 5.6. It can be seen in Table 5.1 that it out-

performs the uniform reference model with an efficiency of 88.3% and an operational

bandwidth of 1.75 MHz.

The overall shape comparison of the uniform reference and the optimized models with

varying segment lengths are plotted in Figure 5.6. It can be clearly seen that both G-

RBF and MQ-RBF optimizations result in a very similar general antenna shape with

near identical overall performance. It is also essential to point out that different values

for R and β in Equations 5.1 and 5.2 respectively also affect the accuracy and might

change the reached optimum of the results.
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Table 5.1. Comparison of uniform and optimized zig-zag antennas with segment length variations.

10-Segments Uniform Uniform G-RBF MQ-RBF

Segment Length 97.6 mm N/A N/A

ω1 N/A 0.733 0.049

ω2 N/A 1.056 0.352

ω3 N/A 0.020 0.029

ω4 N/A 0.244 0

ω5 N/A 19.18 19.64

Total Wire Length 0.935 m 0.935 m 0.937 m

L in Matching 245 nH 137 nH 138 nH

C in Matching 112 pF 98.5 pF 97.5 pF

Efficiency with Matching 81.2% 88.2% 88.3%

Bandwidth with Matching 1.40 MHz 1.75 MHz 1.75 MHz

Overall Fitness 221.2 263.2 263.3

5.2.3 Convergence Comparison between G-RBF & MQ-RBF

Furthermore, the convergence of the optimizations for the two types of RBFs are com-

pared with respect to the best individual and overall performances at the same GA

optimization settings. For demonstration purpose, G-RBF and MQ-RBF optimiza-

tions with R = 250 and β = −3
2 respectively are repeated multiple times. The results

show very similar convergence trend, explicitly, G-RBF appears to converge slightly

faster than MQ-RBF in terms of total number of simulation runs. In contrast, MQ-RBF

achieves a slightly higher total fitness, as shown in Figure 5.7.

5.3 Radiation Pattern of Optimized Zig-Zag Antennas

The optimal non-uniform zig-zag antennas proposed in the present investigation are

designed for operation in normal mode, which is typically used for applications where

reduced size and omnidirectional radiation are critical operational factors. Due to

their small size (in terms of wavelength), the antennas are expected to have radiation
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Figure 5.5. Optimized MQ-RBF curves to represent the zig-zag structure.
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Figure 5.6. Configurations of optimized zig-zag antennas in comparison to the uniform reference.

patterns that are very similar to a short monopole on an infinite ground. For illus-

tration purpose, the simulated radiation patterns of both co-polarization and cross-

polarization for the uniform reference and optimized zig-zag antennas at 100 MHz are

shown in Figure 5.8.

It can be observed that the three zig-zag antennas have very similar vertical gain (co-

polarization), while the optimized models with expanding segment length near the

top have greater horizontal gain (cross-polarization) compared to the uniform refer-

ence. Explicitly, the amount of cross-polarization appears to scale directly with the

transverse extent of the antennas, but remain however generally very small. In partic-

ular, the uniform reference has a extreme small cross-polarization under -40 dB, that

is similar to a monopole as expected. Comparatively, the other two optimized zig-zag
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Figure 5.7. Convergence comparison of optimized zig-zag antennas using G-RBF (R = 250) and

MQ-RBF (β = − 3
2).

antennas with expanding geometrical dimension exhibit higher cross-polarized radi-

ation. As expected, the introduction of a large segment at the top of the antenna in-

troduces a small amount of axial mode radiation. Nevertheless, the cross-polarization

level remains clearly more than 20 dB below the co-polarization level. In summary, the

optimal zig-zag antennas still operate in normal mode with better performance using

their optimized configurations.

5.4 Prototypes and Experimental Validation

For the purpose of experimental validation, the prototypes of the proposed zig-zag an-

tennas have been fabricated according to the optimized parameters in Table 5.1. These

fabricated antennas are constructed using aluminum wire with a radius of 1 mm. Com-

paratively, the uniform reference zig-zag has equal segment length of 97.6 mm, while

the other two optimized antennas have varying segment length, ranging from 10 mm

(the minimum segment length allowed in NEC simulation) to 330 mm. The three fab-

ricated prototype antennas have a common and fixed pitch angle of 30◦ along their
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Figure 5.8. Gain patterns for the optimized zig-zag antennas at 100 MHz.

height, and they are shown in Figure 5.9. It is also noticed that there is a slight discrep-

ancy between the originally designed antenna and the realized prototype, taking the

form of a small geometrical height offset. Specifically, each fabricated zig-zag antenna

is mounted with a 40 mm banana connector at its base whereas the original designs

and simulations included only a 10 mm base wire segment. This difference gives the

antenna an extra 30 mm wire length. Therefore, new simulations including the wire

length offset have been performed and compared to the original simulations, as well

as the measurement results. Theoretically, the 30 mm additional wire increases the

original size (250 mm) by 12%, which should bring a 12% decrease in natural resonant

frequency. Taking this into account, the measurements indicate a good agreement, as

shown in Table 5.2.

The measurement has been carried out using an aluminum ground plane of 2.0 m ×

2.0 m with a feeding point at its center, as shown in Figure 5.10. Both efficiency and
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Table 5.2. Comparisons of Natural Resonance.

Natural Resonance Uniform G-RBF MQ-RBF

Original Simulation 139 MHz 118 MHz 118 MHz

Prototype Measurement 114 MHz 100 MHz 100 MHz

Difference in Percentage 18% 15% 15%

operational bandwidth have been measured and the results have been obtained with

an Agilent 814ET RF network analyzer.

Figure 5.9. Prototypes of the proposed zig-zag antennas, (a) uniform, (b) G-RBF, (c) MQ-RBF,

with indication of the 40 mm geometrical height offset due to the connectors

5.4.1 Efficiency Measurement

To measure the efficiency of the proposed antennas, the relative efficiency method is

applied. The gain of an antenna is defined as the ”ratio of the intensity, in a given

direction, to the radiation intensity that would be obtained if the power accepted by

the antenna were radiated isotropically” [33]. Generally, the relative gain is measured,

which is defined as ”the ratio of the power gain in a given direction to the power

gain of a reference antenna in its referenced direction” [33]. In our measurement, a

linear monopole antenna is used as the transmitting antennas, and each of the zig-zag

antennas under test is functioning as the receiving antenna respectively. The receiving

antenna and the transmitting antenna are aligned vertically at a fixed distance above

the perfect ground plane. Thus, the power strength received at the zig-zag antenna

is considered as the power received from the monopole antennas. Gain (G) can be
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Figure 5.10. The aluminum ground plane used in the measurement.

interpreted the product of efficiency (η) and directivity (D), explicitly:

G = η · D (5.3)

Assuming that the proposed antennas have equal directivity, on the basis of their sim-

ilar radiation pattern, the signal strength can be regarded as an indication of the rel-

ative antenna efficiency. This value is the normalized to one for the reference zig-zag

antenna for comparison.

The results are summarized in Table 5.3. The original simulation indicates an efficiency

of 81.2%, 88.2% and 88.3% for the uniform, G-RBF, and MQ-RBF zig-zag antennas re-

spectively, which is equivalently a relative efficiency of 1.09 for the optimized zig-zag

antennas to the uniform reference. The re-simulation including the base connector off-

set refines the results to 62.1%, 77.0% and 77.3%, equivalently a relative efficiency of
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Table 5.3. Comparisons of original-simulated, re-simulated, and prototype-measured efficiency of

three optimal antennas.

Efficiency Uniform G-RBF MQ-RBF

Original Simulation (Norm.) 81.2% (1) 88.2% (1.09) 88.3% (1.09)

Re-Simulation (Norm.) 62.1% (1) 77.0% (1.24) 77.3% (1.24)

Normalized Efficiency from 1 1.17 1.17

Prototype Measurement

1.24 for the nonuniform zig-zag antennas compared to the uniform reference. In com-

parison, the relative efficiency normalized to the uniform structure estimated from the

prototype measurements shows a value of 1.17 for both optimized zig-zag structures.

In general, a general qualitative agreement can be observed through the relative effi-

ciency comparison, which effectively validates the achievement of the optimal struc-

tures.

A more accurate realization of efficiency measurement using a Wheeler-Cap will be

presented in later chapters.

5.4.2 Bandwidth Measurement

In order to obtain the operational bandwidth of the proposed zig-zag antennas, a tun-

able L-section matching network is built and connected to each zig-zag antenna. It

is, however, realized that the resulting VSWR may not be perfectly matched to 1.0 at

100 MHz in order to achieve the maximum operational bandwidth with VSWR < 2.0.

Therefore, the variable inductor and capacitor used in the matching network are se-

lected and finely tuned so that the maximum bandwidth can be obtained. The sample

L-section matching network built for the bandwidth measurement is shown in Figure

5.11.

The operational bandwidths determined through simulations and measurements for

each zig-zag antenna are shown in Table 5.4. It can be seen that original simulation
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Figure 5.11. Sample of an L-section matching network.

predicts an operation bandwidth of 1.40 MHz and 1.75 MHz respectively for the uni-

form reference and optimized models, when perfectly matched at 100 MHz. The re-

simulation further predicts an increase of the bandwidth to 1.90 MHz and 2.20 MHz

because of extra wire length from the base connector. Comparatively, the prototype

measurement shows results consistent to the re-simulation, with a bandwidth of 1.90

MHz for the uniform reference and 2.15 MHz for both optimized zig-zag models. The

VSWR performance of the original simulation, re-simulation and prototype measure-

ment is also plotted in Figure 5.12. It can be observed in the figure that the original

simulation and re-simulation achieve a VSWR very much close to 1.0 at 100 MHz due

to their perfect matching network. In contrast, the prototypes with non-perfect match-

ing network can successfully achieve a wider or similar bandwidth with VSWR < 2.0,

without necessarily reaching the minimum VSWR of 2.0.

Table 5.4. Comparisons of original-simulated, re-simulated, and prototype-measured bandwidth of

three optimal antennas.

Bandwidth Uniform G-RBF MQ-RBF

Original Simulation 1.40 MHz 1.75 MHz 1.75 MHz

Re-Simulation 1.90 MHz 2.20 MHz 2.20 MHz

Prototype Measurement 1.90 MHz 2.15 MHz 2.15 MHz

More importantly, the consistency and agreement between the simulation results and

actual prototype measurement successfully validate the optimized zig-zag structures

represented by radial basis functions. Consequently, this verifies the effectiveness and
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Figure 5.12. Comparisons of original-simulated, prototype-measured, and re-simulated VSWR of

three optimal antennas.

accuracy of the antenna design method through electromagnetic simulation and evo-

lutionary optimization.

5.5 Conclusions

This chapter has presented an optimization strategy for zig-zag antennas. The addi-

tional wire lengths, provided by a non-uniform zig-zag shape, provide an effective

way to introduce distributed inductance along a wire antenna to effectively shorten

it. By employing radial basis functions, sufficient structural variations can be made to

the zig-zag antennas with fewer optimizing variables, in comparison to a fully param-

eterized geometrical description. Near-optimal zig-zag configurations are found by

applying evolutionary optimization through electromagnetic simulation in MATNEC.

The proposed optimal zig-zag antennas were fabricated and measured to obtain their

relative efficiency and operational bandwidth. Experimental results indicate a fairly
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good agreement between the simulation and measurement, which validates the inves-

tigation methodology. It was, however, realized in this chapter that zig-zag remains a

planar structure with restricted structural variations and it is important to investigate

how structural variation in a more complex form affect the final outcomes. Conse-

quently, the next chapter will extend the investigation further to answer the above

mentioned by investigating helical structures.

Page 82



Chapter 6

Case Study 3: Optimized
Helical Wire Antennas

T
HIS chapter extends the analysis of monopole antennas that are

loaded with lumped inductance. In particular, we investigate the

situation where inductance is distributed along the antenna by

adding lateral structure in the form of helical windings. Section 6.2 de-

scribes the modeling of these helices in NEC and then section 6.3 describes

optimizations where the lumped inductance of previous chapter is replaced

by a realistic inductance consisting of a single layer helical winding. In sec-

tion 6.4, this work is extended to consider antennas consisting entirely of

helical winding. Windings with varying radius and pitch are considered

and their construction optimized for efficiency and bandwidth. The anten-

nas are compared with a reference uniform helix. In section 6.5, the ad-

vantage of the optimized structures is analyzed, including the implication

for other factors such as current distribution and radiation fields. Section

6.6 investigates the impact of matching circuit loss on efficiency and band-

width. Section 6.7 considers the sensitivity of the final design to the use of

reduced optimization space (the use of RBFs). Finally, section 6.8 considers

the experimental validation of the results.
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6.1 Introduction

At low frequencies, the large size of antennas can be a major problem, especially for

mobile and portable operation. The size reduction for wire antennas using lumped

loading inductors is well known, but introduces significant degradation in efficiency

and bandwidth. One of the alternative approaches to the problem is to increase the

wire length through lateral structure while keeping the height fixed. Various tech-

niques have been investigated to introduce longer wire, helical windings being one of

the most popular. Helical windings reduce the wave speed on the antenna and hence

the size of resonant structure. This approach however, results in antennas with narrow

bandwidth in the normal mode.

The helical antenna was first proposed in [67], and has been developed successfully

[4, 59, 68, 69] for decades, both theoretically and experimentally. It has gained wide

usage as shortened resonant antenna for both HF and VHF communications. Nev-

ertheless, most research on helical antennas has conventionally focused on uniform,

conical or spherical helices [69–72]. Several authors have considered optimizing the

helix geometry for antennas operating in the axial mode by varying the spacing, pitch

angle and other features [73–76] for example.

This chapter, however, considers optimization of the geometry for antennas operat-

ing in the normal mode. This is appropriate for the target application since an omni-

directional radiation pattern is required for portable and mobile operation. The appli-

cation of optimized antennas for HF frequencies have been considered, in [77] and at

VHF frequencies in [78]. Such small antennas are characterized by a narrow bandwidth

that decreases with size as implied by the Wheeler-Chu limit [4, 8]. Based on previous

work [79,80], this chapter investigates the design of non-uniform helical monopoles at

HF and VHF frequencies.

In this chapter, short helical coils are first investigated in order to replace the lumped

inductors introduced in Chapter 4 with something more realistic. The effectiveness of

helical windings as inductive loadings on straight wire is successfully verified. The

schemes to build the helices in MATNEC are described, and also the ability to change
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their radius and pitch along the length of a helix. This allows us to optimize the an-

tenna by continuously varying the helix pitch and radius along the length of the an-

tenna. In a straightforward approach to the optimization, the radius and pitch are

varied for each helical turn (or even short wire lengths). This, however, can lead to

a prohibitive number of variables and greater complexity. To overcome this, the ra-

dius and pitch variations are described in terms of a limited number of parameters

which are are the coefficients of a radial basis function expansion. With appropriate

selection, RBF expansions can effectively provide sufficient variations using only a few

variables. Gaussian RBFs are employed in an automated simulation and optimization

tool, referred to as MATNEC.

For demonstration purposes, the objective is to optimize the design of 25, 50 and 100

MHz helical antennas with a fixed height of 0.25 m. The aim is the design of antennas

operating in normal mode with maximized efficiency and bandwidth, under perfect

matching. The ultimate goal of the optimization is to find the best radius and pitch

configurations as represented by appropriate RBF expansions. Clearly, there is a com-

promise between efficiency and bandwidth, and so an important part of the work is

the choice of fitness function to be optimized. The fitness function in the investiga-

tion takes into account both the efficiency and bandwidth performance. This multi-

objective optimization procedure requires suitable trade-offs in determining the opti-

mal solutions.

Using the above techniques, optimal helical configurations are found with just radius

varying, then just pitch varying, and then both radius and pitch varying. The ad-

justment of pitch alone is particularly useful for applications where a large radius is

impractical (a portable radio for example). All the optimized results are compared to

an optimized uniform reference helix and radiation patterns are simulated in order

to check performance in the normal mode. To validate the optimal solutions, proto-

types of the proposed antennas at 100 MHz were fabricated and measured. The results

successfully verify that helical antennas can be optimized to perform with wider band-

width while maintaining good efficiency.
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6.2 Helix Winding Approximation

In NEC-2, a helix or a spiral can be constructed using a ’GW’ card with specified geo-

metrical coordinates. This card can successfully create a helix or a spiral at a constant

pitch, and a fixed rate of change of radius. This topology can effectively solve the

problem with uniform helices, but will fail when the helix is designed to vary its shape

continuously and non-linearly. More freedom is required in the current application

and the helix needs to be defined in terms of a set of segments via suitable parametric

variables.

Normally, a helix is made from curved conducting wires with a round cross-section.

It is approximated as a collection of head to tail segments, i.e. by a stack of polygons,

with the number of sides increased to obtain a design that is closer to a perfect helix,

as illustrated in Figure 6.1. It should be noted, however, that too many polygon sides

will result in an unacceptable burden in NEC-2.
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Figure 6.1. Illustration of shape variation between perfect cycle and polygons with different numbers

of side (N)
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6.2.1 Helix with Fixed Radius

When a helix is constructed with fixed radius along its length, the cross-section for

each turn is identical. Taking an octagon (N=8) with unit radius (R=1) as an example,

its cross-section is shown Figure 6.2, with the coordinates at each corner indicated in

Table 6.1 .
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Figure 6.2. Illustration of an octagon with unit radius

Table 6.1. Coordinates of an octagon with unit radius.

xi x-coordinate yi y-coordinate

x1 cos(0 × 2π
8 ) y1 sin(0 × 2π

8 )

x2 cos(1 × 2π
8 ) y2 sin(1 × 2π

8 )

x3 cos(2 × 2π
8 ) y3 sin(2 × 2π

8 )

x4 cos(3 × 2π
8 ) y4 sin(3 × 2π

8 )

x5 cos(4 × 2π
8 ) y5 sin(4 × 2π

8 )

x6 cos(5 × 2π
8 ) y6 sin(5 × 2π

8 )

x7 cos(6 × 2π
8 ) y7 sin(6 × 2π

8 )

x8 cos(7 × 2π
8 ) y8 sin(7 × 2π

8 )

Explicitly, the x and y coordinates of a polygon with a number of N sides and a uniform

radius of R can be written as:

xi = R · cos((i − 1)× 2π
N )

yi = R · sin((i − 1)× 2π
N )

(6.1)
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Therefore, the x and y coordinates of each corner remain the same for each turn, while

the z coordinates change at a certain rate. For instance, a 5-turn uniform helix with a

length of 1 m will correspond to a pitch of 0.2 m, as shown in Figure 6.3.
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Figure 6.3. Illustration of a 5-turn uniform octagon helix with unit radius.

6.2.2 Helix with Radius Change

In comparison, when a spiral coil with radius change along its length is constructed,

the implementation is much more complicated. The radius will differ not only between

turns, but also between segments in each turn. Taking a 1-turn octagon spiral as an

example, if the starting radius is R1, and the ending radius is R2, the radius increment

(Rin) can be interpreted as:

Rinc = (R2 − R1)/8 (6.2)

Thus, the x and y coordinates of the eight corners can be represented as shown in

Figure 6.4 and Table 6.2. Therefore, the x and y coordinates of a polygon with a number

of N sides and linearly-changing radius between R1 and R2 can be written as:

xi = (R1 + (i − 1)× Rinc) · cos((i − 1)× 2π
N )

yi = (R1 + (i − 1)× Rinc) · sin((i − 1)× 2π
N )

(6.3)
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Figure 6.4. Illustration of an octagon with changing radius.

Table 6.2. Coordinates of an octagon with changing radius.

xi x-coordinate yi y-coordinate

x1 (R1 + 0 × Rinc) · cos(0 × 2π
8 ) y1 (R1 + 0 × Rinc) · sin(0 × 2π

8 )

x2 (R1 + 1 × Rinc) · cos(1 × 2π
8 ) y2 (R1 + 1 × Rinc) · sin(1 × 2π

8 )

x3 (R1 + 2 × Rinc) · cos(2 × 2π
8 ) y3 (R1 + 2 × Rinc) · sin(2 × 2π

8 )

x4 (R1 + 3 × Rinc) · cos(3 × 2π
8 ) y4 (R1 + 3 × Rinc) · sin(3 × 2π

8 )

x5 (R1 + 4 × Rinc) · cos(4 × 2π
8 ) y5 (R1 + 4 × Rinc) · sin(4 × 2π

8 )

x6 (R1 + 5 × Rinc) · cos(5 × 2π
8 ) y6 (R1 + 5 × Rinc) · sin(5 × 2π

8 )

x7 (R1 + 6 × Rinc) · cos(6 × 2π
8 ) y7 (R1 + 6 × Rinc) · sin(6 × 2π

8 )

x8 (R1 + 7 × Rinc) · cos(7 × 2π
8 ) y8 (R1 + 7 × Rinc) · sin(7 × 2π

8 )

with Rinc = (R2 − R1)/N.

Therefore, the x and y coordinates change according to the radius change along its

length, while the z coordinates changes at certain rate. For instance, a 5-turn spiral

with starting and ending of radii R1 and R2 of 1 m and 2 m respectively, and a total

length of 1 m, is shown in Figure 6.5.

Nevertheless, it is also noticed that when the helix radius is varying significantly along

its length, the closeness between the helix and polygon approximation can vary dra-

matically. Thus, polygons with a fixed number of sides may not effectively represent

the entire spiral structure. Take a 5-turn spiral with a radius ranging from 5 mm to 50

mm as an example, due to the limitation in NEC-2 that the minimum segment length
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Figure 6.5. Illustration of a 5-turn octagon spiral with linearly-changing radius.

(LSeg) is at least eight times the wire radius which is set to 0.5 mm in this investigation,

the minimum length is thus 4 mm. For each turn, the starting and ending radii are

indicated in Table 6.3. Thus, if each turn has 6 segments, the resulting approximation

is shown in Figure 6.6.

Table 6.3. Starting and ending radii for each turn on the spiral.

Turn 1 Turn 2 Turn 3 Turn 4 Turn 5

Starting radius 5 mm 14 mm 23 mm 32 mm 41 mm

Ending radius 14 mm 23 mm 32 mm 41 mm 50 mm

It can be observed that at the bottom of the spiral, the radius is comparatively small

and the hexagon can fairly well represent the helix. However, with the increase of

radius the approximation becomes quire crude. One solution is to represent each turn

of the spiral with the number of polygon sides varying from turn to turn (N = 2π×R
LSeg

).

Explicitly, the number of polygon sides for each turn is based on the starting radius (R),

as shown in Table 6.4. The top view and 3D view of this spiral with different types of

polygons for each turn is shown in Figure 6.7, and yields a much better approximation.
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Figure 6.6. Illustration of a 5-turn spiral composed of hexagons.

Table 6.4. Number of polygon sides for each turn on the spiral.

Turn 1 Turn 2 Turn 3 Turn 4 Turn 5

Starting radius 5 mm 14 mm 23 mm 32 mm 41 mm

Number of polygon sides 6 17 28 40 51

6.2.3 Other Considerations and Refinement

There are some other aspects that need to be considered when modeling a helix in

NEC-2. These include the size of each side for the polygon approximation and how

the helix is connected to the ground plane and other parts of the antenna structure.

• Number of segments on each straight wire

In NEC-2 simulation, straight wires are separated into a number of segments and

the method of moments is employed to obtain accurate results. Theoretically, the

smaller the discretization segments, the more accurate the result will be, but with

an increased cost of simulation time. More importantly, one essential rule strictly

applied in NEC-2 is that the minimum segment length should be as eight times

the wire radius. Explicitly, once the wire radius is defined (set to 1 mm in this

thesis), the minimum segment length (Lmin
Seg ) will be set (8 mm). In MATNEC, the
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Figure 6.7. Illustration of a 5-turn spiral composed of different types of polygons.

script first calculates the length of each piece of straight wire (L), and applies the

minimum segment length and then rounds down to the nearest integer number

of segments (N = Round( L
Lmin

Seg
)). This number (N) is regarded as the number of

segments that a piece of wire is to be segmented into LSeg = L
N .

• Helix connection at bottom and top

Another essential issue to be considered is the connection of the two ends of a

helix section to the other geometry (usually a straight wire or a ground plane).

In this investigation, two horizontal pieces of wires are used to connect the end

points at the bottom and top to a wire on the axis of the helix, as illustrated in

Figure 6.8. The helix is then connected to the ground through a wire on this axis.

6.3 Straight Wires with a Single Helical Loading Coil

It is well known that inductive loadings can effectively shorten the resonant

length of wire antennas. Previous investigations have successfully verified that

both lumped inductive components and zig-zag wire structure can be employed
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Figure 6.8. Illustration of helix with horizonal connection wires at two ends.

to load wire antennas to reduce the size. In this section, we consider a more

realistic inductive loading.

In this investigation, a single uniform helical coil is defined by four parameters,

namely its radius (r), its height above the ground (h), the helix length (l), and

the pitch (p) (equivalently represented as the number of turns ’t’). The structure

of the coil is illustrated in Figure 6.9. Those four parameters are taken as the

variables in MATNEC, and are optimized through both GA and PSO techniques.

The objectives of the investigation is to obtain the optimal helix structure, which

is incorporated as part of a monopole antenna with a fixed length of 0.25m. The

antenna is optimized for maximum efficiency and operational bandwidth.

Long single-layer coils wound in a helix are often called solenoids, and the in-

ductance of the coil is given in [81]:

L =
µ0KN2A

l
(6.4)

where µ0 = 4π × 10−7 H/m is the permeability of free space, K is the Nagaoka

coefficient, N is the number of turns, A is the cross-sectional area in square me-

ters, and l is the length of the coil. Alternatively, if the the coil is shorter, and the

core is of non-ferromagnetic material, the inductance can be calculated from:

L =
µ0KN2A
l + 0.45d

(6.5)
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Figure 6.9. Illustration of a uniform helical coil on a monopole.

6.3.1 Optimized Single Coil Using GA

GA is applied in MATNEC to pursue the optimal antenna including the loading coil

structure and position on the monopole. The task is very similar to the previous inves-

tigation using a lumped inductor on 0.25 m monopole. We now, however, maximize

performance at 100 MHz with lumped inductance replaced by uniform helical coil.

The four variables, shown in Figure 6.9, are limited within well-defined ranges and this

limits the search space which reduces the optimization burden. Since the monopole is

0.25 m long, the two variable l and h are limited to a total of 0.25 m. The radius of

the coil is limited between 0.010 m and 0.030 m, and the number of turns is bounded

between 4 and 8. In the GA optimization, a number of 6 bits is used for each variable,

the population size is 60, and it runs for 50 iterations. The boundary settings and the

GA settings are shown in Table 6.5. The fitness function employed in the optimization

can be expressed as:

Fitness = 1 × E f f iciency(%) + 100 × Bandwidth(MHz) (6.6)
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Table 6.5. Boundary and GA settings for optimal single coil on the 0.25 m monopole.

Variables Ranges / Settings

Radius (r) [0.01 m - 0.03 m]

Height (h) [0.01 m - 0.20 m]

Length (l) [0.01 m - 0.20 m]

No. of turns (t) [4 - 8]

No. of bits per variable 6

Population size 60

Iterations 50

Mutation rate 10%

Table 6.6. Optimized single coil on monopole and performance.

Radius (r) 0.026 m

Height (h) 0.183 m

Length (l) 0.057 m

No. of turns (t) 4

Radiation efficiency 98.9%

Operational bandwidth 1.487 MHz

Overall fitness 247.6

Near-optimal solutions are obtained for a 4-turn coil with radius of 0.026 m, total length

of 0.057 m, and located at 0.183 m high above the base, as shown in Figure 6.10. This

optimal antenna configuration exhibits a bandwidth (VSWR < 2.0) of 1.487 MHz, a

radiation efficiency of 98.9%, and an overall fitness of 247.6, as listed in Table 6.6. It

will be observed this monopole has its inductive coil near the top, similar to the ’top-

hat’ configuration.
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Figure 6.10. Illustration of a uniform helical coil on a monopole.

6.3.2 Optimized Single Coil Using PSO

Similarly, the same monopole with loading is optimized using PSO. Each of the four

variables are taken as a swarm with 100 particles. The boundary settings remain the

same, and the PSO settings are shown in Table 6.7.

The optimal results occur after 350 iterations, as the particles move around in a fairly

narrow region. It can be observed in Figure 6.11 that most of the particles have their

optimized radius between 0.025 m and 0.0265 m, optimized coil height between 0.165

m and 0.180 m, optimized coil length between 0.075 m and 0.09 m, and optimized num-

ber of turns for either 4 or 5. Explicitly, the PSO does provide a group of outperforming

particles which will result in greatest overall performance in terms of both efficiency

and bandwidth.

In comparison, GA and PSO both converge to solutions that share the similar structural

characteristics, as shown in Table 6.8.
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Table 6.7. Boundary and PSO settings for optimal single coil on the 0.25 m monopole.

Variables Ranges / Settings

Radius (r) [0.01 m - 0.03 m]

Height (h) [0.01 m - 0.20 m]

Length (l) [0.01 m - 0.20 m]

No. of turns (t) [4 - 8]

No. particles in a swarm 100

Iterations 400

Time interval 0.01

Inertial weight 0.7

Scaling factors c1, c2 0.2, 2

Table 6.8. Comparison of optimized solution of single coil on 0.25 m monopole between GA and

PSO .

GA PSO

Radius (r) 0.026 m [0.025 m - 0.0265 m]

Height (h) 0.183 m [0.165 m - 0.180 m]

Length (l) 0.057 m [0.075 m - 0.090 m]

No. of turns (t) 4 [4 - 5]

6.4 Helices with Non-linear Structural Variations

Inductance can also be distributed along the antenna to shorten its length, usually in

the form of a helical winding. In this section, non-linear structural variations are intro-

duced to the helices and these are optimized using GA techniques. The optimization

is considered at three different frequencies (25, 50, and 100 MHz). All antennas are

consistently constrained to be 0.25 m high, which corresponds to 1
48 λ, 1

24 λ, and 1
12 λ at

those frequencies. L-type matching networks are included in the design with Q factors

of 100 and 1000 for the inductance and capacitance, respectively. The total efficiency

and operational bandwidth are considered as the performance indicators. They are
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Figure 6.11. PSO convergence of single uniform coil on 0.25 m monopole.

optimized with respect to the pre-defined fitness function:

Fitness = E f f iciency(%) + w × Bandwidth(MHz) (6.7)

where the weight ratio (w) balances the compromise between the performance require-

ments. With suitably chosen w, this formula gives a good compromise between effi-

ciency and bandwidth, and thus is used for all optimizations in this investigation.

Uniform cylindrical-shaped helices are used as the reference for comparison purpose,

and antenna structure is optimized in terms of radius and/or pitch.

6.4.1 Uniform Helix without Structural Variations

MATNEC parametric simulations are performed for a variety of uniform helices made

out of 1 mm-diameter copper wire with radius (r) between 0.01 and 0.20 m, and pitch

(p) between 0.10 and 0.70 m. The radius sweeping range constrains the horizonal di-

mension at a similar level to the vertical dimension, and the pitch range limits the he-

lices to have at least three winding turns. The most efficient uniform resonant antennas
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Table 6.9. Optimized uniform helices for reference at 25, 50, and 100 MHz .

Uniform reference 25 MHz 50 MHz 100 MHz

Radius (r) 0.10 m 0.07 m 0.04 m

Pitch (p) 0.07 m 0.07 m 0.07 m

Wire length 1.93 m 1.34 m 0.81 m

Efficiency 48.1% 77.1% 77.9%

Bandwidth 0.025 MHz 0.17 MHz 1.50 MHz

Overall fitness 73.1 94.1 227.9

(w = 1000) (w = 100) (w = 100)

for frequencies 25, 50, and 100 MHz, their structural features, performance, and con-

figurations are illustrated in Table 6.9, side view in Figure 6.12 and 3D view in Figure

6.13 respectively.

−0.2 0 0.2
0

0.05

0.1

0.15

0.2

0.25

x−axis (m)

(a)

A
nt

en
na

 H
ei

gh
t (

m
)

−0.2 0 0.2
0

0.05

0.1

0.15

0.2

0.25
(b)

x−axis (m)

z−
ax

is
 (

m
)

−0.2 0 0.2
0

0.05

0.1

0.15

0.2

0.25
(c)

x−axis (m)

z−
ax

is
 (

m
)

Figure 6.12. Side view of optimized configurations of uniform helices at (a) 25 MHz, (b) 50 MHz,

and (c) 100 MHz.

It can be seen that the three optimized uniform helical antennas have constant pitch of

0.07 m, and radius of 0.10 m, 0.07 m, 0.04 m respectively, which contribute to a total

wire length of 1.93 m, 1.34 m and 0.81 m. At 25 MHz, it exhibits an efficiency of 48.1%,

and an operational bandwidth of 0.025 MHz. The performance improves at 50 MHz

and 100 MHz, with the efficiency increasing to 77.1% and 77.9%, while a bandwidth

of 0.17 MHz and 1.50 MHz can be obtained with appropriate matching networks. The

performance of the three sets of uniform helical antenna will be used as the reference,

in order to verify the success of optimized helical antennas having structural variations

along their axis.
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Figure 6.13. 3D view of optimized configurations of uniform helices at (a) 25 MHz, (b) 50 MHz,

and (c) 100 MHz.

6.4.2 Non-Linear Structural Variations in Radius

When the radius feature is allowed to vary along the antenna height, a segment-to-

segment description would need a prohibitive number of variables in the optimization.

The solution is to use RBFs to describe the variation of radius. Specifically, a set of

five Gaussian RBFs with a values of A = 50 1/m2 are used to represent the radius

variation, and the five assigning weights (wi) are allowed to vary from 0.01 to 0.10 m

in 6.8. The value A is finely tuned to yield a compromise between independence and

overlapping between two adjacent RBFs. Once the number of turns is defined, the

radius at the beginning and end of each turn is obtained from the RBF expansion, the

radius of the segments is then set to change linearly along each turn, and the height

increment (pitch) of the segment is kept fixed along the whole structure (p = 0.07m).

A genetic algorithm is applied in the MATNEC optimization and a solution space with

sufficiently large population size (Pop = 400) is used. The number of bits for each gene

is 10, the mutation rate Rm is 10%, and the iteration is run for 50 steps. Ranking, elitist

selection and crossover strategies are adopted, as listed in Table 6.10.

fG−RBF =
N

∑
i=1

ωi · e−A(x−ci)
2

(6.8)

An illustration of radius and contribution from the RBFs is shown in Figure 6.14. It

can be observed in the left-hand graph that the total RBF solution (solid black curve)

representing helix radius increases with respect to antenna height, Figure 6.14 shows

the side view of the actual helix. The discontinuous connections is caused by the dis-

cretization used in NEC-2 due to minimum segment length requirement.
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Table 6.10. Genetic algorithm settings for optimization.

Population size 400

No. of bits per gene 10

Mutation rate 10%

No. of iterations 50

Selection & crossover strategies Ranking & elitist
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Figure 6.14. Illustration of radius implementation from Gaussian RBFs, Left-hand side graph: RBFs

for the radius variation, Right-hand side image: Antenna side view in the discretization

used in NEC-2.

The optimized helical antennas for frequencies 25, 50 and 100 MHz are shown in Figure

6.15 and 6.16. The optimized RBFs weighting variables (ωi) and the performance are

listed in Table 6.11.

It can be seen that all the three helices have increasing radius along their length, and

expand towards the top. It is also noticed that they achieve wider bandwidth than

the uniform references at all three different frequencies. Explicitly, the bandwidth in-

creases from 0.025 MHz to 0.04 MHz at 25 MHz, 0.17 MHz to 0.25 MHz at 50 MHz,

and 1.50 MHz to 1.95 MHz at 100 MHz respectively. It can be stated that the antenna

performance can be significantly improved when the radius characteristics are allowed
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Table 6.11. Optimized helices with radius variation at 25, 50, and 100 MHz.

Radius variation 25 MHz 50 MHz 100 MHz

Radius

ω1 = 0.01 m ω1 = 0.01 m ω1 = 0.01 m

ω2 = 0.01 m ω2 = 0.01 m ω2 = 0.01 m

ω3 = 0.10 m ω3 = 0.01 m ω3 = 0.01 m

ω4 = 0.10 m ω4 = 0.07 m ω4 = 0.01 m

ω5 = 0.10 m ω5 = 0.10 m ω5 = 0.09 m

Pitch (p) 0.07 m 0.07 m 0.07 m

Wire length 2.32 m 1.44 m 0.83 m

Efficiency 49.2% 81.6% 85.0%

Bandwidth 0.04 MHz 0.25 MHz 2.05 MHz

Overall fitness 89.2 106.6 290.0

(w = 1000) (w = 100) (w = 100)
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Figure 6.15. Side view of optimized configurations of helices with radius variation at (a) 25 MHz,

(b) 50 MHz, and (c) 100 MHz.

to vary along the helices. This poses a convincible guideline in designing helical an-

tennas, i.e. allow the helical body to expand towards the top when the space permits,

in the pursuit of antenna performance improvement.

6.4.3 Non-Linear Structural Variations in Pitch

For pitch variations, a different RBFs implementation strategy has to be applied in

order to fulfill the fixed height requirement. Explicitly, the height increment (pitch)

for each segment is first obtained from the RBFs by locking the number of segments
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Figure 6.16. 3D view of optimized configurations of helices with radius variation at (a) 25 MHz,

(b) 50 MHz, and (c) 100 MHz.

(M). The accumulated height is derived and scaled to the physical height limit (Hmax =

0.25m). The scaling factor is then applied to the RBFs expansion to obtained an antenna

that satisfies the height constraint. This process is performed at every stage of the

modeling and optimization. An illustration of pitch and contribution from RBFs is

shown in Figure 6.17. It can be seen that larger RBF values at lower height contribute

to large pitch on the antenna near the bottom.
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Figure 6.17. Illustration of pitch implementation from Gaussian RBFs, Left-hand side graph: RBFs

for the pitch variation, Right-hand side image: Antenna side view in the discretization

used in NEC-2.
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The optimizing variables ωi are allowed to vary from 0.01 to 0.07 m, which limits helix

to have a minimum of three turns. The radius of the helix is set constantly and consis-

tently based on the uniform models at different frequencies, i.e. r = 0.10 m at 25 MHz,

r = 0.07 m at 50 MHz, and r = 0.4 m at 100 MHz respectively. The optimized helical

antennas with constant radius and pitch variation are obtained, as shown in Figure

6.18 and 6.19. The optimized RBFs weighting variables (ωi) and the performance are

listed in Table 6.12.

Table 6.12. Optimized helices with pitch variation at 25, 50, and 100 MHz.

Pitch variation 25 MHz 50 MHz 100 MHz

Radius (r) 0.10 m 0.07 m 0.04 m

Pitch

ω1 = 0.07 m ω1 = 0.07 m ω1 = 0.07 m

ω2 = 0.07 m ω2 = 0.07 m ω2 = 0.07 m

ω3 = 0.01 m ω3 = 0.01 m ω3 = 0.01 m

ω4 = 0.01 m ω4 = 0.01 m ω4 = 0.01 m

ω5 = 0.01 m ω5 = 0.01 m ω5 = 0.01 m

Wire length 1.98 m 1.42 m 0.83 m

Efficiency 60.9% 84.0% 74.3%

Bandwidth 0.041 MHz 0.27 MHz 1.95 MHz

Overall fitness 101.9 111.0 269.3

(w = 1000) (w = 100) (w = 100)

−0.2 0 0.2
0

0.05

0.1

0.15

0.2

0.25

x−axis (m)

(a)

A
nt

en
na

 H
ei

gh
t (

m
)

−0.2 0 0.2
0

0.05

0.1

0.15

0.2

0.25
(b)

x−axis (m)

z−
ax

is
 (

m
)

−0.2 0 0.2
0

0.05

0.1

0.15

0.2

0.25
(c)

x−axis (m)

z−
ax

is
 (

m
)

Figure 6.18. Side view of optimized configurations of helices with pitch variation at (a) 25 MHz,

(b) 50 MHz, and (c) 100 MHz.

It is seen that the three optimized pitch-varying helices exhibit increasing density of

winding close to the top end. They exhibit improved performance in comparison to the
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Figure 6.19. 3D view of optimized configurations of helices with pitch variation at (a) 25 MHz, (b)

50 MHz, and (c) 100 MHz.

uniform references. This finding also directs a guideline for antenna designing process

that denser winding towards the top of helix can effectively improve the efficiency and

bandwidth performance. This indication is particular useful for real-world applica-

tions when space is constrained for the antenna to grow. Pitch-varying technique will

be used in the next chapter for the design of a portable communication device.

6.4.4 Non-Linear Structural Variations in Radius & Pitch

In order to implement helical antennas with both radius and pitch variations, two RBF

expansions are required. One expansion is used to describe the radius variation and

determine the total number of segments (M), whereas the other describes the pitch

of each segment when normalized to achieve the specified antenna total height. All

RBF parameters are optimized simultaneously to yield an optimal helix where both

radius and pitch vary continuously along the antenna length. The optimizing ranges

for radius and pitch satisfy ωr ∈ [0.01m, 0.20m] and ωp ∈ [0.01m, 0.07m] respectively.

The optimizations are carried out at 25, 50, and 100 MHz, and the optimized helical

antennas with both radius and pitch variations are obtained, as shown in Figure 6.20

and 6.21. The optimized RBFs weighting variables (ωr and ωp ) and the performance

are listed in Table 6.13.

Obviously, when both radius and pitch variations are applied to the helix, the op-

timized helix combines the features of increasing radius and denser pitch along the
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Figure 6.20. Side view of optimized configurations of helices with radius and pitch variations at (a)

25 MHz, (b) 50 MHz, and (c) 100 MHz.
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Figure 6.21. 3D view of optimized configurations of helices with radius and pitch variations at (a)

25 MHz, (b) 50 MHz, and (c) 100 MHz.

height towards the top end. The consequent performance can also be improved com-

pared to the uniform references, and maximized total fitness can be achieved.

6.5 Overall Analysis

For demonstration purposes, the optimized helical antennas with uniform and opti-

mized non-linear structures are compared at 100 MHz.

6.5.1 Performance Comparison at 100 MHz

At 100 MHz, a fixed overall height h = 0.25 m corresponds to one twelfth of the wave-

length (h = λ/12). Optimized helices are shown in Figure 6.22 with their simulated

performance listed in Table 6.14. All optimized antennas out-perform the uniform he-

lices by utilizing radius and/or pitch variation along their length. The geometrical
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Table 6.13. Optimized helices with radius and pitch variations at 25, 50, and 100 MHz.

Radius & pitch variations 25 MHz 50 MHz 100 MHz

Radius (ωr)

ω1 = 0.01 m ω1 = 0.01 m ω1 = 0.01 m

ω2 = 0.01 m ω2 = 0.01 m ω2 = 0.01 m

ω3 = 0.10 m ω3 = 0.01 m ω3 = 0.01 m

ω4 = 0.10 m ω4 = 0.08 m ω4 = 0.02 m

ω5 = 0.10 m ω5 = 0.10 m ω5 = 0.08 m

Pitch (ωp)

ω1 = 0.07 m ω1 = 0.07 m ω1 = 0.07 m

ω2 = 0.07 m ω2 = 0.07 m ω2 = 0.07 m

ω3 = 0.01 m ω3 = 0.01 m ω3 = 0.01 m

ω4 = 0.01 m ω4 = 0.01 m ω4 = 0.01 m

ω5 = 0.01 m ω5 = 0.01 m ω5 = 0.01 m

Wire length 2.19 m 1.40 m 0.80 m

Efficiency 62.3% 84.7% 77.8%

Bandwidth 0.042 MHz 0.28 MHz 2.30 MHz

Overall fitness 104.3 112.7 307.8

(w = 1000) (w = 100) (w = 100)

characteristics of the optimized antennas indicate the trend that 1) the optimized ra-

dius varying helix has an increasing radius with height, 2) the optimized pitch varying

helix exhibits an increasing density of the winding with height, and 3) the radius and

pitch varying helices combine the features of the above two to maximize the perfor-

mance.

6.5.2 Antenna Q Factor at 100 MHz

As described in Chapter 1, the properties of electrically small antennas can be inter-

preted as the quality factor (Q), and the fractional bandwidth (FBW). Taking the heli-

cal antennas at 100 MHz as examples, they are designed with fixed height of 0.25 m,

which corresponds to a wavelength λ = 3 m, thus k = 2π
λ = 2π

3 . The term a, which is

defined as the radius of a sphere that circumscribes the maximum physical dimension
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Table 6.14. Optimized uniform and parameter-varying helices at 100 MHz.

50 MHz Uniform Radius Pitch Radius & pitch

reference variation variation variations

Wire Length 0.81 m 0.85 m 0.83 m 0.80 m

Efficiency 71.9% 85.0% 74.3% 77.8%

Bandwidth 1.50 MHz 2.05 MHz 1.95 MHz 2.30 MHz

Overall Fitness (w=100) 221.9 290.0 269.3 307.8
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Figure 6.22. Optimized helical antennas at 100 MHz:(a) uniform reference, (b) radius variation, (c)

pitch variation, (d) radius and pitch variations.

of the antenna is the height of the antenna, is equal to a = 0.25 in this case. This leads

to ka = 0.524, which satisfies the definition and requirement of being electrically small.

Assuming the radiation efficiency (ηr) be ideally 100%, the lower bound for the Q factor

(Qlb) can be defined:

Qlb = ηr(
1

(ka)3 +
1
ka )

= 100% × ( 1
(0.52)3 +

1
k0.52)

= 8.876

(6.9)

For bandwidth, the definition of bandwidth is set to fractional matched VSWR band-

width (FBWV):

FBWV(ω0) =
ω+ − ω−

ω0
(6.10)

where ω+ and ω− are the frequencies above and below ω0, and at those frequencies,

the VSWR is equal to an arbitrary value denoted by s.
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The fractional matched VSWR bandwidth and the Q are related:

Q(ω0) =
2
√

β

FBWV(ω0)
)√

β = s−1
2
√

s

(6.11)

where s is the VSWR value defining the bandwidth.

Thus the upper bound of FBWVub can be calculated:

FBWVub = 1
η

(ka)3

1+(ka)2
s−1√

s

= 1
100%

(0.52)3

1+(0.52)2
2−1√

2

= 0.0797

(6.12)

For the optimized helical antennas at 100 MHz, the bandwidth for the uniform, just

radius varying, just pitch varying, both radius and pitch varying helices have matched

bandwidth (VSWR < 2.0) of 1.50 MHz, 2.05 MHz, 1.95 MHz, and 2.30 MHz respec-

tively. The corresponding FBWV(ω0), β, s, and Q(ω0) are calculated and listed in

Table 6.15 .

Table 6.15. Q factor of the optimized uniform and parameter-varying helices at 100 MHz.

100 MHz Uniform Radius Pitch Radius & pitch

reference variation variation variations

Bandwidth 1.50 MHz 2.05 MHz 1.95 MHz 2.30 MHz

FBWV(ω0) 0.015 0.0205 0.0195 0.023√
β 1

2
√

2

Q(ω0) 47.1 34.5 36.3 30.7

It can be seen that either pitch or radius variation along the helix can effectively de-

crease the Q factor of this types of electrically antennas, in comparison to the conven-

tionally uniform winding strategy. The fractional bandwidth (FBWV) is also signif-

icantly increased from 0.015 of the uniform reference to around 0.20 with structural

variations. Particularly, when both radius and pitch variations are combined and ap-

plied on the helix, the bandwidth and Q factors are significantly improved. This suc-

cessfully verifies the robustness of the design and methodology.
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6.5.3 Current Distribution at 100 MHz

With the optimized helical antennas obtained at 100 MHz, the current distribution

along those antennas are investigated. For comparison purpose, a 0.75 m long quarter-

wave monopole is simulated at 100 MHz, and used as the reference model. Their

configurations and current distributions are shown in Figure 6.23.

Figure 6.23. Current distribution of optimized helical antennas at 100 MHz.

Furthermore, the current magnitude is plotted with respect to antenna height in order

to distinguish the difference in distribution, shown in Figure 6.24. It can be observed

that the optimized helical antennas have lower current magnitude near the bottom

where the excitation is located, and comparatively higher magnitude to the top end

in comparison to the uniform reference case. This indicates that the current is more
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evenly distributed along the antenna height, and thus provides the potential for the

matching networks to yield a wider operational bandwidth. At 25 and 50 MHz, the

current distributions look very similar to the ones at 100 MHz.
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Figure 6.24. Current distribution of optimized helical antennas with respect to antenna height at

100 MHz.

6.5.4 Radiation Patterns at 100 MHz

The optimized helical antennas are designed for operation in normal mode which is

typically used for applications where reduced size and omni-directional radiation are

the critical operational factors. Owing to their small size (with respect to wavelength),

the antennas will have a radiation pattern that is very similar to a short monopole on

an infinite ground plane. For illustration purpose, the radiation patterns of both co-

polarization and cross-polarization for the optimized antennas at 100 MHz are shown

in Figure 6.25.

It can be observed that the cross-polarization scales directly with the transverse ex-

tent of the antenna, and is generally very small. In particular, the uniform and pitch

variation versions have the same cross-polarization (under -30 dB). Comparatively,
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Figure 6.25. Gain pattern for the optimized helical antennas at 100 MHz.

the other two antennas with radius variations exhibit higher cross-polarized radiation.

However, the cross-polarization level remains clearly more than 20 dB below the co-

polarization level. As expected, the introduction of a large winding radius at the top

of the antenna introduces a small amount of axial mode radiation. At 25 and 50 MHz,

the gain patterns look very similar to the ones at 100 MHz.

6.6 The Effect of the Matching Network

A matching network is usually added to provide an exact match at the center frequency

of the operation band. This network, however, will have an effect on both efficiency

and bandwidth of the total antenna system and this section investigates its impact.
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6.6.1 Efficiency

One of the major optimization objectives is efficiency. This is the total efficiency includ-

ing the antenna and the matching network, and can be written as:

ηtotal = ηrad × ηmn (6.13)

where ηrad is the radiation efficiency of the antenna including the material loss, and

ηmn is the efficiency of the matching network. The radiation loss can be calculated

from NEC, but the matching network loss needs to be calculated separately.

• Matching Network Loss

The L-type matching network used in this work can inevitably cause some power

loss to the total antenna system. The lumped components used in the matching

network are attributed Q factors, explicitly QL and QC are the quality factors

for inductor and capacitor respectively. Finite Q factors of lumped components

imply resistance and therefore lead to power loss in the matching network.

Taking the normal L-type matching network as an example, the parasitic resis-

tance of the inductor and the capacitor are RL and RC, while the reactance are XL

and XC respectively (shown in Figure 6.26). The quality factor of the matching

network is:

Q =

√
RSource

RLoad
− 1 (6.14)

The quality factors for the series-leg (inductor) and the shunt-leg (capacitor) are:

QL = |XL|
RL

QC = RC
|XC|

(6.15)

The efficiency of the matching network can written as:

ηmn =
|PLoad|
|PSource|

× 100% (6.16)

where |PLoad| and |PSource| can be calculated as:

PLoad = 1
2 I2

LRLoad

PSource =
V2

Source
2RSource

(6.17)
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Figure 6.26. Illustration of normal and reversed L-type matching network.

The power losses in the inductor and capacitor are:

PlossL = 1
2 I2

LRL

PlossC =
V2

Source
2RC

(6.18)

Substitute Equations 6.15 and 6.17 into 6.18, it can be obtained:

PlossL = 1
2 I2

LRL

= 1
2

XL
QL

I2
L

= Q
QL

|PLoad|

PlossC =
V2

Source
2RC

= |XC|
2QC

(VSource
|XC|

)2

=
V2

Source
2QC|XC|

= Q
QC

|PSource|.

(6.19)
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The total power (PSource) is dissipated on the load (PLoad), the inductor (PlossL),

and the capacitor (PlossC):

PSource = PLoad + PlossL + PlossC. (6.20)

Substituting Equations 6.19 into 6.20 yields

PSource = PLoad +
Q

QL
|PLoad|+

Q
QC

|PSource|. (6.21)

Therefore, the efficiency of the normal L-type matching network can be derived:

ηmn = |PLoad|
|PSource|

=
1− Q

QC
1+ Q

QL

Q =
√

RSource
RLoad

− 1.
(6.22)

Similarly, the efficiency of the reversed L-type matching network can be expressed

as

ηmn = |PLoad|
|PSource|

=
1− Q

QL
1+ Q

QC

Q =
√

RLoad
RSource

− 1.
(6.23)

In this thesis, the Q factors for the inductor and the capacitor are set consistently

to 100 and 1000 respectively (based on typical values for realizable matching net-

works). Assuming a source impedance to be 50 Ω, an efficiency plot can be drawn

with respect to various loading impedance (RLoad) from 0 Ω to 100 Ω, as shown in

Figure 6.27. It can be observed that the efficiency of the L-type matching network

remains high with the input impedance lower than 100 Ω. Explicitly, the L-type

matching network does not have significant impact upon the total efficiency.

6.6.2 Bandwidth Sensitivity

In this thesis, L-type matching networks are used. The component values of the in-

ductor and the capacitor are first calculated based on the input impedance at the target

frequency (e.g. 100 MHz) in order to achieve a VSWR of 1.0 for a 50 Ω load. The ob-

tained L-type matching network is then applied at the rest of the frequency points, and

the bandwidth is derived as that frequency range for which there is a VSWR less then
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Figure 6.27. The efficiency of normal L-type matching network at various input impedance.

2.0. Nevertheless, it should be noted that a VSWR of 1.0 is not necessary at the target

frequency, because the ultimate goal is a bandwidth that is as wide as possible. There-

fore, it is investigated whether some variations to the LC components can be used to

effectively broaden the bandwidth by sacrificing the VSWR at the target frequency. Ex-

plicitly, the VSWR at the center frequency increases but remains under 2.0, and a wider

operational bandwidth can be obtained.

To carry out the investigation, both inductor and capacitor are given a variation of one-

tenth to twice their original values. The resulting network is applied, and the impact

is observed with respect to the components variations. The sample selected in this

investigation is a matching network with an inductor of 37.3 nH at a Q factor of 100,

and a capacitor of 54.5 pF at a Q factor of 1000. It is applied to an antenna with an input

impedance of Z = 12.7Ω − j1.65Ω, a bandwidth of 1.023 MHz with perfect matching

at target frequency.

• Impact of Inductor (L)

In Figure 6.28, the resulting bandwidth is shown for the cases where the induc-

tance in the matching network is varied. The peak is obtained with an inductor
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0.86 times the original value, while the resulting bandwidth is 1.024 MHz. The

VSWR is also plotted for both models. It can be stated that the variation in the

inductor does not have an obvious impact on the bandwidth.
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Figure 6.28. Bandwidth performance with inductor variations.

• Impact of Capacitor (C)

Likewise, the impact of the capacitor is investigated alone with respect to varia-

tions. The bandwidth and VSWR performance are plotted in Figure 6.29. Basi-

cally, a reduction of 15% in the capacitance can lead to a light improvement, but

relatively insignificant.

• Impact of Inductor and Capacitor (L&C)

Further, a more sophisticated test is carried out by varying both inductor and ca-

pacitor simultaneously. It can be ascertained from Figure 6.30 that the capacitor

comparatively plays a more important role in determining the bandwidth, but

the overall effect is small. As a result, the perfect matching network scheme is

applied throughout the entire investigation in this thesis. The study does, how-

ever indicate, that the results are stable to small variations in matching network

components.
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Figure 6.29. Bandwidth performance with capacitor variations.

6.7 RBF Sensitivity

Another critical issue that affects the complexity and accuracy of the simulation and

optimization is the selection of an appropriate number of radial basis functions in the

investigation. A greater number of RBFs can bring more flexibility to structural vari-

ations and thus more accurate results, but also at the cost of slower optimization con-

vergence and increased simulation load. Therefore, a sensitivity test is carried out with

respect to RBFs when the number of subset of RBF varies and all other settings remain

the same. The example used is a helical antenna with a constant pitch of 30 mm, and

the radius varies along the length. The settings of the simulation and optimization are

tabulated in Table 6.16.

The optimal solutions are converged and obtained with different numbers of RBFs

respectively, the comparisons are shown in Table 6.17. Based on the overall fitness, it

can be seen that when a number of 5, 6, and 7 RBFs are applied, the overall fitness is

greater than the case of 4 RBFs. Nevertheless, it is also noticed that the overall fitness

saturates when this number increases from 5 to 7, which indicates a diminishing return.
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Figure 6.30. Bandwidth performance with both inductor and capacitor variations.

Table 6.16. Simulation and optimization settings for RBF sensitivity test.

Geometry Optimization

Antenna height 0.25 m No. of genes 200

Radius variable range (ωi) 0.01 m - 0.03 m No. of iterations 50

Pitch 0.03 m No. of bits for variable ωi 6

No. of RBFs 4, 5, 6, 7 Mutation rate 10%

Fitness function E f f iciency(%) + 100 × Bandwidth(MHz)

Explicitly, a number of 5 RBFs can effectively provide sufficient structural variations to

the helical antenna optimization.

6.8 Experimental Validation

For the purpose of experimental validation, prototypes of the proposed helical anten-

nas at 100 MHz were fabricated according to their optimized parameters, as shown

in Figure 6.31. Helices were wound using an aluminum wire of radius 1 mm, and

mounted with a base connector with a length of 0.04 m. Experiments were carried
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Table 6.17. Optimized solutions and performance with various numbers of RBFs.

4 RBFs 5 RBFs 6 RBFs 7 RBFs

Radius

ω1 = 0.01 m ω1 = 0.01 m ω1 = 0.01 m ω1 = 0.01 m

ω2 = 0.01 m ω2 = 0.01 m ω2 = 0.01 m ω2 = 0.01 m

ω3 = 0.03 m ω3 = 0.01 m ω3 = 0.01 m ω3 = 0.01 m

ω4 = 0.03 m ω4 = 0.03 m ω4 = 0.01 m ω4 = 0.01 m

ω5 = 0.03 m ω5 = 0.03 m ω5 = 0.01 m

ω6 = 0.03 m ω6 = 0.03 m

ω7 = 0.03 m

Efficiency 93.1% 93.5% 93.4% 93.2%

Bandwidth 1.45 MHz 1.70 MHz 1.70 MHz 1.70 MHz

Overall fitness 238.1 263.5 263.4 263.2

out with respect to both matched bandwidth and radiation efficiency, using an Agilent

814ET RF network analyzer.

6.8.1 Efficiency

For efficiency measurement, a Wheeler cap [5] was used to fully enclose the antenna

and suppress the entire energy. The Wheeler cap was a 0.75 m cubic aluminium box

covering the antenna on top of the ground with edge fully sealed, shown in Figure

6.32.

For a transmitting antenna, the radiation efficiency can be defined as:

η =
Pr

Po
=

Pr

Pr + Pl
(6.24)

where Pr is the total power radiated, Pi is the total power input, and Pl is the total

power lost. Pl includes ohmic losses in the antenna wires and the losses in any tuning

or matching networks.

Equivalently, this equation can be written as:

η =
Rr

Rr + Rl
(6.25)
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Figure 6.31. Fabricated helical antennas: (a) uniform reference, (b) radius variation, (c) pitch

variation, (d) radius and pitch variations.

where Rr is the radiation resistance and Rl is the loss resistance.

When the Wheeler cap is not used, the real part of the input impedance measured is

composed of the radiation resistance Rr and the loss resistance Rl, explicitly Rp = Rr +

Rl. It is suggested in [5] that when an antenna is enclosed with a conducting sphere of a

radius equals to a radian length λ
2π , the radiation resistance Rr will be eliminated from

the the input impedance without changing the loss resistance significantly. Therefore,

when the antenna is enclosed by the Wheeler cap, the real part of the input impedance

measured is purely the loss resistance Rl. The input impedance measured with or

without the cap can be listed in Table 6.18.

Table 6.18. Input impedance measured with and without the cap.

Input impedance (Real part)

Without cap Rr + Rl

With cap Rl

With Equation 6.25, the radiation efficiency of an antenna can be determined using Rr

and Rl. The matching networks were not included in the measurement, and the effi-

ciency was taken at the self-resonant frequency. The comparison between simulations
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Figure 6.32. Illustration of a Wheeler cap for efficiency measurement.

and measurements are listed in Table 6.19. Much of the difference between measure-

ment and simulation can be attributed to measurement inaccuracy and the wire model

representation.

Table 6.19. Efficiency comparison of simulations and measurements at 100 MHz.

Efficiency Uniform Radius Pitch Radius and Pitch

Reference Variation Variation Variations

Simulation 83.6% 82.9% 79.2% 83.2%

Measurement 80.4% 79.5% 75.7% 85.2%

Importantly, the optimized parameter-varying helical antennas exhibit reasonable and

consistent performance as predicted in simulation.
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6.8.2 Bandwidth

For bandwidth measurement, experiments were performed on top of an aluminium

sheet acting as the ground plane, shown in Figure 5.10. Appropriate L-type match-

ing networks were connected and finely tuned between the antennas and the the net-

work analyzer. In order to obtain the operational bandwidth of the proposed helical

antennas, an L-section matching network is built for each helical antenna. The VSWR,

however, is not necessarily matched to 1.0 at 100 MHz when the maximum operational

bandwidth with VSWR < 2.0. In the following work, the variable inductor and capac-

itor used in the matching network is finely tuned such that the maximum bandwidth

can be obtained. The sample L-section matching network built for the bandwidth mea-

surement is shown in Figure 5.11.

The measured bandwidth for the optimized helical antennas are compared to the simu-

lated results, as shown in Table 6.20. It can be seen that the original simulation indicates

matched operational bandwidths of 1.50 MHz, 2.05 MHz, 1.95 MHz, and 2.30 MHz re-

spectively for the four helical antennas. Comparatively, the prototype measurement

results are consistent with results from the simulation. The VSWR performance of the

simulation and prototype measurement is also plotted in Figure 6.33. The consistency

between the measured results and those predicted through simulations validates the

approach. The discrepancies are attributed to the underestimated losses in the match-

ing networks as well as the higher ohmic losses of the aluminium wire.

Table 6.20. Bandwidth comparison of simulations and measurements at 100 MHz.

Bandwidth Uniform Radius Pitch Radius and Pitch

Reference Variation Variation Variations

Simulation 1.50 MHz 2.05 MHz 1.95 MHz 2.30 MHz

Measurement 1.80 MHz 2.55 MHz 2.50 MHz 2.50 MHz

6.9 Conclusions

This chapter has considered the optimization of helical antennas operating at HF and

VHF frequencies. Structural variations in terms radius and pitch were proved to be
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Figure 6.33. Bandwidth of optimized helical antennas from simulation and measurement at 100

MHz.

an effective and practical way to introduce distributions of inductance along a helical

antenna. By employing radial basis expansions, sufficient structural variations can be

investigated on the antennas with few optimization variables. Near-optimal helical

configurations were found at three different frequencies by applying an in-house de-

veloped tool coupling an electromagnetic simulator to an evolutionary optimizer. A set

of the proposed optimal helical antennas were fabricated and measured, with experi-

mental results indicating a good agreement between simulation and measurement. It

was successfully verified that helical antennas can be optimized to perform with wider

bandwidth while maintaining good efficiency. With this satisfactory achievement, the

question now arises as to how the optimal helical antennas perform in a non-ideal en-

vironment. Explicitly, when the infinite conducting ground plane is replaced by more
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complex material and/or structure (e.g. a hand-held device used as the ground plane).

Therefore, the next chapter will continue to investigate those relevant issues.
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Chapter 7

Impact of Non-ideal
Environment & Mutual

Interaction

T
HIS chapter extends the investigation of optimized helical an-

tennas to include the impact of non-ideal environments, by prob-

ing a series of realistic operation scenarios. Different types of

ground conditions are first explored, including realistic soil ground and ra-

dial metallic wire ground. Radial wire screens are often used as an alter-

native to realize a conducting ground, and have shown great effectiveness

in mimicking a solid planar metallic ground. The impact on the antenna

performance of metallic objects in its vicinity is also investigated. A case

study is performed in order to design an optimal VHF helical antenna on a

hand-held device operating at 300 MHz. The achieved results successfully

verify the antenna design methodology and the role of non-ideal ground

plane in realistic applications. The mutual interaction between two identi-

cal optimal helical antennas is also investigated. Scattering parameters of

the whole antenna system including the matching networks and transmis-

sion between antennas are explicitly described and cascaded. The results

indicate that the optimal helical antennas do not increase the mutual inter-

action when used in an array condition, in comparison to the reference case

of a quarter-wave monopole array.
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7.1 Introduction

In the previous chapters, helical antennas have been investigated and optimal designs

have been obtained by varying their structural features along the length. This approach

has demonstrated enhanced performance for the helical antenna operating in the nor-

mal mode as shortened resonant omnidirectional antennas for HF and VHF commu-

nications. Nevertheless, most helical antennas are mounted and used on non-ideal

ground planes, e.g. on portable devices. In contrast, the optimized helical antennas

obtained in the previous chapter were designed, simulated, and optimized under the

assumptions of ideal environment, i.e. an infinite perfectly conducting ground plane,

and no near-by objects. Such environments, however, do not exist in the real world.

Consequently, the impact of non-ideal environments upon the robustness of the pro-

posed optimizations need to be considered, and this builds the subject of this chapter.

First, we consider the impact of having the perfect infinite conducting plane replaced

by a realistic soil ground or a planar system of radial wires with finite length. Realistic

soil grounds can be categorized as ”good”, ”average”, and ”poor” quality based on

their dielectric constants and conductivities. The conductivity quality of the realistic

soil ground is dominantly determined and influenced by the water content [82]. The

bandwidth and radiation efficiency are taken as the performance indicators for com-

parison. As expected, on an imperfect ground the radiation efficiency decreases signif-

icantly due to the attenuation of surface waves, and bandwidth increases as a tradeoff.

A radial wire screen is a commonly used alternative ground plane configuration for

HF and VHF antennas, and it can effectively increase the efficiency in comparison to

realistic soil ground. Other advantages of a radial wire screen also include its lower

weight, and the simplicity for assembly compared to a solid metal ground.

Second, the impact of near-by metallic objects on the antenna performance is investi-

gated in terms of objects geometry, dimensions, distance, orientation. The mesh size of

the objects in the computation is also considered. In NEC-2, metal sheets are modelled

as wire meshes, and thus metal objects can be constructed using this approximation.

A cubic metal box with various dimensions is located and aligned horizontally to the

optimized antenna, in order to find out the influence on the radiation performance.
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When a re-optimization is carried out including a metallic box, the similarity of the

results for the optimal helical shape compared to the optimal antenna in free-space,

demonstrates the robustness of the antenna design methodology.

Furthermore, we consider the case where the ground plane is replaced by the metal

casing of a portable device, to consider the operation of the antenna from a more prac-

tical viewpoint. A pitch-varying helical antenna with a fixed height of 0.08 m is to be

optimized on a hand-held metal case for operation at 300 MHz. The goal of the design

is to maximize the efficiency and bandwidth under perfect matching by continuously

varying the pitch only, as the application of the radius expansion strategy would be

impractical. An optimized antenna is obtained that exhibits a satisfactory omnidirec-

tional radiation pattern.

Finally, the mutual interaction between two identical optimal helical antennas is ex-

plored. The scattering parameters between two quarter-wave monopole antennas are

used as the reference for comparison purpose. The whole antenna system is described

using S parameters in terms of S-matrices of the matching networks, and the trans-

mission path between antennas. The results show that the operation of our optimized

helical antenna do not increase the interference compared to the reference monopoles,

when applied in an array mode. This further proves the effectiveness and reliability of

the optimization procedure.

7.2 Impact of Ground Conditions

In the present work, NEC-2 is used to model and simulate the environment as well

as the antenna. A 3-turn uniform helical antenna resonant at 100 MHz and with total

height of 0.25 m is taken as the reference model for comparison purpose. The opti-

mized uniform pitch (P) and radius (R) are obtained by parameter sweeping, which

yields P = 0.07 m and R = 0.04 m. This reference helix is simulated above an infinite

conducting ground plane in NEC-2, and simulation results yield a radiation efficiency

of 71.9% and bandwidth of 1.50 MHz with a center frequency of 100 MHz.
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7.2.1 Realistic Soil Ground

When the infinite conducting ground is replaced by a realistic soil ground, the surface

wave is attenuated, which results in a dramatic drop in the radiation efficiency. Impor-

tantly, The term ’radiation efficiency’ is defined as the integration of the energy of all

fields radiated from the antenna in relation to the power input to the antenna. With re-

spect to different electromagnetic properties of the soil, the ground can be categorized

as good, average and poor based on its relative permittivity ϵr and dc-conductivity σ,

as shown in Table 7.1.

Table 7.1. Realistic soil property of various types.

Good Average Poor

Relative Permittivity ϵr 4 13 5

Conductivity σ 0.010 S/m 0.005 S/m 0.001 S/m

The four types of optimized helical antenna, namely uniform reference, radius vari-

ation, pitch variation, radius and pitch variations, are simulated with a realistic soil

ground. The resulting radiation efficiency and bandwidth performance are listed in

Table 7.2.

It is important to point out that any energy loss whether it is in the elements or in the

ground will contribute to the resistive element of the impedance measured at the drive

point. Therefore, it is observed that when realistic soil grounds are used, the efficiency

decreases significantly as predicted, and the operation bandwidth increases dramati-

cally as a trade-off. Such findings can be verified using the methods introduced in [83].

It is therefore realized that a realistic soil ground is not applicable for practical opera-

tion, and thus a ground with metallic conducting properties is essentially required.

7.2.2 Radial Wire Ground

A radial wire screen is an alternative practical way to replace the perfect conducting

ground in simulation and operation. The uniform reference antenna mounted on a

sample radial wire screen composed of 16 wires is illustrated in Figure 7.1. Radial
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Table 7.2. Performance comparison of optimized helical antennas between perfect ground and re-

alistic soil ground at 100 MHz.

Uniform Reference Radius Variation

Efficiency Bandwidth Efficiency Bandwidth

Perfect Ground 71.9% 1.5 MHz 85.0% 2.1 MHz

Good Soil 0.1% 45.0 MHz 0.1% 45.0 MHz

Average Soil 2.0% 7.1 MHz 0.1% 45.0 MHz

Poor Soil 1.2% 4.0 MHz 1.8% 4.1 MHz

Pitch Variation Radius and Pitch Variations

Efficiency Bandwidth Efficiency Bandwidth

Perfect Ground 74.3% 1.95 MHz 77.8% 2.30 MHz

Good Soil 0.094% 45.0 MHz 0.144% 45.0 MHz

Average Soil 2.49% 7.30 MHz 2.91% 7.50 MHz

Poor Soil 1.50% 4.10 MHz 1.78% 4.30 MHz

wires can effectively sustain the propagation of surface waves and thus increase the

radiation efficiency. A screen of radial wires can be defined with several parameters

including the number of wires (N), the radius of the screen (Rscreen), and the wire thick-

ness (Rwire). In this section, these three parameters are explicitly investigated in terms

of their impact towards performance. Specifically, in the investigation, the number of

wires takes the values of 4, 8, 16, 64, 256 for screen radii of 0.25 m and 1 m, with wire

thicknesses of 1 mm and 10 mm. The uniform reference antenna is simulated with the

different radial screens, to test the radiation efficiency difference as shown in Table 7.3.

When the number of radial wires or the wire radius increases beyond a certain limit,

the radial wires start to overlap, and NEC-2 cannot provide estimation, and thus the

results are denoted as ’N/A’ in the table.

Particularly, the impact of the radius of the plane is further probed by comparing the

results to the ones using a 0.50 m radial screen with 8 and 16 wires. The comparison
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Figure 7.1. Illustration of a radial wire screen composed of 16 wires with a uniform reference helical

antenna.

Table 7.3. Radiation efficiency comparison of a radial wire screen of different features with a uniform

reference antenna at 100 MHz.

Radiation efficiency
Rscreen = 1 m Rscreen = 0.25 m Rscreen = 0.25 m

Rwire = 1 mm Rwire = 1 mm Rwire = 10 mm

N = 4 11.3% 11.1% 29.7%

N = 8 25.4% 24.4% 45.9%

N = 16 46.2% 40.8% 53.3%

N = 64 75.1% 54.8% N/A

N = 256 80.6% N/A N/A

indicates a good and consistent trend by enlarging the size of the radial screen, as

shown in Table 7.4 and Figure 7.2.

It can be seen that, a) the greater the numbers of wires, the higher radiation efficiency

can be achieved; b) when the same number of wires are used, a larger screen yields

higher radiation efficiency; c) thicker wires lead to higher efficiency for screens of the

same size. This test successfully verifies the effectiveness of a radial wire screen for use

as the conducting ground plane for helical antennas.

Page 133



7.3 Impact of Near-by Metallic Objects

Table 7.4. Efficiency comparison of a uniform helix on a radial wire screen with different radius.

Rscreen 0.25 m 0.50 m 1.00 m

N = 8 24.4% 25.0% 25.4%

N = 16 40.8% 43.1% 46.2%
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Figure 7.2. Efficiency of a uniform helix on a radial wire screen with different radius.

7.3 Impact of Near-by Metallic Objects

To probe the impact of near-by objects, a metallic box is placed in the vicinity the opti-

mal antenna and simulated in NEC-2. This metallic box is represented using meshed

wires, and therefore, the sensitivity of the arrangement of meshed wires to model

metallic plate is firstly investigated. The metallic box is then varied in terms of its

dimension and distance to the antenna. The antenna placement above the box is also

optimized for an optimal loading position. With the optimized mesh size and load-

ing position, the optimized helical antennas obtained from previous investigations are

re-optimized on top of a metallic box. The original optimal antennas are compared to

the re-optimized helical antennas, and the similarity of the obtained helical geometries

verifies the robustness and reliability of the design methodology.
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7.3.1 Modeling of Near-by Metallic Objects

• Mesh Size

It is generally accepted that when the mesh size (dmesh) is equal or less then one-

tenth of a wavelength ( λ
10), i.e. dmesh ≤ λ

10 , the mesh is dense enough to model a

metallic plate when the method of moments (MoM) is applied in NEC-2. In the

current investigation, at the operating frequency of 100 MHz, λ
10 is correspond-

ingly 300 mm. Nevertheless, in the present application, a mesh size of 300 mm

appears not sufficiently fine to model the metal box accurately. Therefore, a mesh

size of 25 mm, 50 mm, 100 mm, and 150 mm is tested to observe the sensitiv-

ity of the result to the wire-mesh discretization fineness. The uniform reference

helical antenna is used for this purpose and mounted at the center point on top

of a metal box. The metal box has dimensions of Width × Length × Height =

0.3 m × 0.3 m × 0.1 m. The radiation efficiency and bandwidth performance are

compared to the case of an infinite conducting ground. The results are listed in

Table 7.5, and the configurations are shown in Figure 7.3 .

Table 7.5. Sensitivity test of the mesh size with the reference uniform helix at 100 MHz.

dmesh No Box 150 mm 100 mm 50 mm 25 mm

Efficiency 71.9% 59.4% 60.0% 60.9% 60.5%

Bandwidth 1.5 MHz 1.0 MHz 1.0 MHz 1.0 MHz 1.0 MHz

Figure 7.3. Illustrations of a metal box of different mesh size with a uniform reference helical an-

tenna: (a) 150 mm, (b) 100 mm, (c) 50 mm, (d) 25 mm.

From the results in the table, it is verified that a mesh size equal or less than 100

mm can lead to stable results. However, considering the possibility of a further
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size reduction of the metal box, 50 mm (or λ
60) is used as the standard mesh size

at 100 MHz in the following investigation.

• Dimension

The impact of near-by objects for different overall dimensions is then investi-

gated. The cubic metal box is aligned 10 mm next to the uniform helical antenna,

and 10 mm above the perfect conducting ground. This increased distance is nec-

essary, as NEC-2 does not allow wires to touch the ground. The dimension of the

box (dbox) is varied to take the values dbox = 50 mm, 100 mm, 200 mm, and 400

mm. The radiation efficiency and bandwidth performance are compared to the

case with no near-by objects. The results are listed in Table 7.6, and the configu-

rations are shown in Figure 7.4. An alternative practical scenario would consider

a lossy dielectric object, e.g. a head or hand, which however, NEC-2 can not pro-

vide a solution for. The metallic box can in this sense be considered as a worst

case scenario.

Table 7.6. The impact of a metal box due to different dimensions towards the performance of the

reference uniform helix at 100 MHz.

dbox No Box 50 mm 100 mm 200 mm 400 mm

Efficiency 71.9% 71.5% 70.8% 72.4% 82.8%

Bandwidth 1.50 MHz 1.45 MHz 1.30 MHz 0.95 MHz 1.00 MHz

It is realized that when the dimension of the metal box increases, it starts to act as

a reflector, and thus improves the radiation efficiency at the cost of degradation

in bandwidth. It is therefore critical to consider the distance between the antenna

and the object, which will be discussed in the next section. More importantly,

a metallic body with a considerable dimension will affect the radiation pattern

of the antenna as shown in Figure 7.5, where the gain patterns for the uniform

reference with various dimensions of nearby metallic box are displayed. 7.5.

• Distance

In this section, the dimension dbox of the metal box is fixed at 200 mm, which is

considered as a reasonable size representing an HF transceiver. It is still located
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Figure 7.4. Illustrations of a metal box of different dimensions dbox next to a uniform reference

helical antenna: (a) 50 mm, (b) 100 mm, (c) 200 mm, (d) 400 mm.

10 mm above the perfect ground, and the horizontal distance (dhor) to the uniform

reference helical antenna is set to 10 mm, 50 mm, 100 mm, and 200 mm. The

radiation efficiency and bandwidth performance are compared the case with no

near-by objects. The comparisons are listed in Table 7.7 with the configurations

shown in Figure 7.6.

Table 7.7. The impact of a 200 mmm cubic metal box towards the performance of the reference

uniform helix at 100 MHz due to different horizontal distance.

dhor 10 mm 50 mm 100 mm 200 mm No Box

Efficiency 72.4% 69.1% 69.2% 70.3% 71.9%

Bandwidth 0.95 MHz 1.10 MHz 1.30 MHz 1.35 MHz 1.50 MHz

It is noticed that when the metal box is aligned further away from the helical an-

tenna, it has less impact towards the performance. Vise versa, closer placement

will decrease the bandwidth and increase the radiation efficiency. Furthermore,

the gain pattern of those four models are shown in Figure 7.7, indicating a negli-

gible impact for larger distances as expected.

• Loading Position Above the Box

When a helical antenna is mounted on top of a metal box, the loading position
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Figure 7.5. Gain patterns of a uniform reference helical antenna with a metal box of different

dimensions dbox nearby: (a) 50 mm, (b) 100 mm, (c) 200 mm, (d) 400 mm.

Figure 7.6. Illustrations of a metal box next to a uniform reference helical antenna at different

horizontal distance dhor: (a) 10 mm, (b) 50 mm, (c) 100 mm, (d) 200 mm.

may also have a strong impact towards its performance [84]. Therefore, the op-

timal loading position for an antenna above a rectangular metal box is investi-

gated. To simplify this problem, the square top metal sheet is represented as a

4L × 4L meshed grid and several nodes are selected as connection point for the

antenna, as shown in Figure 7.8. The center is labeled as #0, and the other five

nodes are labeled based on their distance to the center, as listed in Table 7.8. Con-

sidering the symmetries, the six positions can fully represent all the positions on

the sheet.
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Figure 7.7. Gain patterns of a uniform reference helical antenna with a metal box nearby at different

horizontal distance dhor: (a) 10 mm, (b) 50 mm, (c) 100 mm, (d) 200 mm.

Table 7.8. The positions selected on the square sheet and their distance to center.

Loading position #0 #1 #2 #3 #4 #5

Distance to center 0 L
√

2L 2L
√

5L 2
√

2L

In the simulation, the dimension of the metal box is set to Width × Length ×

Height = 0.3m × 0.3m × 0.1m, and thus one grid is equal to L = 75 mm. The

radiation efficiency and bandwidth performance are compared at all positions

and listed in Table 7.9.

It is observed that the further away the antenna is mounted from the center,

the better performance it can achieve. Particularly, it exhibits maximized radi-

ation efficiency and bandwidth with appropriate matchings when the antenna is

mounted at the corner of the metal sheet. Therefore, the corner position is taken

as the preferred loading position for antenna in the later investigation.
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Figure 7.8. Illustrations of the possible loading position on a square metal sheet.

Table 7.9. The impact loading position towards the performance of the reference uniform helix at

100 MHz.

#0 #1 #2 #3 #4 #5

Efficiency 60.9% 63.3% 65.6% 69.4% 71.3% 76.0%

Bandwidth 1.0 MHz 1.2 MHz 1.2 MHz 1.5 MHz 1.6 MHz 2.0 MHz

7.3.2 Re-optimization on Top of Metallic Box

In order to probe the robustness of the optimization procedure, the proposed optimal

helical antennas are re-simulated and re-optimized with a metal box involved. In this

process, the infinite ground is replaced by a metal box (Width × Length × Height =

0.3 m × 0.3 m × 0.1 m) with a mesh size of 50 mm, while the top surface is used as the

ground. For comparison purpose, each optimized helical antenna is firstly mounted on

top of the metal box and simulated to obtain the performance. This performance is then

compared to the original performance on an infinite perfect ground plane, i.e. where

no box is included, and then to the performance from the helical antenna re-optimized

with the metal box included.
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• Reference Uniform Helix

The reference uniform helix is designed through a parameter sweeping process

carried out with respect to radius and pitch. The only difference with previous

results is the replacement of infinite conducting ground by the metal box. The

procedure results in identical optimal antenna configuration with or without the

metal box, as listed in Table 7.10. The configurations are illustrated in Figure 7.9.

Table 7.10. The comparison the optimized reference uniform helix with and without a metal box at

100 MHz.

Original optimization Simulation of original Re-optimization

without a metal box helix on a metal box with a metal box

Radius 40 mm 40 mm

Pitch 70 mm 70 mm

Efficiency 71.9% 60.9% 60.9%

Bandwidth 1.50 MHz 1.02 MHz 1.02 MHz

Figure 7.9. Configurations comparison of the original and re-optimized uniform helices.

• Helix with Radius Variation

Similarly, the helical antenna with radius variation is re-optimized with the metal

box included. The optimization settings remain identical to previous investiga-

tions in Chapter 6. The results are listed in Table 7.11 with the configurations

shown in Figure 7.10. Comments and discussion will be provided later together

with other types of helical variations.
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Table 7.11. The comparison the optimized radius-varying helix with and without the metal box at

100 MHz.

Original optimization Simulation of original Re-optimization

without a metal box helix on a metal box with a metal box

Radius (ωr)

ω1 = 0.010 m ω1 = 0.010 m

ω2 = 0.010 m ω2 = 0.010 m

ω3 = 0.010 m ω3 = 0.010 m

ω4 = 0.010 m ω4 = 0.020 m

ω5 = 0.091 m ω5 = 0.080 m

Pitch 70 mm

Efficiency 85.0% 73.7% 76.1%

Bandwidth 2.05 MHz 1.50 MHz 1.45 MHz

Figure 7.10. Configurations comparison of the original and re-optimized radius-varying helices.

• Helix with Pitch Variation

The helical antenna with pitch variation is also re-optimized with the metal box

included, while optimization settings are same as previous investigation. The

results are listed in Table 7.12, and the configurations are shown in Figure 7.11.

The similarity in the results will be discussed later.

• Helix with Radius & Pitch Variations

Finally, the helical antenna with both radius and pitch variations is re-optimized

with the metal box included. The results are listed in Table 7.13 with the configu-

rations shown in Figure 7.12.
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Table 7.12. The comparison the optimized pitch-varying helix with and without the metal box at

100 MHz.

Original optimization Simulation of original Re-optimization

without metal box helix on metal box with metal box

Radius 40 mm

Pitch (ωp)

ω1 = 0.070 m ω1 = 0.070 m

ω2 = 0.070 m ω2 = 0.070 m

ω3 = 0.010 m ω3 = 0.014 m

ω4 = 0.010 m ω4 = 0.010 m

ω5 = 0.010 m ω5 = 0.010 m

Efficiency 74.3% 62.6% 62.6%

Bandwidth 1.95 MHz 1.30 MHz 1.28 MHz

Figure 7.11. Configurations comparison of the original and re-optimized pitch-varying helices.

It can be seen that when the metal box is used as the ground plane, the antenna

performance is degraded to some extends. More importantly, it can be also real-

ized from those four types of helical antennas that when the metal box is included

in the optimization procedure, the resulting optimal antenna configurations are

very similar to those obtained in the scenario where an infinite ground plane is

used. This similarity effectively proves the robustness and reliability of the opti-

mal design previously achieved, and also, verifies the success of the methodology

and optimization applied in this thesis.

Page 143



7.4 Case Study: Optimized VHF Antennas on a Hand-held Device

Table 7.13. The comparison the optimized radius-pitch-varying helix with and without the metal

box at 100 MHz.

Original optimization Simulation of original Re-optimization

without metal box helix on metal box with metal box

Radius (ωr)

ω1 = 0.010 m ω1 = 0.010 m

ω2 = 0.010 m ω2 = 0.010 m

ω3 = 0.010 m ω3 = 0.015 m

ω4 = 0.022 m ω4 = 0.024 m

ω5 = 0.080 m ω5 = 0.078 m

Pitch (ωp)

ω1 = 0.040 m ω1 = 0.070 m

ω2 = 0.040 m ω2 = 0.070 m

ω3 = 0.020 m ω3 = 0.010 m

ω4 = 0.010 m ω4 = 0.010 m

ω5 = 0.010 m ω5 = 0.010 m

Efficiency 77.8% 67.4% 71.2%

Bandwidth 2.30 MHz 1.50 MHz 1.45 MHz

7.4 Case Study: Optimized VHF Antennas on a Hand-

held Device

From a more practical point of view, VHF antennas are often used on portable commu-

nication devices (a walkie-talkie for example) where the supporting metal box is much

smaller than the box considered in previous section. In this section, a VHF antenna

operating at 300 MHz with a fixed height of 8 cm is to be mounted on a hand-held

device which has a dimension of Width × Length × Height = 5 cm × 6 cm × 10 cm.

This helical antenna can be designed with optimal continuous pitch variation, while

the radius is fixed at 1 cm, considering that an expanding radius helix is impractical

for portable usage. The configuration of the antenna and hand-held device case is il-

lustrated in Figure 7.13. The length of the antenna corresponds to λ
12.5 at 300 MHz. The

goal of the optimization is to obtain a helical antenna with maximized efficiency and

bandwidth.
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Figure 7.12. Configurations comparison of the original and re-optimized radius-pitch-varying helices.

In an initial step, a uniform helix is optimized with respect to its number of turns

(determined by the pitch) on an infinite ground plane. This optimized uniform helix

has a pitch of 2.33 cm (correspondingly 3 turns) with a radius of 1 cm. The same

helix antenna when mounted at the center on the top of the metal case is used as the

reference, as shown in Figure 7.14(a). From the NEC-2 simulation, it is expected to

exhibit an efficiency of 94.1% and a bandwidth of 0.75 MHz, as listed in Table 7.14.

In the second step, the optimization process is now carried out by allowing the pitch

to continuously vary for the infinite ground. The optimized helix is then also posi-

tioned on top of the metal box to find its corresponding performance, as shown in

Figure 7.14(b). This optimized helix with pitch variation outperforms the uniform ref-

erence helix when mounted on the metal case, with a maintained efficiency of 92.0%

and improved bandwidth of 1.14 MHz, as listed in Table 7.14. Comparatively, a uni-

form three-turn helix will exhibit an efficiency of 75.6% and a bandwidth of 0.06 MHz

when used in free space.

Table 7.14. Comparison of uniform and optimized helical antennas on a metal case.

Original optimization Simulation of original Re-optimization

without metal case helix on metal case with metal case

Efficiency 94.1% 92.0% 92.0%

Bandwidth 0.75 MHz 1.14 MHz 1.14 MHz

In the third step, a re-optimization is performed for the antenna on the metal case as a

whole unit. The result shows a very similar optimal antenna configuration to the one
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Figure 7.13. Illustration of the antenna on a hand-held device.

for infinite ground in Figure 7.14(c). Such similarity effectively proves the the robust-

ness of the optimization, and provides a guideline in designing pitch-varying helix.

Specifically, by altering the pitch distribution along the antenna height and introduc-

ing denser winding at the top of the monopole and looser winding near its bottom, the

bandwidth can be increased.

Finally, the optimized helix is positioned on the side and at the corner of the metal

case. It is found that altering the loading position can change the antenna performance

significantly, especially in bandwidth (shown in Table 7.15). By mounting the antenna

on the side or at the corner of the metal case, the resulting bandwidth can be greatly

improved to 4.09 and 10.7 MHz respectively. The gain pattern of the optimized ex-

ample with the metal case is shown in Figure 7.15. The light tilt of the pattern axis is

caused by the placement of the antenna at the corner of the case. Such findings have

been mentioned in [84].
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Figure 7.14. Illustration of uniform and optimized helical antennas on a metal case.

Table 7.15. Comparison of optimized helix at different loading position on the metal case.

Center Side Corner

Efficiency 92.% 94.9% 97.0%

Bandwidth 1.14 MHz 4.09 MHz 10.7 MHz

7.5 Mutual Interaction Between Optimized Helical An-

tennas

When two antennas are used in a row, they can be related to the case of mutual cou-

pling in the near field or the transmission in the far field, depending on their separation

distance. This section will investigate both cases of 1) near-field mutual coupling, and

2) far-field transmission in according to various separation as a function of wavelength.

When two identical optimized helical antennas are operated with perfect matching,

one is used as the transmitting element and the other for receiving, as illustrated in

Figure 7.16. The whole system can be described by three 2-port subsystems, namely

the matching network #1 which connects the input port (50 Ω) to the transmitting

antenna, the transmission between the two antennas, and the matching network that

connects the antenna to the output (50 Ω). The characteristics of the three subsystems

can be interpreted using scattering parameters Smn1, Stx, and Smn2 respectively. By cas-

cading the S matrices of the three subsystems, the S parameters of the whole system

can be computed.
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Figure 7.15. Gain pattern of the optimized helix with pitch variation on a metal case.

Figure 7.16. Illustration of dual antenna system with three subsystems.

7.5.1 Scattering Parameters of Transmission between Antennas

In NEC-2, the two identical antennas are simulated with one of the antenna excited

with a 1V voltage source, as illustrated in Figure 7.17. Therefore, the Z parameters of

the system can be calculated as Z11 = V1
I1

and Z21 = V1
I2

. Due to symmetry arising from

the use of two identical antennas , the other parameters in the Z-matrix (z matrix) can

be obtained as Z11 = Z22 and Z21 = Z12.

Considering that the two identical antennas are both matched at their terminals, the

impedance at the two terminals Z01 and Z02 can be written as Z01 = Z02 = Z0, and the
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Figure 7.17. Illustration of dual antenna system with excitation.

Z-matrix for the two-port system can be converted to an S-matrix according to [61]:



S11 = (Z11−Z0)(Z22+Z0)−Z12Z21
∆

S12 = 2Z0Z12
∆

S21 = 2Z0Z21
∆

S22 = (Z11+Z0)(Z22−Z0)−Z12Z21
∆

(7.1)

where ∆ = (Z11 + Z0)(Z22 + Z0)− Z12Z21.

Therefore, the S-matrix (Stx) for the transmission in the free space between the two

antennas

S11 S12

S21 S22

 can be computed from the Z-parameters.

7.5.2 Scattering Parameters of Matching Networks

Apart from the free space transmission between the two antennas, the matching net-

works on each antenna also contribute to the system scattering matrix. This section

investigates the S parameters of typical L-type matching networks used in previous

sections. As illustrated in Figure 7.18, a 2-port L-type matching network has one par-

allel component and one series component with impedance of Z1 and Z2 respectively.
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Figure 7.18. Illustration of a two-port L-type matching network.

• Z-Matrix of Matching Networks

To derive the Z-matrix of a two-port matching network, we start from the net-

work representation as shown in Figure 7.19. The voltage at port 1 and 2 can be

Figure 7.19. Illustration of a two-port matching network for Z-matrix.

represented as V1

V2

 =

Z11 Z12

Z21 Z22

I1

I2

 (7.2)

or explicitly,  V1 = Z11 I1 + Z12 I2

V2 = Z21 I1 + Z22 I2 .
(7.3)

The impedance between port 1 and 2 can be found as follows:

Z11=V1
I1
|I2 = 0

Z12=V1
I2
|I1 = 0

Z21=V2
I1
|I2 = 0

Z22=V2
I2
|I1 = 0

(7.4)

where I1 = 0 and I2 = 0 refer to open circuit condition at port 1 and 2 respectively.

These two cases are considered successively in the following.
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Let us consider first the case where port 2 is open (I2 = 0). Equation 7.3 can then

be simplified to  V1 = Z11 I1

V2 = Z21 I1 .
(7.5)

Since Z1 is loaded, and its voltage is fully delivered to port 2

V2 = Z21 I1

= V1 = Z11 I1

(7.6)

which leads to

Z21 = Z11 . (7.7)

Due to the fact that Z11 = Z1 when looking into port 1 with port 2 open, it can be

found that

Z21 = Z11 = Z1 . (7.8)

Now let us consider the second case, when port 1 is open (I1 = 0). Equation 7.3

can be then written as  V1 = Z12 I2

V2 = Z22 I2 .
(7.9)

The L-type network of Figure 7.18 can then be regarded as a voltage divider with

V1 = V2
Z1

Z1 + Z2
. (7.10)

Substituting V1 and V2 from Equation 7.9 into 7.10 yields

Z12 I2 = Z22 I2
Z1

Z1 + Z2
. (7.11)

Eliminating the common element I2 from both sides yields

Z12 = Z22
Z1

Z1 + Z2
. (7.12)

Since Z22 = Z1 + Z2 when looking into port 2 with port 1 open, it is derived that

Z12 = Z1 . (7.13)
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Therefore, the Z-matrix of the matching network is obtained Z11 = Z12 = Z21 = Z1

Z22 = Z1 + Z2 .
(7.14)

• S-Matrix of Matching Networks

The scattering parameters of a two-port system can also be interpreted using S-

matrix, as illustrated in Figure 7.20, where V+
1 and V+

2 are the ingoing voltages

at port 1 and 2, while V−
1 and V−

2 are outgoing voltage.

Figure 7.20. Illustration of a two-port L-type matching network for S-matrix.

The S-matrix can be found from V+ and V− since V− = SV+, and thus can be

expanded as V−
1

V−
2

 =

S11 S12

S21 S22

V+
1

V+
2

 . (7.15)

Explicitly, this matrix operation can be written as V−
1 = S11V+

1 + S12V+
2

V−
2 = S21V+

1 + S22V+
2 .

(7.16)

When a two-port network is used, each side can be matched as illustrated in

Figure 7.21. First, when a matched load is used at port 2 (V+
2 = 0), as shown in

Figure 7.21(a).

The impedance looking into port 1 is

Zin1 = Z1//(Z2 + Z0)

= Z1Z2+Z0Z1
Z0+Z1+Z2

.
(7.17)

Thus, S11 is the reflection coefficient Γin1 at port 1

S11 = Γin1 =
Zin1 − Z0

Zin1 + Z0
. (7.18)
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Figure 7.21. Illustration of a two-port L-type matching network with matched load at (a) port 2,

and (b) port 1.

Substituting Zin1 from Equation 7.17 into 7.18, the reflection coefficient becomes

S11 = (
Z1Z2 + Z0Z1

Z0 + Z1 + Z2
− Z0)/(

Z1Z2 + Z0Z1

Z0 + Z1 + Z2
+ Z0) (7.19)

which can be expanded and simplified into

S11 =
Z1Z2 − Z0Z2 − Z2

0

2Z0Z1 + Z0Z2 + Z1Z2 + Z2
0

. (7.20)

Since port 2 is matched i.e. V+
2 = 0, thus V2 = V−

2 . Based on the voltage divider,

the voltage V−
2 can be written as

V−
2 = V2 = V1

Z0

Z0 + Z2
. (7.21)

At port 1, the voltage can be written as

V1 = V+
1 + V−

1

= V+
1 + S11V+

1 .
(7.22)

V+
1 can be expressed as

V+
1 =

V1

1 + S11
. (7.23)

Therefore, S21 can be obtained

S21 =
V−

2
V+

1
= (V1

Z0

Z0 + Z2
)/(

V1

1 + S11
) (7.24)

which can be simplified by eliminating V1 and yields

S21 =
Z0

Z0 + Z2
(1 + S11) . (7.25)
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The S11 from Equation 7.20 can be then substituted in the equation above result-

ing in

S21 =
Z0

Z0 + Z2
(1 +

Z1Z2 − Z0Z2 − Z2
0

Z1Z2 + 2Z0Z1 + Z0Z2 + Z2
0
) (7.26)

which can be rearranged as

S21 =
Z0

Z0 + Z2
(

2Z1Z2 + Z0Z1

Z1Z2 + 2Z0Z1 + Z0Z2 + Z2
0
) . (7.27)

Secondly, port 2 is matched (V+
1 = 0) as shown in Figure 7.21(b). The impedance

looking into port 2 is

Zin2 = Z2 + (Z0//Z1)

= Z0Z1+Z0Z2+Z1Z2
Z0+Z1

.
(7.28)

Thus, the reflection at port 2 can be written as

S22 = Γin2 =
Zin2 − Z0

Zin1 + Z0
. (7.29)

Substituting Zin2 from Equation 7.28 yields

S22 =
Z0Z2 + Z1Z2 − Z2

0

2Z0Z1 + Z0Z2 + Z1Z2 + Z2
0

. (7.30)

Since port 1 is matched that V+
1 = 0, thus V1 = V−

1 , the voltage at port 1 is

V−
1 = V1 = V2

Z0//Z1

(Z0//Z1) + Z2
(7.31)

or explicitly,

V−
1 = V2

Zin2 − Z2

Zin2
. (7.32)

At port 2, the voltage can be written as

V2 = V+
2 + V−

2

= V+
2 + S22V+

2 .
(7.33)

V+
2 can be expressed as

V+
2 =

V2

1 + S22
. (7.34)
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Therefore, S12 can be obtained

S12 =
V−

1
V+

2
= (V2

Zin2 − Z2

Zin2
)/(

V2

1 + S22
) . (7.35)

Eliminating V2 yields

S12 =
Zin2 − Z2

Zin2
(1 + S22) . (7.36)

Substituting S22 from Equation 7.30 in the equation above, S12 can be obtained

S12 =
Z0Z1

Z0Z1 + Z0Z2 + Z1Z2
(1 +

Z0Z2 + Z1Z2 − Z2
0

2Z0Z1 + Z0Z2 + Z1Z2 + Z2
0
) . (7.37)

Therefore, the four items in the S-matrix (Smn) of the matching networks

S11 S12

S21 S22


are obtained as 

S11 =
Z1Z2−Z0Z2−Z2

0
2Z0Z1+Z0Z2+Z1Z2+Z2

0

S21 = Z0
Z0+Z2

(1 + S11)

S22 =
Z0Z2+Z1Z2−Z2

0
2Z0Z1+Z0Z2+Z1Z2+Z2

0

S12 = Z0Z1
Z0Z1+Z0Z2+Z1Z2

(1 + S22) .

(7.38)

7.5.3 S-Matrix Cascade

In previous sections, the S-matrices of both the transmission (Stx) and matching net-

works (Smn) have been obtained. To obtain the scattering parameters of the whole

systems, it is then necessary to cascade the S-matrix of the sub-systems, including two

matching networks and the free-space transmission, as shown in Figure 7.16. When

two 2-port networks A and B, with scattering parameters SA and SB respectively, are

connected in series (port 2 of network A to port 1 of network B) to form a new 2-port

network with scattering matrix (Sint), this matrix can be represented as [61]

Sint =

SA
11 +

SA
12SA

21SB
11

1−SB
11SA

22

SA
12SB

12
1−SB

11SA
22

SB
21SA

21
1−SB

11SA
22

SB
22 +

SB
21SB

12SA
22

1−SB
11SA

22

 . (7.39)

By applying recursively this equation into the present investigation the overall scatter-

ing parameters of the whole system (Stotal) can be obtained. S-matrices of the matching
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network #1 (Smn1) and the transmission (Stx) can be first obtained, and then cascaded

to the matching network #2 (Smn2).

Stotal = Smn1 × Stx × Smn2. (7.40)

To provide a reference for the investigation, two identical quarter-wave monopoles are

positioned half a wavelength apart operating at 100 MHz, and their mutual coupling

is determined. The interaction between the two monopoles can be calculated based

on the current distribution of a receiving element with appropriate matching networks

for a perfect matching to 50 Ω. The cascaded scattering parameters of the monopoles

and matching networks are used as the references for comparison purpose. The same

process is then carried out for the four optimized helical antennas, i.e. two identical

helical antennas are positioned half a wavelength apart with one of them excited at

1 volt, while the other one is used as the receiving element. The S parameters of the

optimal helical antennas and the reference monopole antennas are listed in Table 7.16

including both transmission and matching networks.

Table 7.16. Scattering parameters of transmission between two identical antennas and the appro-

priate matching networks at 100 MHz.

S Parameters (dB) Transmission Matching Network

Monopole Stx =

 −0.19 −23.5

−23.5 −0.19

 Smn =

 −11.3 −0.33

−0.33 −11.3


Uniform Stx =

 −0.08 −12.7

−12.7 −0.08

 Smn =

 −0.73 −8.13

−8.13 −0.73


Radius Stx =

 −0.02 −19.8

−19.8 −0.02

 Smn =

 −1.89 −8.13

−8.13 −1.89


Pitch Stx =

 −0.07 −12.3

−12.3 −0.07

 Smn =

 −0.73 −8.10

−8.10 −0.73


Radius-Pitch Stx =

 −0.09 −13.1

−13.1 −0.09

 Smn =

 −0.95 −7.09

−7.09 −0.95


It is noticed that the quarter-wave monopoles have lower S11 in the matrix of their

matching networks. This is because the quarter-wave monopole has about 35 Ω input
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impedance, whereas the others are quite low due to their low radiation resistance. This

means the other four optimal antennas require the matching networks to provide res-

onance at the target frequency, and thus have significantly higher S11 in the matching

S-matrices.

By cascading the S matrices, the total scattering parameters for the dual antennas op-

erating half a wavelength apart are achieved, as listed in Table 7.17. It can be observed

that the reflection coefficients (S11) decrease which indicate better matching for the op-

timal helical antennas. Also, the S12 performance is lower than the reference monopole,

demonstrating weaker mutual interaction between the optimal antennas.

Table 7.17. Scattering parameters of the integrated system.

S Parameters (dB) Integrated System

Monopole Stotal =

 −0.17 −24.2

−24.2 −0.17


Uniform Stotal =

 −0.01 −35.4

−35.4 −0.01


Radius Stotal =

 −0.04 −27.5

−27.5 −0.04


Pitch Stotal =

 −0.01 −36.2

−36.2 −0.01


Radius-Pitch Stotal =

 −0.02 −34.3

−34.3 −0.02



7.5.4 Impact of Distance & Winding Direction on Mutual Coupling

To further investigate the mutual interaction between two antennas, the impact of their

distance is considered. Scattering parameters are computed as a function of the dis-

tance between the two antennas considered. In the second part of the section, the

effect of winding direction of the helical antennas on their coupling is investigated.
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• Impact of Distance

In this section, two identical antennas operating at 100 MHz are located on a

ground plane with a distance between their feed varying from one-tenth of a

wavelength ( λ
10 ) to twice the wavelength (2λ). The scattering parameters are cal-

culated from simulation based on the current distribution. The S parameters are

plotted with respect to distance in Figure 7.22.
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Figure 7.22. Scattering parameters of dual antennas operating at 100 MHz as a function of the

distance.

It can be seen that all the antennas have similar trend of S11 with respect to dis-

tance. More reflection can be detected when two antennas are located close to

each other. For perfect matching, there will be no reflection. However, because

of the mutual coupling to the nearby antenna, the matching is no more perfect.

More specifically, in the near-field, the coupling is desired to be minimized. It

is realized the optimal antennas have very much similar values to the uniform

reference helix, which indicates no significant impact of coupling introduced by
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their optimized winding configurations. In the far field, the transmission is de-

sired to be maximized. It can be observed that S21 decreases as expected when

the distance increases. The optimal antennas do not decrease faster or more than

the uniform reference helix, which demonstrates their normal operation.

• Impact of Winding Direction

In this section, the impact of winding direction on the mutual coupling between

nearby helix antennas is investigated. Specifically, the winding of the receiving

antenna is mirrored and becomes the opposite of the transmitting antenna. An

illustration can be provided in Figure 7.23.

Figure 7.23. Illustration of two antennas with opposite winding directions.

The scattering parameters are investigated in the near field and the distance be-

tween the transmitting and receiving antenna is varied from 0.1λ to 0.5λ. The S11

and S21 performance are shown in Figure 7.24. It is observed that the winding

direction does not appear to have a significant impact towards the performance

of the optimal helical antennas.

7.6 Conclusions

This chapter has investigated the impact of non-ideal practical environments upon the

operation of the optimal helical antennas obtained using the approach presented in

previous chapters. Firstly, the design was tested on a system of radial wires instead

of the PEC ground plane. Four wires were found sufficient to achieve similar perfor-

mance to the ground plane, hence verifying the stability of the design. The influence of

metallic objects on the optimal helical antennas has also been investigated by changing
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Figure 7.24. S11 and S21 performance of two antennas with the same and opposite winding direc-

tions.

the dimension of the interfering object and its distance to the helix. Re-optimization

has been carried out, including the non-ideal environment, and was shown to produce

similar helical configurations to the infinite plane, thus verifying the robustness of the

antenna design methodology. A realistic case study has been applied to find optimal

antenna configuration and shape on a hand-held device for VHF communication and

with the same conclusion. Finally, the mutual interactions between optimal helical

antennas have been studied. The scattering parameters indicate that the optimized

helices do not introduce significant additional mutual coupling compared to standard
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monopoles in the near-field, which shows the antenna to be suitable for array con-

figurations. The next chapter will wrap up and draw together the conclusion of this

thesis.
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Chapter 8

Conclusion & Future Work

T
HIS chapter draws together the conclusions from the work de-

scribed in this thesis and provides recommendations for future

work. It summaries all the factors that are important in the de-

sign of wire antennas for HF and VHF communications. The methodology

that couples electromagnetic simulation and evolutionary optimization has

been employed, with an in-house tool being successfully developed and

applied in this thesis. The results have proved such method to be effective

and reliable in providing robust configurations of different types of wire an-

tennas. A realistic application has been applied using the proposed design

method and shown great success in providing an optimal antenna for maxi-

mized performance. In addition, the mutual interaction between optimized

antennas has shown weak interference when used in an array mode.
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8.1 Conclusion

The concept of electrically small antennas has been investigated, and developed exten-

sively since its inception decades ago. When electrically small antennas are used for

HF and VHF communications, size reduction is usually the most important goal in the

design process. Particularly, inductive loading has been adopted as the primary ap-

proach in miniaturizing antennas in a way that retains good performance. This thesis

focuses on optimizing inductive loading distributions on various types of wire struc-

tures, in the pursuit of size reduction with optimal efficiency and bandwidth.

Chapter 1 has provided a brief overview on the fundamentals of HF and VHF commu-

nication including both advantages and drawbacks. Electrically small antennas have

been defined conceptually and their limitations discussed. Multi-objective optimiza-

tion has been also introduced in this chapter as it later applied to antenna optimization.

Chapter 2 has described the multi-objective optimization and evolutionary algorithms

in more details. Two types of evolutionary algorithms, genetic algorithm and particle

swarm optimizations, have been explicitly described including both fundamentals and

applications from the literature. Parametric antenna descriptions have been also con-

sidered as they lead to a more effective optimization process. The fitness function has

been discussed to illustrate its importance in balancing the trade-offs between multiple

objectives.

Chapter 3 has described the electromagnetic simulator (NEC-2) that is used in this

work. It has also described the method of moments which is the solution method of

the electric field integral equations and magnetic field integral equations, that lie at

the heart of NEC-2 simulator. In order to ease the complexity from antenna modeling

and computational load from multi-objective optimization, the antennas are parame-

terized using radial basis function expansions (RBFs) and these have been described

in this chapter. More importantly, an in-house tool that couples NEC simulator and

evolutionary optimizer has been introduced. This simulator plays an essential role in

the investigations of this thesis.
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Chapter 4 has described a strategy to miniaturize the size of HF and VHF wire antennas

by using lumped inductive loadings along the antenna height. The optimization has

been performed using a genetic algorithm implemented in MATNEC. Different load-

ing schemes have been applied to a shortened monopole to verify the effectiveness of

the procedure and its ability to find optimal solutions. The application of matching

networks has been discussed in order to provide appropriate matching in the pursuit

of maximized operational bandwidth. The achieved optimized solution can effectively

reduce the size of a resonant monopole while optimizing efficiency and bandwidth.

The results, however, show diminishing return when a large number of inductors are

used. The next chapter considers the use of the antenna structure itself to provide the

inductive loading.

Chapter 5 has continued the investigation of distributed inductance using the zig-zag

structure. The additional wire lengths, provided by the zig-zag shape, provide an ef-

fective way to introduce distributed inductance along a wire antenna and to effectively

shorten it. Radial basis functions were used to introduce sufficient structural variations

to the zig-zag with relatively few optimization variable. In this approach, structural

variation is described in terms of overall parameters such as width and winding den-

sity. Near-optimal zig-zag configurations were found in MATNEC with maximized

efficiency and bandwidth. The proposed optimal zig-zag antennas were fabricated

and measured to obtain their relative efficiency and operational bandwidth. Exper-

imental results have indicated a fairly good agreement between the simulation and

measurement, which has validated the investigation methodology.

Chapter 6 has further extended the investigation of distributed inductance by employ-

ing antenna composed of helical windings. A description of structural variation in

terms radius and pitch were found to be an effective and practical way to introduce

distributions of inductance along the antenna. By employing radial basis expansions,

sufficient structural variations can be implemented on the antennas with few optimiza-

tion variables. Near-optimal helical configurations were found at three different fre-

quencies by applying MATNEC. A set of the proposed optimal helical antennas were

fabricated and measured, with experimental results indicating a good agreement be-

tween simulation and measurement. The work has shown that helical antennas can be
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optimized to perform with wider bandwidth while maintaining good efficiency. Pe-

ripheral investigations were also carried out to consider such matters as the impact

of matching circuit loss on efficiency and bandwidth, the sensitivity of the final de-

sign, and the use of a reduced optimization space. These investigations have further

demonstrated the robustness and reliability of the optimized design and the overall

the design methodology.

Chapter 7 has considered the optimized helical antenna from a more practical point of

view, i.e. the impact of non-ideal environment. Different types of ground plane were

tested in terms of radiation efficiency and bandwidth using a uniform reference helix.

The influence of near-by objects upon the optimal helical antennas was also investi-

gated. Re-optimization was carried out with the non-ideal environment included, and

only slight changes in predicted antenna structure successfully verified the stability

of the design. Finally, the mutual interactions between optimal helical antennas have

been studied. The scattering parameters indicate that the optimized helices do not

pose significant interference when operating in an array mode, which also attests the

robustness and reliability of the optimal helical antennas previously achieved.

8.2 Future Work

This thesis has provided some feasible optimal solutions for several types of wire an-

tennas for HF and VHF communications. Nevertheless, due to the time constraint

imposed by the duration of this research and the limitation of resources, some topics

and ideas that have the potential to further improve the quality of the solutions have

not been carried out. They are listed as follows:

• Hybrid Evolutionary Algorithm

In this thesis, two types of evolutionary algorithms, i.e. genetic algorithm and

particle swarm algorithm, have been introduced and employed in the optimizer

in MATNEC. Nevertheless, each of the algorithms is operated alone without con-

nections to other types of optimization algorithms. It was also realized in the
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investigation that the convergence slows down when most of the candidate so-

lutions gather to the global optimal region in the later stage of the optimization.

This phenomenon indicates that the candidate solutions are wandering around

near optimal region, and thus lowers optimizing efficiency.

Therefore, it is of great interest to employ some calculus-based methods (gradi-

ent method for example) in the later stage of the optimization. Explicitly, the

program monitors the convergence closely and detects the closeness of the can-

didate solutions. Once the optimization has converged to a pre-defined level,

for instance 95% similarity of the whole solutions, evolutionary algorithm is re-

placed by gradient method. Further optimization is thus performed in the global

near-optimal region so that it overcomes the risk of been trapped in the local

optimum. This hybrid optimization algorithm effectively takes the advantages

of both evolutionary and calculus-based algorithm, so that it is able to converge

faster by avoiding local optimum, as well as to achieve more accurate absolute

global optimal solution.

Furthermore, it is also possible to integrate GA and PSO by taking their unique

features and implement into a hybrid evolutionary algorithm, e.g. hybrid-GA-

PSO algorithm. In the investigation, it was also noticed that PSO can be ma-

nipulated to exploit the whole solution region more efficiently than GA, e.g. by

increasing the velocity to move the particles faster. Consequently, it is also po-

tentially valuable to apply the features of both GA and PSO at different stages of

the optimization.

• Other Antenna Structures / Types

In chapters 5 and 6, two types of wire structures, i.e. zig-zag and helix, were in-

vestigated in detail. They have shown great success in providing distributed in-

ductance along their bodies, by varying the geometrical parameters. The optimal

configurations have also demonstrated improved performance with respect to ef-

ficiency and bandwidth, thus the robustness and reliability of the design method-

ology. Such design methodology can also be applied to other types of wire struc-

tures in the pursuit of improved performance. The potential wire structures may
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include, 1) Yagi-Uda antennas with optimized element lengths and separations,

2) spiral antennas with optimized varying arm length, arm width and winding

radians, 3) fractal antennas with optimized space-filling curve, and so on.

More importantly, this method is applicable, but not restricted to wire structures.

With the assistance of appropriate simulation tools, this method can be applied to

optimize other types of antenna, such as micro-strip antennas (PIFA for example),

reflector antennas (dish antenna for example), or aperture antennas (slot antenna

for example).

• Higher Frequency Band

This thesis primarily has investigated wire antennas operating at HF and VHF

bands (3 - 300 MHz) with corresponding wavelength ranges from 1 to 100 me-

ters. Specifically, the monopole antennas with lumped inductors and the zig-zag

antennas were optimized at 100 MHz, while the helical antennas were optimized

at 25, 50 and 100 MHz, the portable antenna for hand-held device was targeted

for 300 MHz. Since the design methodology has been proved to be robust and

reliable for a number of times, it is believed that it can be applied to higher fre-

quency bands in future investigations.

• Complex Base Structure

In chapter 7, a cubic metal box is used to act as a finite conducting ground for the

operation of helical antennas. Other non-ideal ground planes are also of impor-

tance and merit investigation. Most often, HF and VHF antennas are mounted on

top of a mobile vehicle with the metal roof acting as the ground. The remaining

part of the vehicle can, however, also influences the antenna performance, and

the investigation of its impact is of extreme importance.

• MIMO Array Mode

Chapter 7 of this thesis has carried out an investigation of the mutual interac-

tion between two identical optimized helical antennas when operated in an array

mode, and the results indicate negligible interference. MIMO (multiple-input-

multiple-output) is a technology that requires multiple antennas at both receive

and transmit sides, and their mutual interference is of extreme importance to this
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technology. MIMO is increasingly employed to improve spectral efficiency as

well as operational reliability. Traditionally, it was regarded that radio signals

reflect off objects, create multiple paths and consequently cause interference and

fading in a rich multi-path environment. MIMO, however, turns such disadvan-

tage into benefits [85]. It sends different data each path, and hence increases the

amount of information the system carries.

Crucial to MIMO is the use of array antennas for both receive and transmit. At

lower frequencies, antenna size reduction of the type considered in this thesis is

crucial. For MIMO application, the mutual interactions between array elements is

extremely important and so future work on mutual interactions for more complex

array configurations will be an important future study.
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