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Abstract

The caloron correspondence (introduced in [32] and generalised in [25, 33, 41]) is a tool
that gives an equivalence between principal G-bundles based over the manifold M × S1

and principal LG-bundles on M , where LG is the Fréchet Lie group of smooth loops in the
Lie group G. This thesis uses the caloron correspondence to construct certain differential
forms called string potentials that play the same role as Chern-Simons forms for loop group
bundles. Following their construction, the string potentials are used to define degree 1
differential characteristic classes for ΩU(n)-bundles.

The notion of an Ω vector bundle is introduced and a caloron correspondence is developed
for these objects. Finally, string potentials and Ω vector bundles are used to define an Ω
bundle version of the structured vector bundles of [38]. The Ω model of odd differential
K-theory is constructed using these objects and an elementary differential extension of
odd K-theory appearing in [40].
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Introduction

The caloron correspondence appeared initially in the guise of a bijection between certain
isomorphism classes of periodic instantons, or calorons, on R4 and isomorphism classes of
monopoles on R3.

Considering monopoles for loop groups and their twistor theory, Garland and Murray
established in [16] a correspondence between SU(n)-calorons on R4 and monopoles on R3

with structure group LSU(n), the Fréchet Lie group of smooth loops in SU(n). By virtue
of being periodic, a caloron on R4 may be naturally viewed as an instanton on R3×S1, thus
the work of Garland and Murray may be viewed as establishing a relationship between
certain geometric data on SU(n)-bundles over R3×S1 and similar data on LSU(n)-bundles
on R3.

The underlying principle of this original caloron correspondence—as it was first described
by Murray and Stevenson [32]—is that, for any compact Lie group G and manifold M ,
there is a bijective correspondence between G-bundles over M × S1 and LG-bundles over
M , with LG the Fréchet Lie group of smooth loops in G. This procedure gives a sort of
fake dimensional reduction, whereby the circle direction of the G-bundle P → M × S1 is
hidden in the fibres to obtain an LG-bundle P→M and vice-versa.

The caloron correspondence may be thought of as the bundle-theoretic generalisation of
the following simple observation. If X,Y and Z are sets, then denoting by Y X the set of
all functions X → Y , there is a bijection

c : ZX×Y
∼−−→

(
ZY
)
X (I.1)

given by sending f 7→ f̌ with

f̌(x)(y) := f(x, y)

for x ∈ X and y ∈ Y . In the case that X,Y and Z are finite-dimensional manifolds,
let Map(X,Y ) be the set of all smooth maps X → Y . If Y is compact then Map(Y,Z)
becomes a (smooth) Fréchet manifold. The map (I.1) now gives a method by which one
may study smooth maps from X into the infinite-dimensional manifold Map(Y, Z) by
instead studying smooth maps from X × Y into Z. In fact, in the case that X = M ,
Y = S1 and Z = G, the map (I.1) gives a bijective correspondence between the space
of sections of the trivial G-bundle over M × S1 and the space of sections of the trivial
LG-bundle over M . For general (non-trivial) G-bundles, the caloron correspondence is a
twisted version of this equivalence.

The caloron correspondence outlined thus far gives a means by which one may more
easily study LG-bundles, which are necessarily infinite-dimensional manifolds, by instead
studying their finite-dimensional G-bundle counterparts. Perhaps more importantly, the
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caloron correspondence may be extended to incorporate geometric data. In [32] it was
shown that a G-bundle over M × S1 equipped with a G-connection is equivalent to an
LG-bundle over M equipped with an LG-connection and an extra geometric datum called
a Higgs field, which is essentially the component of a connection on a G-bundle over M×S1

in the S1 direction.

Using this geometric caloron correspondence together with the machinery of bundle gerbes,
Murray and Stevenson developed a useful generalisation of string classes. String classes
first appeared in the work of Killingback [27] on string structures; the string theory versions
of the spin structures that are important in quantum field theory. Taking a compact Lie
group G one may ask whether a given LG-bundle P→M admits a lifting of the structure
group to the Kac-Moody group L̂G, which is a central extension of LG by S1 (see [36], for
example). The obstruction to such a lift is a class in the degree three integral cohomology
of M . In the case that P = LQ → LM is given by taking smooth loops in a G-bundle
Q → M , Killingback showed that this obstruction is given by transgressing the first
Pontryagin class p1(Q) of Q. Thus the string class is

s(P) =

∫̂
S1

ev∗ p1(Q) ∈ H3(LM)

where ev : S1 × LM → M is the evaluation map and
∫̂
S1 denotes integration over the

fibre in integral cohomology. The string class of P measures the obstruction to P having
string structure; i.e. a lifting to an L̂G-bundle. String structures are important in string
theory because, as the work of Killingback shows, the loop bundle LQ → LM has a
Dirac-Ramond operator if and only if LQ has a string structure.

Murray and Stevenson used the caloron correspondence to extend the work of Killingback
by first defining the string class for all LG-bundles P→M and showing that it satisfies

s(P) =

∫̂
S1

p1(P )

where p1(P ) is the first Pontryagin class of the caloron transform P of P. They also
showed, using bundle gerbes, that a de Rham representative for the string class is given
by

− 1

4π2

∫
S1

〈F,∇Φ〉

where F is the curvature of a chosen LG-connection on P, ∇Φ is the covariant derivative
of a chosen Higgs field Φ on P and 〈·, ·〉 is the (normalised) Killing form.

In his PhD thesis [41] and together with Murray in [33], Vozzo generalised the caloron
correspondence to principal bundles with structure group ΩG; the Fréchet Lie group of
smooth loops in G based at the identity. The key innovation here is the use of framings
to establish a correspondence between ΩG-bundles over M and G-bundles over M × S1

equipped with a distinguished section over M × {0}. As before, this correspondence
generalises to incorporate connective data, which must necessarily be compatible with the
framing data on the G-bundle side.

Murray and Vozzo also defined (higher) string classes, which are characteristic classes
for ΩG-bundles that live in odd integral cohomology. Fixing the ΩG-bundle P→ M and
choosing an ΩG-connection A and Higgs field Φ, explicit de Rham representatives for these
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characteristic classes called string forms are given by

sf (A,Φ) = k

∫
S1

f(∇Φ, F, . . . ,F︸ ︷︷ ︸
k − 1 times

),

where f is an ad-invariant symmetric polynomial on the Lie algebra g of G of degree k and
F, ∇Φ are as above. If A denotes the corresponding connection on the caloron transform
P of P, it turns out that the string forms satisfy

sf (A,Φ) =

∫̂
S1

cwf (A),

where cwf (A) is the Chern-Weil form associated to f and A. The higher string classes give
a version of Chern-Weil theory for loop group bundles different from the more analytic
approach of [35]. In addition, by considering the path fibration PG → G which is a
smooth model for the universal ΩG-bundle, Murray and Vozzo show that the construction
of the higher string classes provides a geometric interpretation of Borel’s transgression
map τ : H2k(BG)→ H2k−1(G) (see [2] for details).

This thesis grew out of the attempt to answer a natural question that arises when one
contrasts the theory of string classes for loop group bundles to the familiar Chern-Weil
theory. In Chern-Weil theory, differential form representatives for characteristic classes
of the G-bundle P → X are given in terms of the curvature of a chosen connection
A on P . Whilst the characteristic cohomology classes of the bundle P are necessarily
independent of the choice of A, the differential form representatives are not. There are
well-known differential forms, the Chern-Simons forms introduced in [11], that measure
the dependence of the Chern-Weil forms on the choice of connection. It is natural to
ask, therefore, whether such forms exists in the context of loop group bundles and string
classes.

The first part of this thesis deals with the construction of the string potentials, which are
the analogues of Chern-Simons forms for loop group bundles. Like Chern-Simons forms,
the string potentials come in two different flavours: one has relative string potentials,
which live on the base space of a loop group bundle and encode the dependence of the
string forms on the choice of connection and Higgs field; and total string potentials, which
live on the total space and carry secondary geometric data associated to a particular choice
of connection and Higgs field.

Within the framework of the differential characters of Cheeger and Simons [10], the total
Chern-Simons forms become differential characteristic classes (characteristic classes valued
in differential cohomology). This thesis hints at a similar interpretation for the total string
potentials by constructing such classes in a limited setting.

The interpretation of the relative string potential forms is more involved and proceeds
by analogy with the codification of relative Chern-Simons forms given by Simons and
Sullivan in [38]. In that paper, the authors use relative Chern-Simons forms to define an
equivalence relation on the space of connections on a given vector bundle. The space of
isomorphism classes of structured vector bundles, i.e. vector bundles equipped with such
an equivalence class of connections, determines a functor from the category of compact
manifolds with corners to the category of abelian semi-rings. Passing to the Grothendieck
group completion, one obtains a multiplicative differential extension of the even-degree
part of topological K-theory. By a result of Bunke and Schick [6] this differential extension,
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denoted here by Ǩ0, is isomorphic to any other differential extension of even K-theory via
a unique isomorphism.

The Simons-Sullivan model of even differential K-theory is built upon vector bundles
rather than principal bundles1, since the even topological K-theory of a compact manifold
M has a natural construction in terms of vector bundles over M . Topological K-theory
is a generalised cohomology theory and as such has a ‘homotopy-invariant’ representation
as homotopy classes of maps into a spectrum KU . By the well-known Bott Periodicity
Theorem this spectrum is 2-periodic and in fact

K0(M) ∼= [M,BU × Z] and K−1(M) ∼= [M,U ],

where U = lim−→U(n) is the stabilised unitary group and BU is its classifying space. Using

this representation, it is clear why even K-theory K0(M) may be represented by vector
bundles over M . In fact, as M is taken to be a smooth manifold, one may define K0(M)
using only smooth vector bundles.

The odd K-theory of M is a little more subtle and is usually defined in terms of vector
bundles over ΣM+, the reduced suspension of M+ := M t {∗}. This is problematic when
attempting to construct a differential extension after the fashion of Simons-Sullivan as
ΣM+ is rarely a smooth manifold so it is not clear how to incorporate differential form
data. The homotopy-theoretic model for K−1(M) gives a clue as to how to resolve this
issue: by pulling back the path fibration PU → U one may construct odd K-theory using
ΩU -bundles, or rather their associated vector bundles, over M . The benefits of this are
two-fold since the building blocks of the theory are bundles over M that may additionally
be taken to be smooth without loss of generality.

The latter part of this thesis introduces Ω vector bundles, which are the associated vector
bundles of ΩGLn(C)- and ΩU(n)-bundles. As with their frame bundles, there is a caloron
correspondence for Ω vector bundles that may be extended to incorporate the appropriate
connective data. A model for odd topological K-theory is given in terms of Ω vector
bundles and the odd Chern character is computed in this model in terms of characteristic
classes of the underlying Ω vector bundles. Using the relative string potentials to define
an equivalence relation on connective data, this model is refined to give a differential
extension of odd K-theory: the Ω model. Using the work of Bunke and Schick [5, 6, 7]
and Tradler, Wilson and Zeinalian [40] it is shown that the Ω model is isomorphic to the
odd part of differential K-theory, thereby giving the desired codification of relative string
potentials.

An outline of this thesis is:

Chapter 1. This chapter gives a detailed review of the construction of the caloron
correspondence as formulated by Murray and Stevenson [32] for free loop groups and
Murray and Vozzo [33] for based loop groups. Following this, an in-depth exposition of
the construction of string forms and string classes is presented.

Chapter 2. This chapter describes the construction of the relative and total string
potential forms for loop group bundles and collects some facts about these objects used
in subsequent chapters. Following a brief review of differential cohomology, in particular
Cheeger-Simons differential characters, the total string potentials are used to construct
degree 1 differential characteristic classes for ΩU(n)-bundles.

1though, of course, the two are naturally related by the frame bundle and associated vector bundle
functors.
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Chapter 3. This chapter focusses on the introduction of Ω vector bundles. These ob-
jects are Fréchet vector bundles with typical fibre LV and structure group ΩG for some
complex vector space V and matrix group G ⊆ GL(V ) with its standard action on V . A
caloron correspondence is developed relating Ω vector bundles over M to framed vector
bundles over M ×S1 that respects the frame bundle functor and principal bundle caloron
correspondence. A version of the Serre-Swan theorem is proved for Ω vector bundles,
which shows that every Ω vector bundle over compact M may be regarded as a smoothly-
varying family of modules for the ring LC over M . This module structure is used to define
connective data (module connections and vector bundle Higgs fields) on Ω vector bundles,
which fit into a geometric caloron correspondence for vector bundles.

After introducing the analogue of Hermitian structures for Ω vector bundles, together with
an associated caloron correspondence, a model for odd K-theory is defined by applying
the Grothendieck group completion to the abelian semi-group of isomorphism classes of Ω
vector bundles. The odd Chern character is computed in this model of odd K-theory in
terms of string forms of the underlying Ω vector bundles.

Chapter 4. Based on the results of Chapters 2 and 3 and following a review of the Simons-
Sullivan construction of [38], a differential extension of odd K-theory is constructed in
terms of Ω vector bundles. This construction uses the relative string potential forms to
generate an equivalence relation on the space of module connections and Higgs fields of a
given Ω vector bundle, an equivalence class of which is called a string datum. The Ω model
is given by applying the Grothendieck group completion device to the abelian semi-group
of (a certain collection of) isomorphism classes of structured Ω vector bundles; Ω vector
bundles equipped with string data.

Bunke and Schick showed in [6] that differential extensions of odd K-theory are non-unique
and that additional structure is required in order to obtain differential K-theory, which is
unique up to unique isomorphism. Nevertheless, by relating the Ω model to a differential
extension appearing in a recent paper of Tradler, Wilson and Zeinalian [40], the caloron
transform is used to show that the Ω model defines the odd part of differential K-theory.
The effect of this it two-fold, as it provides a sort of homotopy-theoretic interpretation of
the Ω model as well as a proof that the TWZ differential extension defines odd differential
K-theory, a result not previously obtained.

Appendices. Appendix A provides background material on Fréchet spaces and Fréchet
manifolds, a proof that the path fibration PG → G gives a model for the universal ΩG-
bundle and some results on direct limits of directed systems of manifolds. Appendix B
discusses the integration over the fibre operations on differential forms and in singular
cohomology. Appendix C records the Bunke-Schick definition of differential extensions
together with some results that are required in this thesis.

Remark on conventions. Unless stated otherwise all smooth finite-dimensional mani-
folds are taken to be paracompact and Hausdorff (so that they admit smooth partitions
of unity) and all maps between smooth manifolds are smooth. All unadorned cohomol-
ogy groups H• represent integer-valued singular cohomology and Ωd=0(M) denotes the
space of closed differential forms on the smooth manifold M . The symbol G shall usu-
ally denote a smooth connected finite-dimensional Lie group, with Θ its (left-invariant)
Maurer-Cartan form and g = Lie(G) its Lie algebra. The terms ‘G-bundle’ and ‘principal
G-bundle’ are used interchangeably. The circle group S1 is regarded as the quotient of R
modulo the equivalence relation x ∼ y ⇔ x = y+ 2kπ for some k ∈ Z and the equivalence
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class of 0 defines a distinguished basepoint for S1, which is also denoted 0. The integration

over the fibre operation
∫̂
S1 is always taken with respect to the canonical orientation on

S1 inherited from R. The Fréchet Lie group of smooth maps S1 → G with pointwise
group operations is denoted by LG and the subgroup of those maps sending 0 ∈ S1 to the
identity in G is denoted ΩG.
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Chapter 1

The caloron correspondence

This chapter gives a detailed treatment of the underlying constructions needed throughout
this thesis. It begins with an in-depth review of the caloron correspondence for LG-
bundles, then continues by reviewing a variant of the correspondence—the ‘based case’—
that is of singular importance in the sequel. Finally, some results are collected from the
classifying theory of ΩG-bundles.

To aid the exposition some technical material that, strictly speaking, should form a part
of the discourse has been relegated to the appendices.

1.1 The caloron correspondence

The caloron correspondence is a bijective correspondence between isomorphism classes of
G-bundles over M × S1 and isomorphism classes of LG-bundles over M . The correspon-
dence may be thought of as a sort of fake dimensional reduction; given a G-bundle over
M × S1 it allows one to simplify the base manifold by ‘hiding’ the circle direction in the
fibres resulting in an LG-bundle over M .

The underlying idea of the caloron correspondence appeared initially in [16] in the study of
the relationship between LG-valued monopoles on R3 and calorons—periodic G-instantons
on R4. In [32], the authors realised the caloron correspondence as a relationship between
G-bundles over M × S1 and LG-bundles over M , for any manifold M .

The caloron correspondence enables one to represent the total space of an LG-bundle,
which is necessarily an infinite-dimensional Fréchet manifold (cf. Appendix A), in terms
of a finite-dimensional manifold. However, at this level the caloron correspondence is not
especially exotic. What is perhaps surprising is that the caloron correspondence allows one
to transfer certain geometric data, such as connections and Higgs fields (Definition 1.1.6),
from the infinite-dimensional setting to the finite-dimensional setting and vice-versa. The
caloron correspondence thus becomes a powerful tool for elucidating the properties of
loop group bundles. In particular, via a modification of the classical Chern-Weil theory,
it allows one to construct explicitly a suite of characteristic classes for such bundles.
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1.1.1 The caloron correspondence

Before detailing the caloron correspondence, some basic definitions are needed.

Definition 1.1.1. Let BunG be the category whose objects are principal G-bundles and
whose morphisms are G-bundle maps, that is, smooth G-equivariant maps on the total
spaces.

For a fixed manifold M , let BunG(M) be the groupoid of all G-bundles P → M with
morphisms those bundle maps covering the identity on M . There is a canonical faithful
functor BunG(M)→ BunG.

Definition 1.1.2. Define S1Bun to be the category whose objects are those G-bundles
of the form P → M × S1 for some manifold M . The morphisms of S1BunG are given by
G-bundle maps covering maps of the form f̃ × id : N × S1 →M × S1.

As above, for fixed M let S1BunG(M) be the groupoid of all G-bundles P → M × S1

with morphisms those bundle maps covering the identity on M ×S1. There is a canonical
faithful functor S1BunG(M)→ S1BunG.

The caloron correspondence may now be phrased succinctly as an equivalence of categories
between BunLG and S1BunG. This equivalence is given by a pair of functors

C : BunLG −→ S1BunG

and

C−1 : S1BunG −→ BunLG,

called the caloron transform and inverse caloron transform respectively. It is important to
notice that the notation C−1 is somewhat misleading since the inverse caloron transform is
only a pseudo-inverse for C; i.e. C−1 is the inverse of C only up to a natural isomorphism.

The action of the caloron transform on objects is given by sending the LG-bundle Q→M
to the space

C(Q) := (Q× S1 ×G)/LG,

the quotient taken with respect to the LG-action (q, θ, g) · γ = (qγ, θ, γ(θ)−1g), where one
denotes the equivalence class of (q, θ, g) by [q, θ, g]. A straightforward argument using the
local triviality of Q shows that the space C(Q) has a smooth manifold structure. Moreover,
writing π : Q→M for the projection, C(Q) is naturally a G-bundle over M×S1 with (free
and transitive) right action

[q, θ, g] · h := [q, θ, gh]

and projection map

[q, θ, g] 7−→ (π(q), θ).

The action of C on the morphism f : Q→ P is given by

C(f) : C(Q) −→ C(P)

[q, θ, g] 7−→ [f(q), θ, g]

which is clearly well-defined, G-equivariant and covers a map f̃ × id : N × S1 →M × S1,
hence is a morphism in S1BunG.
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Conversely, the inverse caloron transform C−1 works by taking sections. That is, C−1

sends the G-bundle P →M ×S1 to the LG-bundle C−1(P )→M whose fibre over m ∈M
is precisely the set of sections Γ({m}×S1, P ) with the obvious pointwise LG-action. This
construction may be realised globally as follows. Applying the functor L = Map(S1, ·) of
smooth maps to P →M × S1 gives the LG-bundle LP → L(M × S1). There is a natural
smooth map

η : M −→ L(M × S1) (1.1.1)

sending m ∈ M to the loop θ 7→ (m, θ). Using η to pull back LP yields the LG-bundle
C−1(P )→M

C−1(P ) := η∗LP LP

M L(M × S1)

//

���� η //

and from the construction the fibre C−1(P )m = Γ({m}×S1, P ) for all m ∈M . The action
of C−1 on the morphism f : P → Q is simply the induced map

C−1(f) : C−1(P ) −→ C−1(Q)

p 7−→ f ◦ p,

which is a morphism in BunLG.

Remark 1.1.3. One may view the inverse caloron transform in sheaf theory terms, namely
if ΓP is the sheaf of smooth sections of the G-bundle P → M × S1 then C−1(P ) is the
LG-bundle whose sheaf of smooth sections is exactly π∗ΓP , where π : M ×S1 →M is the
projection.

The caloron transform functors defined above give a way of constructing a G-bundle given
an LG-bundle and conversely. It remains to be seen that C and C−1 do indeed define an
equivalence of categories between S1BunG and BunLG. That is, one requires the existence
of natural isomorphisms

α : C−1 ◦ C −→ idBunLG

and

β : C ◦ C−1 −→ idS1BunG.

To construct the natural isomorphism α, one first takes the LG-bundle Q→M . Denoting
Q := C(Q), define the smooth map

η̂ : Q −→ LQ

by setting η̂(q)(θ) := [q, θ, 1] for θ ∈ S1. This map is LG-equivariant since for any γ ∈ LG

η̂(qγ)(θ) = [qγ, θ, 1]

= [q, θ, γ(θ)]

= (η̂(q) · γ) (θ).
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This gives the bundle map

Q LQ

M L(M × S1)

η̂ //

���� η //

which, recalling the construction of C−1, defines an isomorphism αQ : C−1(C(Q)) → Q
of LG-bundles. It is easy to see that for any morphism f : Q → P in BunLG one has
αP ◦ C−1(C(f)) = f ◦ αQ so that α is indeed a natural transformation from C−1 ◦ C to
idBunLG .

To define the natural isomorphism β, first take any G-bundle P → M × S1. Since the
construction of P := C−1(P ) is such that

Pm = Γ({m} × S1, P ) (1.1.2)

for all m ∈M , it follows that the fibre of C(P) over (m, θ) ∈M × S1 is

(Pm × {θ} ×G)/LG =
{
p : S1 → P | π ◦ p(θ) = (m, θ) for all θ ∈ S1

}
× {θ} ×G

with π : P →M the projection. Then βP is the map

βP : [p, θ, g] 7−→ p(θ)g,

which is an isomorphism of G-bundles covering the identity. For any morphism f : P → Q
in S1BunG, it is clear that βQ ◦ C(C−1(f)) = f ◦ βP so that β is a natural transformation
from C ◦ C−1 to idS1BunG . This completes the proof of

Theorem 1.1.4 ([32, 33]). The caloron correspondence

C : BunLG −→ S1BunG and C−1 : S1BunG −→ BunLG

is an equivalence of categories that, for any manifold M , restricts to an equivalence of
groupoids

C : BunLG(M) −→ S1BunG(M) and C−1 : S1BunG(M) −→ BunLG(M).

The following result establishes that the caloron correspondence truly is the bundle-
theoretic version of the bijection c : f → f̌ of (I.1).

Lemma 1.1.5. Take any G-bundle P → M × S1. If {Uα} is an open cover of M for
which there are local sections sα ∈ Γ(Uα × S1, P ) then the LG-bundle P := C−1(P ) has
local sections šα ∈ Γ(Uα,P).

Moreover, if ταβ are the transition functions of P with respect to the sections sα then the
transition functions of P with respect to the sections šα are precisely τ̌αβ.

The converse is also true.
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Proof. Since P is constructed by looping P , the map šα(m)(θ) := sα(m, θ) is a section of
P over Uα. Moreover, on the intersections Uαβ := Uα ∩ Uβ one has

sβ(m, θ) = sα(m, θ) · ταβ(m, θ) and šβ(m) = šα(m) · υαβ(m)

so evaluating the latter expression at θ ∈ S1 gives

υαβ(m)(θ) = ταβ(m, θ)

and hence υαβ = τ̌αβ. The converse is essentially the above argument.

1.1.2 Higgs fields and connections

As mentioned previously, the true power of the caloron correspondence lies in its ability
to translate certain geometric data from loop group bundles to finite-dimensional bundles
and vice-versa. More specifically, there is a functorial equivalence between G-bundles
P → M × S1 equipped with a G-connection and LG-bundles Q → M equipped with an
LG-connection and Higgs field (Definition 1.1.6).

Definition 1.1.6 ([32, 33]). A Higgs field on the LG-bundle Q → M is a smooth map
Φ: Q→ Lg that satisfies the twisted equivariance condition

Φ(qγ) = ad(γ−1)Φ(q) + γ−1∂γ (1.1.3)

for all q ∈ Q and γ ∈ LG, where ∂ denotes differentiation of the loop γ in the S1 direction.
The space of Higgs fields HQ on a fixed LG-bundle Q→M is an affine space.

As a result of the caloron correspondence for bundles with connection, it will become
apparent that Higgs fields really encode the S1 component of a connection on a G-bundle
over M × S1. The following result guarantees the existence of Higgs fields on any LG-
bundle Q→M .

Lemma 1.1.7 ([33, 41]). Higgs fields exist.

Proof. It is evident that a convex combination of Higgs fields is again a Higgs field and
that any trivial LG-bundle admits the trivial Higgs field

LG −→ Lg

γ 7−→ γ−1∂γ.

The result follows by choosing a smooth partition of unity for M subordinate to a given
trivialisation.

Having established this result, one is almost in a position to describe the geometric caloron
correspondence.

Definition 1.1.8. Let S1Bun
c
G to be the category whose objects are objects of S1BunG

equipped with G-connections and whose morphisms are the connection-preserving mor-
phisms of S1BunG.

For a fixed manifold M , define S1Bun
c
G(M) to be the groupoid with objects the G-bundles

P → M × S1 equipped with connection, with morphisms those connection-preserving
bundle maps covering the identity.
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Moreover, in the case that the group is a loop group, define BuncLG to be the category
whose objects are LG-bundles equipped with LG-connections and Higgs fields. Morphisms
of this category are LG-bundle maps that preserve the additional structure. For a fixed
manifold M , the groupoid BuncLG(M) is defined similarly to the above.

To define the geometric caloron transform, a functor

C : BuncLG −→ S1Bun
c
G,

first take the LG-bundle Q → M equipped with LG-connection A and Higgs field Φ.
Define the 1-form A on Q× S1 ×G by

A(q,θ,g) := ad(g−1)
(
Aq(θ) + Φ(q)(θ)dθ

)
+ Θg, (1.1.4)

with Θ the Maurer-Cartan form on G.

Lemma 1.1.9 ([32, 33, 41]). The 1-form A defined by equation (1.1.4) descends to a
G-connection, also called A, on the caloron transform Q := C(Q) = (Q× S1 ×G)/LG.

Proof. The proof is essentially that of [33, Proposition 3.9]. To show that equation (1.1.4)
determines a well-defined 1-form on C(Q), one must show that it is basic for the projection
Q× S1 ×G→ C(Q).

Take any X ∈ T[q,θ,g]Q and suppose that X̂, X̂ ′ are lifts of the vector X to Q × S1 × G.
Without loss of generality, one may suppose that

X̂ ∈ T(q,θ,g)(Q× S1 ×G) and X̂ ′ ∈ T(q,θ,g)γ(Q× S1 ×G).

Since X̂ and X̂ ′ are both lifts of X, one has that the pushforward dRγX̂ of X̂ by the (right)
action Rγ of γ satisfies dRγX̂ = X̂ ′+V for some vertical vector V . It is therefore sufficient
to show that A is invariant under the LG-action and that it annihilates vertical vectors.
For simplicity of calculation, one supposes G to have a faithful matrix representation1 so
that the exponential map may be written as exp(tξ) = 1 + tξ +O(t2). Thus any vertical
vector at (q, θ, g) is of the form

V =
d

dt

{
(q, θ, g) · exp(tξ)

}
t=0

=
(
ξ#
q , 0,−ξ(θ)g

)
for some ξ ∈ Lg, where ξ# is the fundamental vector field on Q generated by ξ. The action
of A on such a vector is

A(q,θ,g)(V ) = ad(g−1)(ξ(θ))− g−1ξ(θ)g = 0.

To see that A is basic suppose that

X̂(q,θ,g) =
d

dt

{(
γχ(t), θ + tx, g exp(tζ)

)}
t=0

= (χ, x, gζ).

Then for γ ∈ LG, the pushforward dRγ(X̂) is given by

dRγ(X̂)(q,θ,g)γ =
d

dt

{(
γχ(t)γ, θ + tx, γ(θ + tx)−1g exp(tζ)

)}
t=0

=
(
dRγ(χ), x, γ(θ)−1g

[
ζ − x ad(g−1)(∂γ(θ))γ(θ)−1

])
.

1since this thesis deals exclusively with G a compact Lie group or G = GLn(C) for some n, this
assumption is not restrictive. This assumption is not required in the general case.
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Consequently,

R∗γA(q,θ,g)(X̂) = A(qγ,θ,γ(θ)−1g)(dRγ(X̂))

= ad(g−1γ(θ))
(
ad(γ(θ)−1)Aq(χ)(θ) + x ad(γ(θ)−1)Φ(q)(θ) + xγ(θ)−1∂γ(θ)

)
+ ζ − x ad(g−1)(∂γ(θ))γ(θ)−1

= ad(g−1) (Aq(χ)(θ) + xΦ(q)(θ)) + ζ

= A(q,θ,g)(X̂).

This shows that the 1-form defined in (1.1.4) does indeed descend to a form on Q, which
shall also be called A.

To see that A is a G-connection, one must show that it reproduces the Lie algebra gener-
ators of fundamental vector fields on Q and that it is equivariant for the G-action. Notice
that the vertical vector generated by ξ ∈ g at [q, θ, g] ∈ Q is

V =
d

dt

{[
q, θ, g exp(tξ)

]}
t=0

= [0, 0, gξ]

so that A[q,θ,g](V ) = ξ as required. It remains only to show that R∗hA(X) = ad(h−1)A(X)
for all h ∈ G and vector fields X. If X = [χ, x, gξ] ∈ T[q,θ,g]Q then

R∗hA[q,θ,g](X) = A[q,θ,gh]([χ, x, gh ad(h)−1ξ])

= ad(h−1g−1) (Aq(χ)(θ) + xΦ(q)(θ)) + ad(h−1)ξ

= ad(h−1)A[q,θ,g](X)

which completes the proof.

Having this result, one defines the geometric caloron transform of the LG-bundle Q→M
with LG-connection A and Higgs field Φ as the G-bundle C(Q) → M × S1 equipped
with the connection A determined by (1.1.4). Since a morphism f : Q → P in BuncLG
is required to respect the geometric data, the expression (1.1.4) and the definition of C
together imply that the G-bundle morphism C(f) : C(Q) → C(P) as defined previously
respects the connective data and so is a morphism of S1Bun

c
G.

To define the geometric inverse caloron transform, a functor

C−1 : S1Bun
c
G −→ BuncLG,

first take a G-bundle P → M × S1 with connection A. Recalling that P := C−1(P ) is
defined essentially by looping P , one defines the LG-connection A on P via the expression

Aq(χ)(θ) := Aq(θ)(χ(θ)), (1.1.5)

as the tangent vector χ ∈ TqP is naturally equivalent to a section of the pullback vector
bundle q∗TP → S1 (see [20, Example 4.3.3] or Appendix A). It is immediate that A
satisfies the properties required of an LG-connection simply by virtue of the fact that A
is a connection.

Writing ∂ for the canonical vector field on S1, one defines a Higgs field Φ on P via the
expression

Φ(q)(θ) := q∗Aθ(∂). (1.1.6)
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To see that Φ satisfies the twisted equivariance condition (1.1.3), take γ ∈ LG so that

Φ(qγ)(θ) = (qγ)∗Aθ(∂)

= Aq(θ)γ(θ)

(
dRγ(θ)(∂q(θ)) + (γ(θ)−1∂γ(θ))#

)
= ad(γ(θ)−1)Φ(q)(θ) + γ(θ)−1∂γ(θ)

as required. Notice that this formulation justifies the remark following Definition 1.1.6,
since the Higgs field constructed above really is the S1 component of the connection A.

The geometric inverse caloron transform is given by sending the G-bundle P → M × S1

with G-connection A to the LG-bundle C−1(P )→M with the LG-connection A and Higgs
field Φ given by (1.1.5) and (1.1.6) respectively. As for C, the action of C−1 on morphisms
is straightforward by virtue of the fact that morphisms in S1Bun

c
G necessarily preserve

the connective data.

Theorem 1.1.10 ([32, 33]). The geometric caloron correspondence

C : BuncLG −→ S1Bun
c
G and C−1 : S1Bun

c
G −→ BuncLG

is an equivalence of categories that, for any manifold M , restricts to an equivalence of
groupoids

C : BuncLG(M) −→ S1Bun
c
G(M) and C−1 : S1Bun

c
G(M) −→ BuncLG(M).

Proof. It suffices to show that the natural isomorphisms βP and αQ of Theorem 1.1.4
preserve the connective data. If one starts with the LG-bundle Q → M with connection
A and Higgs field Φ then the connection A′ on Q′ := C−1(C(Q)) is given by

A′q(χ)(θ) := Aq(θ)(χ(θ))

where Q := C(Q) is equipped with caloron-transformed connection A. Recall that the
natural isomorphism αQ : C−1(C(Q))→ Q satisfies

α−1
Q (q) :=

(
θ 7→ [q, θ, 1]

)
so that

(α−1
Q )∗A′q(χ)(θ) = A[q,θ,1]([χ, 0, 0]) := Aq(χ)(θ).

Thus αQ preserves the LG-connections and an analogous argument holds for the Higgs
fields.

On the other hand, if one begins with a G-bundle P → M × S1 with connection A, then
the connection A′ on P ′ := C(C−1(P )) is given by

A′[p,θ,g] = ad(g−1)
(
Ap(θ) + Φ(p)(θ)dθ

)
+ Θg,

with A and Φ repsectively the connection and Higgs field on the (inverse) caloron transform
P := C−1(P ) of P . Recall that βP is given by sending

[p, θ, g] 7−→ p(θ)g,

so considering the tangent vector

X[p,θ,g] =
d

dt

{[
γχ(t), θ + tx, g exp(tζ)

]}
t=0

= [χ, x, ζ]
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one obtains

dβP (X)p(θ)g =
d

dt

{
γχ(t)(θ + tx)g exp(tζ)

}
t=0

= χ(θ)g + x ∂p(θ)g + ζ#
p(θ)g.

Hence

β∗PA[p,θ,g](X) = ad(g−1)
(
Ap(θ)(χ(θ)) + xAp(θ)(∂p(θ))

)
+ ζ = A′[p,θ,g](X).

This completes the proof.

1.1.3 String classes

The enhanced caloron correspondence of Theorem 1.1.10 turns out to be a very useful
tool, particularly for constructing characteristic classes for LG-bundles. The procedure is
a relatively simple variation of the standard Chern-Weil theory and relies on the caloron
transform and integration over the fibre (cf. Appendix B).

First, one recalls briefly the theory of characteristic classes; classical references for this
material are [29, 39]. For any Lie group G there is a universal G-bundle EG → BG
such that the total space EG is contractible. A key property of the universal bundle
is that for any (topological) G-bundle P → M there is a classifying map f : M → BG
such that the pullback f∗EG is isomorphic to P . The homotopy class of the classifying
map f is uniquely determined by P and for any two homotopic maps f0, f1 : M → BG
the pullbacks f∗0EG and f∗1EG are isomorphic as G-bundles over M . This establishes
a bijective correspondence between principal G-bundles over M and homotopy classes of
maps M → BG. It is important to notice that in general neither EG or BG are assumed
to be smooth manifolds and that they are unique only up to homotopy equivalence.

A characteristic class associates to a G-bundle P →M a class c(P ) in the cohomology of
M that is natural in the sense that if f : N →M is a continuous (or, in the setting of the
caloron correspondence, smooth) map then f∗c(P ) = c(f∗(P )). Since all G-bundles are
pullbacks of the universal G-bundle EG→ BG, characteristic classes correspond precisely
with cohomology classes of BG.

One important method for manufacturing characteristic classes is Chern-Weil theory. Let

g⊗k := g⊗ · · · ⊗ g︸ ︷︷ ︸
k times

,

then an invariant polynomial of degree k on g is a symmetric multilinear map g⊗k → R
that is invariant under the adjoint action of G on g⊗k. The set of invariant polynomials
of degree k is denoted Ik(g). Invariant polynomials multiply in a natural way so that
I•(g) =

⊕∞
i=1 I

k(g) is a graded algebra.

Denote by Ωp(M ; g⊗q) the space of differential p-forms on M taking values in g⊗q. There
is a wedge product ∧ : Ωp(M ; g⊗q)× Ωp′(M ; g⊗q

′
)→ Ωp+p′(M ; g⊗q+q

′
) given by

α ∧ β (X1, . . . , Xp+p′) :=
∑

σ∈Sp+p′

(−1)|σ|α
(
Xσ(1), . . . , Xσ(p)

)
⊗ β

(
Xσ(p+1), . . . , Xσ(p+p′)

)
for vector fields X1, . . . , Xp+p′ on M , where Sk is the group of permutations on {1, . . . , k}
and |σ| is the sign of the permutation σ. If α ∈ Ωp(M ; g) and β ∈ Ωp′(M ; g) set

[α, β](X1, . . . , Xp+p′) :=
∑

σ∈Sp+p′

(−1)|σ|
[
α
(
Xσ(1), . . . , Xσ(p)

)
, β
(
Xσ(p+1), . . . , Xσ(p+p′)

)]
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and there is also an exterior derivative d : Ωp(M ; g⊗q) → Ωp+1(M ; g⊗q). If f ∈ Ik(g) and
ωi ∈ Ωpi(M ; g) for i = 1, . . . , k write

f(ω1, . . . , ωk) := f(ω1 ∧ · · · ∧ ωk) ∈ Ωp1+···+pk(M).

The ad-invariance of f implies

k∑
i=1

(−1)(p1+···+pi)f(ω1, . . . , [ωi, $], . . . , ωk) = 0

for any $ ∈ Ω1(M ; g) (cf. [11] or [41, Lemma 3.2.6] for the case that $ has degree p ≥ 1).
The following is well-known

Theorem 1.1.11 (Chern-Weil Homomorphism). Given a G-bundle P →M with connec-
tion A and curvature F , for any f ∈ Ik(g) the real-valued 2k-form

cwf (A) := f(F, . . . , F︸ ︷︷ ︸
k times

)

on P is closed and descends to a form on M whose class in de Rham cohomology is
independent of the choice of connection A. Using the de Rham isomorphism, this defines
a map

cw : I•(g) −→ H2•(M ;R),

which is an algebra homomorphism.

For a detailed treatment of Chern-Weil theory, including a proof of this result, see [12]. An
immediate consequence is that the cohomology class of cwf (A) gives a characteristic class
cwf (P ) ∈ H2k(M ;R) for any f ∈ Ik(g). By a result of H. Cartan [9], if G is compact then
all characteristic classes for G-bundles in R-valued cohomology are Chern-Weil classes (see
also [12, Theorem 8.1]).

In a similar vein, one may use the caloron correspondence and the Chern-Weil homo-
morphism to construct characteristic classes for LG-bundles; classes constructed in this
manner are called string classes. To construct the string classes of the LG-bundle Q→M ,
choose any LG-connection A and Higgs field Φ on Q. Applying the caloron transform gives
the G-bundle Q→M × S1 equipped with the G-connection A.

Definition 1.1.12 ([33, 41]). The string form associated to f ∈ Ik(g) is

sf (A,Φ) :=

∫̂
S1

cwf (A), (1.1.7)

which is a closed (2k − 1)-form on M . The operation
∫̂
S1 here denotes integration over

the fibre of differential forms (see Appendix B).

Since the exterior derivative commutes with integration over the fibre (Lemma B.1.5)
Theorem 1.1.11 implies that the cohomology class of sf (A,Φ) depends neither on the LG-
connection A nor on the Higgs field Φ—this can also be seen immediately as a result of
the construction of the string potential forms in Chapter 2, in particular Theorem 2.1.8.
Therefore, taking the cohomology class and applying the de Rham isomorphism gives the
string class

sf (Q) ∈ H2k−1(M ;R), (1.1.8)
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which is a characteristic class for any f ∈ Ik(g).

This construction of the string classes naturally provides differential form representatives
that seem to depend on data on the caloron transform. However, the caloron correspon-
dence allows one to write these representatives entirely in terms of data on the underlying
LG-bundle. Namely, given the LG-bundle Q → M with connection A and Higgs field Φ,
let Q := C(Q) be its caloron transform with caloron-transformed connection A. The string
form associated to the invariant polynomial f ∈ Ik(g) is then

sf (A,Φ) =

∫̂
S1

f(F, . . . , F︸ ︷︷ ︸
k times

)

with F the curvature of the connection A on Q. Recall F = dA+ 1
2 [A,A] and that, in this

case, the connection A is given by (1.1.4) so one may write F in terms of A and Φ; first
notice that

[A,A] =
[
ad(g−1) (A + Φdθ) + Θ, ad(g−1) (A + Φdθ) + Θ

]
= ad(g−1) ([A,A] + 2[A,Φ] ∧ dθ) + 2[Θ, ad(g−1)A] + 2[Θ, ad(g−1)Φ] ∧ dθ.

Recall also that dω(X,Y ) := {X(ω(Y ))− Y (ω(X))− ω([X,Y ])} for a 1-form ω and vector
fields X,Y . If X and Y are the vector fields on Q whose values at the point [q, θ, g] ∈ Q
are

X[q,θ,g] =
d

dt

{(
γχ(t), θ + tx, g exp(tζ)

)}
t=0

= (χ, x, gζ)

Y[q,θ,g] =
d

dt

{(
γκ(t), θ + ty, g exp(tξ)

)}
t=0

= (κ, y, gξ)

then

[X,Y ][q,θ,g] = ([χ, κ], 0, g[ζ, ξ]).

First, one calculates d(ad(g−1)A) by noticing that at the point [q, θ, g]

X
(

ad(g−1)A(Y )
)

=
d

dt

{
(1− tζ)g−1Aγχ(t)(Y )(θ + tx)g(1 + tζ)

}
t=0

=
d

dt

{
ad(g−1)Aγχ(t)(κ)(θ)

}
t=0

+ x ad(g−1)∂Aq(κ)(θ)

−
[
ζ, ad(g−1)Aq(κ)(θ)

]
and hence

d(ad(g−1)A) = ad(g−1)dA + ∂A ∧ dθ −
[
Θ, ad(g−1)A

]
,

where ∂A is the Lg-valued 1-form on Q given by differentiating A in the S1 direction.

Applying the same argument to ad(g−1)Φ dθ this all gives

d(ad(g−1)Φdθ) = ad(g−1)dΦ ∧ dθ −
[
Θ, ad(g−1)Φ

]
∧ dθ,

so recalling that the Maurer-Cartan form Θ satisfies dΘ + 1
2 [Θ,Θ] = 0 gives

F = ad(g−1)

(
dA +

1

2
[A,A] + (dΦ + [A,Φ]− ∂A) ∧ dθ

)
.
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Writing F = dA + 1
2 [A,A] for the curvature of A and defining the Higgs field covariant

derivative2 ∇Φ := dΦ + [A,Φ]− ∂A, one obtains

F = ad(g−1)(F +∇Φ ∧ dθ). (1.1.9)

Using the properties of f ∈ Ik(g) yields the expression

sf (A,Φ) = k

∫
S1

f(∇Φ, F, . . . ,F︸ ︷︷ ︸
k − 1 times

) (1.1.10)

for the string form associated to f . Note that the integration symbol in (1.1.10) denotes
the standard integration operation on functions S1 → R and not integration over the fibre.

Example 1.1.13. In [27] Killingback studied the notion of a string structure, which is the
string-theoretic analogue of a spin structure. If G is a compact, simple, simply-connected
Lie group then it is well-known (see [36], for example) that there is a universal central
extension

0 −→ S1 −→ L̂G −→ LG −→ 0

of the loop group LG. A string structure on M is then given by a lifting of the LG-bundle
Q→M to an L̂G-bundle Q̂→M and there is an integral three-class—the original string
class—that measures the obstruction to such a lift. Using the machinery of bundle gerbes,
which give smooth geometric representatives for degree three integral cohomology through
their Dixmier-Douady classes, Murray and Stevenson [32] gave an explicit formula for a
de Rham representative of this class, namely

− 1

4π2

∫
S1

〈∇Φ,F〉.

In this expression, F and ∇Φ are respectively the curvature of a connection and covariant
derivative of a Higgs field on Q and 〈·, ·〉 is the Killing form on g normalised so that the
longest root has length

√
2. It is clear that this string class is simply the string class (in

the sense of (1.1.8)) corresponding to the ad-invariant polynomial

f(·, ·) := − 1

8π2
〈·, ·〉.

Notice in particular that if Q is the caloron transform of Q equipped with the caloron-
transformed connection A then

sf (Q) =

∫̂
S1

p1(Q)

where p1(Q) is the first Pontryagin class of Q.

1.2 The based case

In Section 1.1, the main objects under consideration were LG-bundles over M and the
corresponding G-bundles over M × S1. It turns out that with a little more work, one

2one might be tempted to call ∇Φ the ‘Higgs field curvature’, however there is a generalised version of
the caloron correspondence in which an additional term FΦ appears on the right-hand side of the expression
(1.1.9) [25, pp. 238]. In this context it is more appropriate to call FΦ the Higgs field curvature, so this
terminology is used here for consistency.
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may extend all of the results of Section 1.1 to give a caloron correspondence for principal
bundles whose structure group is the based loop group

ΩG := {γ ∈ LG | γ(0) = 1},

a Fréchet Lie subgroup of LG. The key innovation here is the use of framings (Definition
1.2.1) on the finite-dimensional side to reduce the structure group on the Fréchet side from
LG to ΩG. The discussion presented here is largely based off of [33, 41].

Definition 1.2.1. Let P → X be a G-bundle and X0 ⊂ X a submanifold. Then P is
framed over X0 if there is a distinguished section s0 ∈ Γ(X0, P ). Write P0 = s0(X0) ⊂ P
for the image of s0.

In what follows, if P →M × S1 is a G-bundle then, unless stated otherwise, the framing
shall be taken over the submanifold M0 := M × {0}.

Definition 1.2.2. Define frBunG to be the category whose objects are framed G-bundles
P → M × S1 and whose morphisms are G-bundle maps that preserve the framings and
cover a map of the form f̃ × id : N × S1 →M × S1.

For a fixed manifold M , let frBunG(M) be the groupoid with objects the framed G-bundles
P →M ×S1 with morphisms those bundle maps preserving the framing and covering the
identity on M × S1.

The based caloron transform is then the functor

C : BunΩG −→ frBunG

constructed as in Section 1.1.1, i.e. by sending the ΩG-bundle Q → M to the associated
bundle

C(Q) := (Q× S1 ×G)/ΩG.

This bundle has a canonical framing given by

s0(m, 0) := [q, 0, 1],

where q is any point in the fibre of Q over m, and so is an object of frBunG. The action
of C on morphisms is given analogously to the free loop case, noting of course that if
f : Q → P is a morphism in BunΩG, then C(f) : C(Q) → C(P) preserves the framings and
therefore gives a morphism in frBunG.

Conversely, the based inverse caloron transform is a functor

C−1 : frBunG −→ BunΩG .

defined similary to the free loop case, i.e. by first looping and then pulling back by the
map η of (1.1.1). The distinction here is that instead of applying the smooth loop functor
L = Map(S1, ·) to the framed G-bundle P → M × S1 one takes based loops. If X is a
smooth (finite-dimensional) manifold with submanifold X0 ⊂ X, define the based loop
manifold

ΩX0X := {p : S1 → X smooth | p(0) ∈ X0}.

The based inverse caloron transform is given by first taking the based loop bundle

ΩP0P −→ ΩM0(M × S1),
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which is an ΩG-bundle, and then pulling back by η to obtain the ΩG-bundle C−1(P )→M .
The action of C−1 on morphisms is defined similarly to the free loop case and, as before,

Theorem 1.2.3 ([33, 41]). The based caloron correspondence

C : BunΩG −→ frBunG and C−1 : frBunG −→ BunΩG

is an equivalence of categories that, for any manifold M , restricts to an equivalence of
groupoids

C : BunΩG(M) −→ frBunG(M) and C−1 : frBunG(M) −→ BunΩG(M).

Proof. The natural isomorphisms α and β are constructed in an analogous fashion to the
natural isomorphisms of Theorem 1.1.4 and, following the arguments presented there, are
easily seen to satisfy the required properties.

As in the free loop case, there is an extension of the based caloron correspondence to
bundles with connection. In this setting, connections on the G-bundle side are required
to satisfy a compatibility condition with respect to the framings.

Definition 1.2.4. Let P → X be a framed G-bundle with framing s0 ∈ Γ(X0, P ). A
connection A on P is framed (with respect to s0) if s∗0A = 0.

This framing condition is required to guarantee that the connections constructed on the
Fréchet side are indeed valued in Ωg = Lie(ΩG). Framed connections exist on framed
bundles provided, as is assumed in this thesis, that the base manifold admits smooth
partitions of unity [33, Lemma 3.5].

Definition 1.2.5. Let frBuncG to be the category whose objects are objects of frBunG
equipped with framed G-connections and whose morphisms are the connection-preserving
morphisms of frBunG.

For a fixed manifold M , frBuncG(M) denotes the groupoid with objects the framed G-
bundles P →M×S1 equipped with framed connection and with morphisms the connection-
preserving bundle maps covering the identity that also preserve the framing.

In order to formulate the geometric caloron correspondence for based loop group bundles,
one requires the correct notion of Higgs field for ΩG-bundles. It turns out that this is
given exactly by replacing LG in Definition 1.1.6 by ΩG.

Remark 1.2.6. Higgs fields on ΩG-bundles still map into Lg, not Ωg as one might suspect.
This is because in general γ−1∂γ /∈ Ωg for γ ∈ ΩG, so a Higgs field cannot both map into
Ωg and satisfy the twisted equivariance condition.

Lemma 1.1.7 may be easily adapted to show that every ΩG-bundle admits a Higgs field.

Define the categories BuncΩG and BuncΩG(M) exactly as in Definition 1.1.8 (with LG
replaced by ΩG). The based geometric caloron transform is the functor

C : BuncΩG −→ frBuncG

defined by sending the ΩG-bundle Q → M with ΩG-connection A and Higgs field Φ to
the framed G-bundle C(Q)→M × S1 (as defined above) equipped with the connection A
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given by the expression (1.1.4). To see that this is well-defined, one must verify that the
connection A is framed. Recall that the framing of C(Q) is the section

s0 : (m, 0) 7−→ [q, 0, 1].

Therefore, taking any X ∈ T(m,0)M0 (so that ds0(X) = [χ, 0, 0] for some tangent vector χ
to Q), one obtains

s∗0A(m,0)(X) = A[q,0,1]([χ, 0, 0]) = Aq(χ)(0) = 0

since A is valued in Ωg. The action of C on morphisms is essentially the same as in the
free loop case.

Conversely, the based inverse geometric caloron transform is a functor

C−1 : frBuncG −→ BuncΩG

sends the framed G-bundle P → M × S1 with framed connection A to an ΩG-bundle
P → M equipped with ΩG-connection A and Higgs field Φ. Here P := C−1(P ) is the
based inverse caloron transform as above and the connection A and Higgs field Φ are given
respectively by (1.1.5) and (1.1.6). Since it is clear that Φ is well-defined, the only thing
that needs to be shown is that the connection A is indeed an ΩG-connection. To see this,
take any χ ∈ TpP noting that χ(0) ∈ Tp(0)P0 is in the image of the map ds0 : TM0 → TP0.
Thus

Ap(χ)(0) = Ap(0)(χ(0)) = s∗0A(m,0)(X) = 0

where p(0) is in the fibre of P over (m, 0) and ds0(X) = χ(0). Once again, the action of
C−1 on morphisms is essentially the same as in the free loop case.

One may verify that the natural isomorphisms of Theorem 1.2.3 respect the connective
data, the arguments proceeding exactly as in the free loop case, so that

Theorem 1.2.7 ([33, 41]). The based geometric caloron correspondence

C : BuncΩG −→ frBuncG and C−1 : frBuncG −→ BuncΩG

is an equivalence of categories that, for any manifold M , restricts to an equivalence of
groupoids

C : BuncΩG(M) −→ frBuncG(M) and C−1 : frBuncG(M) −→ BuncΩG(M).

1.2.1 The path fibration and string classes

The argument that constructed the string classes of Section 1.1.3 may easily be adapted
in order to construct characteristic classes for ΩG-bundles, which are also called string
classes.

Explicitly, for an ΩG-bundle Q → M equipped with connection A and Higgs field Φ and
for any invariant polynomial f ∈ Ik(g), one obtains the closed string form

sf (A,Φ) = k

∫
S1

f(∇φ, F, . . . ,F︸ ︷︷ ︸
k − 1 times

)
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noticing that this is exactly the expression (1.1.10)—the only thing that has changed is
that the connection and Higgs field now live on an ΩG-bundle. As in the free loop case,
the corresponding class in the real-valued cohomology of M is the string class

sf (Q) ∈ H2k−1(M ;R),

which is independent of the choice of A and Φ.

So far, there have not been any particularly novel features of the based case. One advantage
of working with based loops instead of free loops is that there is a smooth model for
the universal ΩG-bundle—the path fibration—that allows one to explicitly compute the
universal string classes.

ΩG PG

G

//

ev2π

��

Let PG be the space of all smooth maps p : R → G such that p(0) is the identity and
p−1∂p is periodic with period 2π. There is a natural action of ΩG on PG that gives PG
the structure of an ΩG-bundle over G. The projection PG → G is simply evaluation of
paths at 2π and it turns out that PG is (smoothly) contractible. Therefore PG→ G is a
model for the universal ΩG-bundle, which also shows that BΩG = G in this case. For a
rigorous treatment see Appendix A.

Since PG is a smooth manifold one may talk about connective data directly on the uni-
versal ΩG-bundle. Recall that a tangent vector χ ∈ TpPG is canonically identified with a
section of p∗TG→ R so that a vertical vector for PG→ G is a tangent vector such that

χ(2π) = 0.

Choosing a smooth function α : R → R satisfying α(t) = 0 for t ≤ 0 and α(t) = 1 for
t ≥ 2π, a complementary horizontal subspace at p ∈ PG is given by

Hp = {χ ∈ TpPG | χ(θ) = α(θ)dRp(θ)(ξ) for some ξ ∈ g}

(see also [32, pp. 552–553]). The horizontal projection of any tangent vector χ ∈ TpPG is

χh(θ) = α(θ)dRp(2π)−1p(θ) (χ(2π)) .

and the value of the ΩG-connection corresponding to this splitting of the tangent bundle
at p ∈ PG is

A∞(θ) = Θ(θ)− α(θ) ad
(
p(θ)−1

)
ev∗2π Θ̂

with Θ the Maurer-Cartan form on ΩG3 and Θ̂ the right-invariant Maurer-Cartan form
on G. There is a canonical Higgs field on PG given by

Φ∞(p) = p−1∂p

3given by Θγ(ξ)(θ) := (ΘG)γ(θ)(ξ(θ)) where γ ∈ ΩG, ξ ∈ TγΩG and ΘG momentarily denotes the
Maurer-Cartan form on G.
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and some straightforward calculations (as in [41, Section 3.1.2]) show that

F∞ = −1

2
α(1− α) ad(p−1) ev∗2π

(
[Θ̂, Θ̂]

)
and ∇Φ∞ =

dα

dθ
ad(p−1) ev∗2π

(
Θ̂
)
. (1.2.1)

Assuming a fixed choice of smooth function α, A∞ and Φ∞ are respectively the standard
connection and Higgs field for PG.

One is now in a position to explicitly calculate the universal string forms, which are odd-
degree forms on G, as follows. Taking any f ∈ Ik(g) gives

Lemma 1.2.8 ([33, 41]). The string form of the standard connection and Higgs field of
the path fibration over G is

τf :=

(
−1

2

)k−1 k!(k − 1)!

(2k − 1)!
f
(
Θ, [Θ,Θ], . . . , [Θ,Θ]︸ ︷︷ ︸

k − 1 times

)
with Θ the Maurer-Cartan form on G.

Proof. Plugging the expressions from (1.2.1) into the formula (1.1.10) and using the fact
that Θg = ad(g−1)Θ̂g gives

sf (A∞,Φ∞) = k

(
−1

2

)k−1(∫
S1

αk−1(1− α)k−1dα

dθ
dθ

)
f
(
Θ, [Θ,Θ], . . . , [Θ,Θ]︸ ︷︷ ︸

k − 1 times

)
.

The integral is evaluated as∫
S1

αk−1(1− α)k−1dα

dθ
dθ =

∫ 1

0
tk−1(1− t)k−1 dt =

(k − 1)!(k − 1)!

(2k − 1)!

using the beta function, which completes the proof.

Remark 1.2.9. The de Rham cohomology classes of the forms τf appearing in Lemma
1.2.8 are well-known (cf. [11, 24]) to be precisely the cohomology classes on G obtained
by transgressing classes on BG. H•(G;R) is generated as an exterior algebra by (finitely
many) such transgressed classes [2, Theorem 18.1].

Another major advantage that comes from working with based loop group bundles is that
classifying maps are easy to describe. Namely, given an ΩG-bundle Q → M a choice of
Higgs field Φ on Q is equivalent to choosing a smooth classifying map M → G for Q in
the following manner. At the point q ∈ Q the equation

Φ(q) = g(q)−1∂g(q) (1.2.2)

for g = g(q) ∈ PG has a unique solution by the Picard-Lindelöf Theorem. The holonomy
of the Higgs field Φ is then the map holΦ : Q→ PG that sends

q 7−→ holΦ(q) := g

with g satisfying (1.2.2). As Φ is smooth, holΦ is also smooth and notice also that holΦ is
ΩG-equivariant, for if γ ∈ ΩG and g = holΦ(q) then

(gγ)−1∂(gγ) = ad(γ−1)g−1∂g + γ−1∂γ = Φ(qγ)

implies that holΦ(qγ) = holΦ(q)γ. Hence holΦ descends to a map M → G, which shall
also be called holΦ, proving
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Proposition 1.2.10 ([33]). If Q → M is an ΩG-bundle and Φ is any Higgs field on Q
then holΦ : M → G is a smooth classifying map for Q.

Writing

τ : I•(g) −→ H2•−1(G;R)

for the map f 7→ [τf ], with τf the forms of Lemma 1.2.8, by naturality of the string classes
and using (1.1.7) one obtains

Theorem 1.2.11 ([33]). If Q→M is an ΩG-bundle and

s(Q) : I•(g) −→ H2•−1(M ;R)

is the map f 7→ sf (Q) then the diagram

I•(g) H2•(M × S1;R)

H2•−1(G;R) H2•−1(M ;R)

cw(Q) //

∫̂
S1

��

τ

��

s(Q)

''hol∗Φ //

commutes for any choice of Higgs field Φ on Q, where Q := C(Q) is the caloron transform.

Here
∫̂
S1 : H•(M × S1;R)→ H•−1(M ;R) is the integration over the fibre map in singular

cohomology.

An immediate consequence of this is that for any choice of connection A and Higgs field
Φ on Q there is some (2k − 2)-form ω on M such that

sf (A,Φ) = hol∗Φ τf + dω.

As shown in Proposition 1.2.14 below, for each choice of A and Φ there is a corresponding
canonical choice of ω. The fact that there is a canonical choice of ω plays an important role
in relating the Ω model of Chapter 4 to the TWZ differential extension of odd K-theory
in Section 4.2.1.

It is important for the construction of these canonical forms to understand how the Higgs
field holonomy is related to the conventional notion of holonomy of a connection. First
take a G-bundle π : P → X with framing s0 over X0 and framed connection A. Writing
P0 = s0(X0) as before and taking based loops4 gives the ΩG-bundle ΩP0P → ΩX0X, as
in the construction of the based inverse caloron transform functor. Take a loop p ∈ ΩP0P
and project down to ΩX0X to obtain π ◦ p. Taking the horizontal lift p̂ of π ◦ p through
s0(π ◦ p(0)) with respect to the connection A, one has

p = p̂hol(p)

for some hol(p) ∈ PG. Notice that hol is ΩG-equivariant since p̂γ = p̂ for each γ ∈ ΩG
and so

pγ = p̂γ hol(pγ) =⇒ hol(pγ) = hol(p)γ.

4recalling that, for example, ΩX0X = {γ ∈ LX | γ(0) ∈ X0}.
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Thus, hol descends to a map hol : ΩX0X → G such that the diagram

ΩP0P PG

ΩX0X G

hol //

hol //
�� ��

commutes. In particular, hol is a classifying map for ΩP0P and agrees with the traditional
notion of holonomy (see also [8, Section 3]). Recalling the map η : M → ΩM0(M × S1) of
(1.1.1) used in the definition of the caloron correspondence one has

Lemma 1.2.12 ([33, 41]). Let Q → M be an ΩG-bundle with connection A and Higgs
field Φ. Write Q→M×S1 for its caloron transform, with the framed connection A. Then
the Higgs field holonomy is related to the usual holonomy (with respect to A) by

holΦ = hol ◦ η.

For a proof of this fact see [41, Lemma 3.1.1]. In [41, Lemma 3.1.2] it is also shown that5

Lemma 1.2.13 ([41]). For differential k-forms on M × S1

η∗
∫̂
S1

ev∗ =

∫̂
S1

where ev : ΩM0(M × S1)× S1 →M × S1 is the evaluation map (γ, θ) 7→ γ(θ).

With these results, one is able to prove

Proposition 1.2.14. Let Q → M be an ΩG-bundle. For any f ∈ Ik(g), and choice of
ΩG-connection A and Higgs field Φ on Q, there is a canonical choice of (2k − 2)-form χ
on M such that

sf (A,Φ) = hol∗Φ τf + dχ.

Proof. The proof is essentially that of [41, Proposition 3.2.7] and [33, Proposition 4.15].
Let Q → M × S1 be the caloron transform, with framing s0 ∈ Γ(M0, Q) and framed
connection A. Pulling back by the evaluation map ev : ΩM0(M × S1) × [0, 1] → M × S1

one obtains the G-bundle ev∗Q → ΩM0(M × S1) × [0, 1]. This bundle is in fact trivial,
since it has a section

h : ΩM0(M × S1)× [0, 1] −→ ev∗Q

given by h(p, t) := p̂(t), where p̂ is the horizontal lift of p through s0(p(0)) with respect to
the connection A on Q. Setting

Â := h∗ ev∗A,

since ΩM0(M × S1)× [0, 1] is a product manifold one may write

h∗ ev∗ F = − ∂

∂t
Â ∧ dt+ F̂ = −∂tÂ ∧ dt+ F̂

5in fact, the argument presented there proves this only for the case k = 4 but the argument is sufficiently
general to hold for all k.
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where F is the curvature of A and, if ςt : p 7→ (p, t) is the slice map, ς∗t F̂ is the curvature
of ς∗t Â.

Putting this aside for one moment, considering the Chern-Weil forms on M × S1 one has

sf (A,Φ) =

∫̂
S1

cwf (A) = η∗
∫̂
S1

ev∗ cwf (A) = η∗
∫̂
S1

cwf (ev∗A)

for any f ∈ Ik(g) by Lemma 1.2.13. Inserting the above expression for h∗ ev∗ F and
treating S1 as [0, 1] with endpoints identified6 gives

cf :=

∫̂
S1

cwf (ev∗A) = −k
∫ 1

0
f
(
∂tÂ, F̂ , . . . , F̂︸ ︷︷ ︸

k − 1 times

)
dt.

Using the formula F̂ = dÂ+ 1
2 [Â, Â], this becomes

cf = −k
k−1∑
i=0

1

2i
(k − 1)!

i!(k − 1− i)!

∫ 1

0
f
(
∂tÂ, dÂ, . . . , dÂ︸ ︷︷ ︸

k − 1− i times

, [Â, Â], . . . , [Â, Â]︸ ︷︷ ︸
i times

)
dt

For i = 0, . . . , k − 1 set

fi := f
(
∂tÂ, dÂ, . . . , dÂ︸ ︷︷ ︸

k − 1− i times

, [Â, Â], . . . , [Â, Â]︸ ︷︷ ︸
i times

)
,

which, acting on tangent vectors at a point p ∈ ΩM0(M × S1), is a map S1 → R. Using
the shorthand Âj to mean Â repeated j times as an argument of f , using the Leibniz rule
for d gives∫ 1

0
fi(t) dt =

∫ 1

0
f
(
d(∂tÂ), Â, dÂk−2−i, [Â, Â]i

)
dt

+ i

∫ 1

0
f
(
∂tÂ, Â, dÂ

k−2−i, d[Â, Â], [Â, Â]i−1
)
dt− d

∫ 1

0
f
(
∂tÂ, Â, dÂ

k−2−i, [Â, Â]i
)
dt

and integrating by parts in the [0, 1] direction gives∫ 1

0
fi(t) dt = Fi(1)− Fi(0)− (k − 1− i)

∫ 1

0
f
(
Â, ∂t(dÂ), dÂk−2−i, [Â, Â]i

)
dt

− i
∫ 1

0
f
(
Â, dÂk−1−i, ∂t[Â, Â], [Â, Â]i−1

)
dt

where Fi := f
(
Â, dÂk−1−i, [Â, Â]i

)
.

By the ad-invariance of f ,

f
(
∂tÂ, Â, dÂ

k−2−i, d[Â, Â], [Â, Â]i−1
)

= 2f
(
[∂tÂ, Â], Â, dÂk−1−i, [Â, Â]i−1

)
− 2f

(
∂tÂ, dÂ

k−i−1, [Â, Â]i
)

− 2(k − 2− i)f
(
∂tÂ, Â, [dÂ, Â], dÂk−2−i, [Â, Â]i−1

)
= f

(
∂t[Â, Â], Â, dÂk−1−i, [Â, Â]i−1

)
− 2f

(
∂tÂ, dÂ

k−i−1, [Â, Â]i
)

− (k − 2− i)f
(
∂tÂ, Â, d[Â, Â], dÂk−2−i, [Â, Â]i−1

)
.

6so as to avoid an excess of factors of 2π that are integrated out in any case.
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Using this and combining the two expressions for
∫ 1

0 fi(t) dt above gives

(k + i)

∫ 1

0
fi(t) dt = Fi(1) − Fi(0) − (k − 1 − i)d

∫ 1

0
f
(
∂tÂ, Â, dÂ

k−2−i, [Â, Â]i
)
dt.

This gives the expression

cf =
k−1∑
i=0

[
− 1

2i
k(k − 1)!

i!(k − 1− i)!
1

k + i
{Fi(1)− Fi(0)}

]
+ dβ

where

β :=
k−1∑
i=0

k

2i
(k − 1)!

i!(k − 2− i)!

∫ 1

0
f
(
∂tÂ, Â, dÂ

k−2−i, [Â, Â]i
)
dt.

Notice that h(p, 0) = h(p, 1) hol(p) so that

Â0 = ad(hol−1)Â1 + hol−1 dhol

where Ât := ς∗t Â. Since h(p, 0) ∈ P0 = s0(M0) for all p ∈ ΩM0(M × S1), the composition
ev ◦h ◦ ς0 sends the loop p to s0(p(0)). Recall that A is framed with respect to s0, so
Â0 = 0 which gives

Â1 = −(dhol) hol−1

and Fi(0) = 0 for each i = 0, . . . , k − 1. Thus, if Θ̂ is the right-invariant Maurer-Cartan
form on G

Â1 = −hol∗ Θ̂

and hence

dÂ1 = −1

2

[
(dhol) hol−1, (dhol) hol−1

]
since dΘ̂ + 1

2 [Θ̂, Θ̂] = 0. Using Θg = ad(g−1)Θ̂g and the ad-invariance of f gives

Fi(1) = f
(
Â, dÂk−1−i, [Â, Â]i

)
= −

(
−1

2

)k−1−i
hol∗ f

(
Θ, [Θ,Θ]k−1

)
so that

cf = hol∗
(
−1

2

)k−1

k
k−1∑
i=0

(k − 1)!

i!(k − 1− i)!
(−1)i

k + i
f
(
Θ, [Θ,Θ]k−1

)
+ dβ.

Recalling the beta function

(k − 1)!(k − 1)!

(2k − 1)!
= B(k, k) :=

∫ 1

0
tk−1(1− t)k−1 dt =

k−1∑
i=0

(k − 1)!

i!(k − 1− i)!
(−1)i

k + i

finally gives

cf = hol∗
(
−1

2

)k−1 k!(k − 1)!

(2k − 1)!
f
(
Θ, [Θ,Θ]k−1

)
+ dβ.

Pulling back by η and using holΦ = hol ◦ η gives

sf (A,Φ) = hol∗Φ

(
−1

2

)k−1 k!(k − 1)!

(2k − 1)!
f
(
Θ, [Θ,Θ]k−1

)
+ dχ
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and hence the result, since

χ := η∗β = η∗
k−1∑
i=0

k

2i
(k − 1)!

i!(k − 2− i)!

∫ 1

0
f
(
∂tÂ, Â, dÂ

k−2−i, [Â, Â]i
)
dt

is a (2k − 2)-form on M determined entirely by A and Φ. Note that since Â depends on
both A and Φ, the form χ also depends on both of these data.

Unwinding the proof above gives

Corollary 1.2.15. If g : N → M is smooth, on the pullback g∗Q → N equipped with the
pullback connection g∗A and Higgs field g∗Φ one has

sf (g∗A, g∗Φ) = hol∗g∗Φ τf + dχ′

for some canonical form χ′. Then χ′ = g∗χ, with χ as in Proposition 1.2.14.
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Chapter 2

The string potentials

The discussion of the caloron correspondence in Chapter 1 culminated in the construction
of characteristic classes for loop group bundles. Since these classes live in the cohomology
of the base manifold and depend only on the isomorphism class of the bundle, they define
topological invariants. More importantly, the construction provides explicit differential
form representatives for these classes, given some data on the total space.

This chapter is devoted to the construction of new objects on loop group bundles: the
string potentials. The string potentials are differential forms measuring the dependence of
the string forms (of some given loop group bundle) on a particular choice of connection and
Higgs field. In this manner, the string potentials may be thought of as ‘looped’ versions
of the well-known Chern-Simons forms.

2.1 Construction of the string potentials

In the setting of finite-dimensional principal bundles, recall that a connection A on the
G-bundle P →M determines the Chern-Weil forms: closed real-valued differential forms

cwf (A) := f(F, . . . , F︸ ︷︷ ︸
k times

) ∈ Ω2k(M),

where f ∈ Ik(g) and F is the curvature form of A. As discussed in Section 1.1.3 (in
particular Theorem 1.1.11) the cohomology class associated to cwf (A) is independent of
the chosen connection A and defines a characteristic class of the bundle. The characteristic
classes that arise in this manner are primary topological invariants of the bundle P →M .

In [11], the study of the dependence of the forms cwf (A) on the connection A led to
the discovery of secondary geometric invariants called Chern-Simons forms. The Chern-
Simons form associated to the connection A and polynomial f ∈ Ik(g) is the (2k−1)-form
on P given by

CSf (A) :=
k−1∑
j=1

(
−1

2

)j k!(k − 1)!

(k + j)!(k − 1− j)!
f(A, [A,A], . . . , [A,A]︸ ︷︷ ︸

j times

, F, . . . , F︸ ︷︷ ︸
k − j − 1 times

).

[11, equation (3.5)]. An important property of the Chern-Simons forms is that

dCSf (A) = π∗cwf (A)
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with π : P → M the projection [11, Proposition 3.2]. The discovery of the Chern-Simons
forms motivated the work of Cheeger and Simons [10], in which the theory of differential
characters was developed. Differential characters provide a refinement of integral cohomol-
ogy that naturally includes differential forms: refer to [19] for a detailed treatment. In [10]
it is shown that the Chern-Simons forms descend to the base manifold M as differential
characters and, in fact, that these differential characters define differential characteristic
classes for the G-bundle P →M .

The initial situation for loop group bundles is not too dissimilar to the finite-dimensional
setting: associated to a connection A and Higgs field Φ on the LG-bundle Q → M there
are the string forms

sf (A,Φ) = k

∫
S1

f(∇Φ, F, . . . ,F︸ ︷︷ ︸
k − 1 times

) ∈ Ω2k−1(M)

that play the role of the Chern-Weil forms. Before introducing the total string potentials,
which play the role of the Chern-Simons forms in the loop group setting, the discussion
focusses on the relative string potentials. These latter objects are constructed by analogy
with the relative Chern-Simons forms—see [14, Appendix A] for a discussion of these
objects.

The following result is used in the construction of the total string potentials.

Lemma 2.1.1. Let π : Q→M be a loop group bundle with caloron transform the G-bundle
Π: Q→M × S1. Then the diagram

Ω•(Q× S1 ×G) Ω•−1(Q×G)

Ω•(Q× S1) Ω•−1(Q)

Ω•(Q)

Ω•(M × S1) Ω•−1(M)

∫̂
S1 //

s∗

��

(s×id)∗

�� ∫̂
S1 //

44

(π×id)∗ 44∫̂
S1 //

Π∗

OO

π∗
44

commutes, with s the section q 7→ (q, 1) and the map Ω•(Q) → Ω•(Q × S1 × G) given by
the pullback of the quotient map.

Proof. The result follows from Lemma B.1.3 and the fact that

Q× S1 ×G Q

Q× S1 M × S1

//

Π

��

s×id

OO

π×id //

commutes, which is consequence of the construction of the caloron transform functor C
and the fact that pullback is contravariantly functorial.
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Remark 2.1.2. Take the loop group bundle Q→M equipped with connection A and Higgs
field Φ. Using the formula (1.1.4) for the caloron transform connection A on Q := C(Q)
gives

(s× id)∗A(q,θ) = Aq(θ) + Φ(q)(θ)dθ

on Q× S1 and hence, using (1.1.9),

(s× id)∗
(
dA+ 1

2 [A,A]
)

= Fq(θ) +∇Φq(θ) ∧ dθ.

The diagram of Lemma 2.1.1 then implies that whenever an expression on Q or M is given
in terms of the connection A on Q or its curvature F and then integrated over the fibre,
the (schematic) expressions

A = A + Φdθ and F = F +∇Φ ∧ dθ (2.1.1)

may be used instead of (1.1.4) and (1.1.9).

In order to construct the string potentials, one requires a notion of smooth n-cubes in the
spaces of connections and Higgs fields on the loop group bundle Q→M . In general there
is no obvious smooth structure on these spaces so a key concept in the construction of the
string potentials is the following

Definition 2.1.3. Let P → M be a fixed G-bundle. A smooth n-cube of G-connections
on P is a G-connection Â on the G-bundle P × [0, 1]n → M × [0, 1]n satisfying ıXÂ = 0
for any vector field X on P × [0, 1]n that is vertical for the projection P × [0, 1]n → P .
Here ıX denotes contraction with the vector field X.

Consequently, any such Â may be written at (p, t1, . . . , tn) ∈ P × [0, 1]n as

Â(p,t1,...,tn) = f(p, t1, . . . , tn) pr∗1 ω(p,t1,...,tn)

for some 1-form ω on P and smooth function f on P × [0, 1]n. Taking the Lie derivative
L gives(

d

dti
Â

)
(p,t1,...,tn) :=

(
L∂ti Â

)
(p,t1,...,tn) =

∂f

∂ti
(p, t1, . . . , tn) pr∗1 ω(p,t1,...,tn) (2.1.2)

where ∂ti is the vector field on P × [0, 1]n generated by the i-th coordinate function ti.

In the case that Q→M is a loop group bundle, there is the related notion

Definition 2.1.4. A smooth n-cube of Higgs fields on the loop group bundle Q→M is a
Higgs field Φ̂ on Q× [0, 1]n →M × [0, 1]n with respect to the loop group action

(q, t1, . . . , tn) · γ := (qγ, t1, . . . , tn).

As with (2.1.2),(
d

dti
Φ̂

)
(q, t1, . . . , tn) :=

(
L∂ti Φ̂

)
(q, t1, . . . , tn) =

∂Φ̂

∂ti
(q, t1, . . . , tn). (2.1.3)

For any product manifold of the form X × [0, 1]n define the smooth slice map

ς(t1,...,tn) : X −→ X × [0, 1]n

x 7−→ (x, t1, . . . , tn).
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Fix a loop group bundle Q → M , recall the notation HQ for the space of Higgs fields on
Q (Definition 1.1.6) and write AQ for the affine space of connections on Q.

Definition 2.1.5. A smooth map γ : [0, 1]n → AQ ×HQ is an assignment

γ : (t1, . . . , tn) 7−→
(
A(t1,...,tn),Φ(t1,...,tn)

)
with

A(t1,...,tn) = ς∗(t1,...,tn)A
γ and Φ(t1,...,tn) = ς∗(t1,...,tn)Φ

γ

for some smooth n-cube of connections Aγ and smooth n-cube of Higgs fields Φγ on Q.
Thus, specifying such a smooth map γ is equivalent to specifying smooth n-cubes Aγ and
Φγ in AQ and HQ.

Remark 2.1.6. When the base manifold M is compact, AQ and HQ may be given Fréchet
manifold structures as in Appendix A or [20]. In this case, a map γ is smooth in the sense
of Definition 2.1.5 if and only if it is smooth as a map between (Fréchet) manifolds.

2.1.1 The relative string potentials

With all this machinery in place, one is able to define the relative string potentials

Definition 2.1.7. For any f ∈ Ik(g) and smooth path γ : [0, 1]→ AQ×HQ, the associated
(relative) string potential is

Sf (γ) := k

∫ 1

0

∫
S1

(
(k − 1)f

(
Bt,Ft, . . . ,Ft︸ ︷︷ ︸

k−2 times

,∇tΦ
)

+ f
(
Ft, . . . ,Ft︸ ︷︷ ︸
k−1 times

, ϕt
))
dt ∈ Ω2k−2(Q)

where Ft is the curvature of At, ∇tΦ is the Higgs field covariant derivative of Φt and

Bt := ς∗t (L∂tAγ) and ϕt := ς∗t (L∂tΦγ)

are the ‘time derivatives’ of At and Φt at t ∈ [0, 1].

Theorem 2.1.8. The string potential of Definition 2.1.7 descends to a form on M , also
called Sf (γ), which satisfies the equation

dSf (γ) = sf (A1,Φ1)− sf (A0,Φ0).

Proof. Start with the smooth path γ : [0, 1]→ AQ×HQ, with Aγ and Φγ the corresponding
smooth 1-cubes (i.e. connection and Higgs field) on Q× [0, 1]. Write Fγ for the curvature
of Aγ and ∇Φγ for the Higgs field covariant derivative of Φγ . Cartan’s Magic Formula
({ı, d} = L) gives

ı∂tF
γ = ı∂t

(
dAγ + 1

2 [Aγ ,Aγ ]
)

= L∂tAγ and

ı∂t∇Φγ = ı∂t(dΦγ + [Aγ ,Φγ ]− ∂Aγ) = L∂tΦ

so that ς∗t ı∂tF
γ = Bt and ς∗t ı∂t∇Φγ = ϕt. Then

ς∗t ı∂tf
(
(Fγ)k−1,∇Φγ

)
= (k − 1)ς∗t f

(
ı∂tF

γ , (Fγ)k−2,∇Φγ
)

+ ς∗t f
(
(Fγ)k−1, ı∂t∇Φγ

)
= (k − 1)f

(
Bt,F

k−2
t ,∇tΦ

)
+ f

(
Fk−1
t , ϕt

)
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so that

Sf (γ) =

∫ 1

0
ς∗t ı∂tsf (Aγ ,Φγ) dt. (2.1.4)

Since the string form sf (Aγ ,Φγ) lives on M × [0, 1], this shows that Sf (γ) descends to M .

The proof is completed by the calculation

dSf (γ) =

∫ 1

0
dς∗t ı∂tsf (Aγ ,Φγ) dt

=

∫ 1

0
ς∗t [L∂tsf (Aγ ,Φγ)] dt

=

∫ 1

0

[
d

dt
sf (Aγ ,Φγ)

]
(t) dt

= sf (A1,Φ1)− sf (A0,Φ0),

using Stokes’ Theorem and Cartan’s Magic Formula.

There is a close relationship (1.1.7) between string forms and Chern-Weil forms, so it seems
reasonable to expect a similar relationship between the relative string potentials and the
relative Chern-Simons forms. Via the caloron correspondence one can see that the smooth
n-cubes Â of connections and Φ̂ of Higgs fields on Q determine a smooth n-cube Â of
connections on Q := C(Q) and conversely. Thus, a smooth map

γ : [0, 1]n −→ AQ ×HQ

is equivalent to a smooth map

Cγ : [0, 1]n −→ AQ,

with AQ the space of all connections on Q. The relative Chern-Simons form given by the
map Cγ associated to f ∈ Ik(g) is

CSf (Cγ) = k

∫ 1

0
f
(
Bt, Ft, . . . , Ft︸ ︷︷ ︸

k − 1 times

)
dt

where Ft = ς∗t F̂ is the curvature of the connection At at ‘time’ t ∈ [0, 1] and Bt = ς∗t L∂tÂ
is the time derivative at t. Using (2.1.1),∫̂

S1

CSf (Cγ) = k

∫̂
S1

∫ 1

0
f
(
Bt + ϕtdθ, (Ft +∇Φ ∧ dθ)k−1

)
dt

= k

∫ 1

0

[∫̂
S1

(
f
(
ϕt,F

k−1
t

)
∧ dθ + (k − 1)f

(
Bt,F

k−2
t ,∇tΦ

)
∧ dθ

)]
dt

= k

∫ 1

0

∫
S1

(
(k − 1)f

(
Bt,F

k−2
t ,∇tΦ

)
+ f

(
Fk−1
t , ϕt

))
dt

so that

Sf (γ) =

∫̂
S1

CSf (Cγ), (2.1.5)

which is the direct analogue of the expression (1.1.7) for the string potentials.
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Suppose that ψ : N → M is a smooth map and Q → M is a loop group bundle. Given a
smooth path γ : [0, 1] → AQ ×HQ, one may pull back the corresponding smooth 1-cubes
to obtain a smooth path ψ∗γ : [0, 1]→ Aψ∗Q ×Hψ∗Q. It is immediate that

Sf (ψ∗γ) = ψ∗Sf (γ) (2.1.6)

for any f ∈ Ik(g) so the relative string potentials are natural.

The following result shows that, modulo exact forms, the string potential Sf (γ) depends
only on the endpoints of the smooth path γ. This result is key to the construction of the
Ω model for odd differential K-theory in Chapter 4.

Proposition 2.1.9. If γ0, γ1 : [0, 1]→ AQ×HQ are smooth paths with the same endpoints
then Sf (γ1)− Sf (γ0) is exact.

Proof. An explicit antiderivative is constructed by taking Γ: [0, 1]2 → AQ ×HQ, which is
smooth in the sense of Definition 2.1.5, such that Γ(t, 0) = γ0(t) and Γ(t, 1) = γ1(t). Write
Γ(t, s) = γs(t), noting that γs : [0, 1]→ AQ×HQ is then a smooth path for each s ∈ [0, 1].
In the case that γ0 and γ1 have the same endpoints, the map Γ may be chosen so that the
restrictions Γi(s) := Γ(i, s) are constant for i = 0, 1.

Taking such a Γ, define

Hf (Γ) :=

∫
[0,1]2

ς∗(t,s)ı∂sı∂tsf (AΓ,ΦΓ)

and notice that ς(t,s) = ςs ◦ ςt = ςt ◦ ςs. Using Fubini’s Theorem,

∫
[0,1]2

ς∗(t,s)ı∂s
d

dt
sf (AΓ,ΦΓ) =

∫ 1

0
ς∗s ı∂s

∫ 1

0
ς∗t
d

dt
sf (AΓ,ΦΓ) dt ds

=

∫ 1

0
ς∗s ı∂s

(
sf (AΓ1 ,ΦΓ1)− sf (AΓ0 ,ΦΓ0)

)
ds

= 0

since the constancy condition implies ı∂ssf (AΓi ,ΦΓi) = 0 for i = 0, 1. Using Cartan’s
Magic Formula, Stokes’ Theorem, Fubini’s Theorem and (2.1.4) then gives

dHf (Γ) =

∫
[0,1]2

ς∗(t,s)d
(
ı∂sı∂tsf (AΓ,ΦΓ)

)
=

∫
[0,1]2

ς∗(t,s)

(
d

ds
ı∂tsf (AΓ,ΦΓ)− ı∂s

d

dt
sf (AΓ,ΦΓ)

)
=

∫
[0,1]2

ς∗t ◦ ς∗s
(
d

ds
ı∂tsf (AΓ,ΦΓ)

)
=

∫ 1

0
ς∗t ı∂t (sf (Aγ1 ,Φγ1)− sf (Aγ0 ,Φγ0)) dt

= Sf (γ1)− Sf (γ0)

so that the difference Sf (γ1)− Sf (γ0) is exact as required.
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2.1.2 The total string potentials

Having constructed the relative string potential forms, it is now possible to define the total
string potentials using a similar method to the construction of the Chern-Simons forms
(cf. [11, (3.1)]). For a fixed loop group bundle π : Q → M , the total string potentials
depend only on a choice of connection and Higgs field on Q, rather than a smooth path
γ, but live on the total space of the bundle rather than the base.

Consider the pullback bundle

π∗Q Q

Q M

//

����
π //

which is a trivial loop group bundle over Q. The diagonal map ∆: Q → π∗Q determines
the global trivialisation

(q, qγ) 7−→ (q, γ),

so pulling back the product connection and the trivial Higgs field on the trivial bundle
over Q gives a connection Θ and Higgs field Ψ on π∗Q. There is a canonical smooth path
joining (Θ,Ψ) to (A,Φ), namely

ν : t 7−→ ((1− t)Θ + tA, (1− t)Ψ + tΦ).

The total string potential of the pair (A,Φ) is defined by pulling the form Sf (ν) on π∗Q
back to Q using the diagonal section, that is

Definition 2.1.10. The total string potential of the connection A and Higgs field Φ on Q
associated to f ∈ Ik(g) is

Sf (A,Φ) := ∆∗Sf (ν) ∈ Ω2k−2(Q) (2.1.7)

where ∆ is the diagonal map and Sf (ν) is the string potential of the path ν as per
Definition 2.1.7.

Proposition 2.1.11. The total string potential satisfies

dSf (A,Φ) = π∗sf (A,Φ),

in particular, dSf (A,Φ) descends to a form on M .

Proof. By Theorem 2.1.8

dSf (ν) = π∗sf (A,Φ)− sf (Θ,Ψ),

which is a form on π∗Q. Pulling back by the diagonal section ∆ gives the result since all
Θ and Ψ terms vanish.

Since the total string potential depends only on A and Φ, one might expect to be able to
write Sf (A,Φ) in terms of A and Φ alone. In fact
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Proposition 2.1.12. The total string potential of the connection A and Higgs field Φ
associated to f ∈ Ik(g) is given by the formula

Sf (A,Φ) =

∫
S1

[ k−1∑
i=0

cif
(
Φ, [A,A]i,Fk−1−i)

+
k−1∑
i=1

[
2icif

(
A, [A,Φ], [A,A]i−1,Fk−1−i)
− 2(k + i)cif

(
A,∇Φ, [A,A]i−1,Fk−1−i)]] (2.1.8)

where the coefficients are

ci =

(
−1

2

)i k!(k − 1)!

(k + i)!(k − 1− i)!
.

Proof. Pulling back by ∆ eliminates all Θ and Ψ terms, so comparing with Definition 2.1.7
one obtains

Sf (A,Φ) = k

∫ 1

0

∫
S1

(
(k − 1)f

(
Bt,F

k−2
t ,∇tΦ

)
+ f

(
Fk−1
t , ϕt

))
dt

with At = tA and Φt = tΦ or, using (2.1.5) and (2.1.1),

Sf (A,Φ) = k

∫ 1

0

[∫̂
S1

f
(
Bt, F

k−1
t

)]
dt

where Ft = tF − t
2(1− t)[A,A]. Hence∫̂

S1

f
(
Bt, F

k−1
t

)
=

∫̂
S1

f
(
A,
(
tF − t

2(1− t)[A,A]
)k−1

)
=

k−1∑
i=0

(−1)itk−1(1− t)i (k − 1)!

2ii!(k − 1− i)!

∫̂
S1

f
(
A, [A,A]i, F k−1−i

)
.

Integrating over [0, 1] and recalling the beta function gives

Sf (A,Φ) =
k−1∑
i=0

(
−1

2

)i k!(k − 1)!

(k + i)!(k − 1− i)!

∫̂
S1

f
(
A, [A,A]i, F k−1−i

)
,

which has the desired coefficients. It remains only to use (2.1.1) so that one may substitute
[A,A] + 2[A,Φ] ∧ dθ for [A,A]. Substituting in this expression yields

k−1∑
i=0

ci

∫̂
S1

f
(
A, [A,A]i, F k−1−i

)
=

∫
S1

[ k−1∑
i=0

cif
(
Φ, [A,A]i,Fk−1−i)

+
k−1∑
i=1

[
2icif

(
A, [A,Φ], [A,A]i−1,Fk−1−i)

− 2(k + i)cif
(
A,∇Φ, [A,A]i−1,Fk−1−i)]],

giving the result.
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As with (2.1.6), if ψ : P→ Q is a morphism of loop group bundles one has

ψ∗Sf (A,Φ) = Sf (ψ∗A, ψ∗Φ)

for any f ∈ Ik(g) so that the total string potential forms are natural.

As some first examples of applications of the total string potentials:

Example 2.1.13. Murray and Stevenson [32, Theorem 5.1] obtained a differential form
representative for Killingback’s string class (Example 1.1.13) using the lifting bundle gerbe
of the loop group bundle Q→M . They first gave a curving for this bundle gerbe

B =
i

2π

∫
S1

(
1
2〈A, ∂A〉 − 〈F,Φ〉

)
which is a 2-form on the total space of the LG-bundle π : Q → M that depends on the
connection A and Higgs field Φ. It turns out that there is a closed 3-form H on M such
that dB = π∗H and the cohomology class of 1

2πiH is the string class.

Using (2.1.8) on A and Φ with f(·, ·) := − 1
8π2 〈·, ·〉 gives

Sf (A,Φ) = − 1

8π2

∫
S1

(
〈Φ,F〉 − 1

6 (〈Φ, [A,A]〉+ 2〈A, [A,Φ]〉) + 〈A,∇Φ〉
)

= − 1

4π2

∫
S1

(
〈Φ,F〉 − 1

2〈A, ∂A〉
)
− d

∫
S1

f(A,Φ)

so that

Sf (A,Φ) =
1

2πi
B + exact.

Thus, the total string potentials recover the curving of the lifting bundle gerbe of Q→M .

Example 2.1.14. Consider the total string potential Sf (A∞,Φ∞) associated to the standard
connection and Higgs field on the path fibration PG → G. Denote by ı : ΩG → PG the
fibre inclusion (over, say, the identity of G) so that ı∗A∞ = Θ, the Maurer-Cartan form
on ΩG, and Ψ(γ) := (ı∗Φ∞)(γ) = γ−1∂γ for γ ∈ ΩG. Since the forms ∇Φ∞ and F∞ are
horizontal, by (2.1.8), the ad-invariance of f and the fact that [Θ, [Θ,Θ]] = 0 give

ı∗Sf (A∞,Φ∞) =

∫
S1

[
ck−1f

(
(Ψ, [Θ,Θ]k−1

)
+ 2(k − 1)ck−1f

(
Θ, [Θ,Ψ], [Θ,Θ]k−2

) ]
=

(
−1

2

)k−1 k!(k − 1)!

(2k − 2)!

∫
S1

f
(

Ψ, [Θ,Θ]k−1
)
.

Notice that this form is closed by Proposition 2.1.11, since ı∗π∗sf (A∞,Φ∞) = 0, so it
defines a class in H•(ΩG;R). This construction coincides with Borel’s transgression map
[2, p. 40] for the universal bundle PG→ G.

In the case that G is simply-connected, H•(ΩG;R) is a polynomial algebra on the even-
dimensional classes defined given by pulling back generators of the cohomology of G to
ΩG × S1 by the evaluation map ev : (p, θ) 7→ p(θ) and integrating over the fibre. This
process yields precisely the cohomology classes of the forms above [36, Appendix 4.11], so
that the total string forms of the path fibration give generators for the cohomology of ΩG.
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2.2 String potentials and secondary characteristic classes

The total string potential forms introduced above have a remarkable degree of similarity
to Chern-Simons forms: total string potentials are to string forms as the Chern-Simons
forms are to Chern-Weil forms.

In [10, 11] the Chern-Simons forms were used to construct secondary or differential char-
acteristic classes for G-bundles. There is some disagreement as to the precise meaning
of the phrase ‘secondary characteristic class’ in the literature: in this thesis it is taken
to mean characteristic classes valued in ordinary differential cohomology that are natural
with respect to connection-preserving bundle maps1.

The similarity between the total string potential forms and the Chern-Simons forms leads
one naturally to question to what extent the string potentials may be used to construct
secondary characteristic classes for loop group bundles. This section constructs such classes
in a restricted setting, indicating that a more general construction should be possible.

For this discussion, it is necessary to briefly review the theory of ordinary differential
cohomology. Ordinary differential cohomology is a multiplicative differential extension of
ordinary (smooth singular) cohomology with integer coefficients (see Appendix C for back-
ground on differential extensions). The notion of differential cohomology first appeared in
the guise of differential characters in the work of Cheeger and Simons [10]; there are now
many different models for ordinary differential cohomology, see for example [4, 22].

The sense in which it is meant that a construction is a model for ordinary differential
cohomology is made clear through the following notion of a character functor, introduced
in [37].

Definition 2.2.1. A character functor is a functor F̌ from the category Man of smooth
manifolds (with corners) to the category AbGrp• of graded abelian groups that is equipped
with a set of natural transformations {i1, i2, δ1, δ2} such that the diagram

0 0

Hk−1R/Z HkZ

Hk−1R F̌ k HkR

Ωk−1/Ωk−1
Z Ωk

Z

0 0

$$

::

β

$$

α

::
−B //

::

i1

$$

i2

::

d //

ı

$$

$$

δ2

::

δ1

$$

deR

::

1in the case where G is a loop group, secondary characteristic classes are required to be natural with
respect to connection- and Higgs field-preserving bundle maps.
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commutes and has exact diagonal sequences. Here, HkR denotes degree k cohomology
with coefficients in the ring R, Ωk

Z are the degree k differential forms with integral periods,

Hk−1R α−−→ Hk−1R/Z B−−→ HkZ ı−−→ HkR

is the Bockstein exact sequence arising from the exact sequence Z → R → R/Z of coeffi-
cients and

Hk−1R β−−→ Ωk−1/Ωk−1
Z

d−−→ Ωk
Z

deR−−−→ HkR

is the exact sequence arising from the de Rham theorem. This diagram is called the
character diagram (of the character functor F̌ ).

Cheeger-Simons differential characters define such a character functor (for a detailed treat-
ment see [19, Chapter 2] or [10]). All of the models for ordinary differential cohomology
are related by the following key result

Theorem 2.2.2 ([37]). Any two character functors {F̌ , i1, i2, δ1, δ2} and {F̌ ′, i′1, i′2, δ′1, δ′2}
are equivalent via a unique natural transformation F̌ → F̌ ′ that commutes with the identity
on all other parts of the character diagram.

Remark 2.2.3. This result may be viewed as a version of the Bunke-Schick uniqueness
result (Theorem C.2.1) for differential extensions of integral cohomology.

The following discussion centres around the original differential characters of Cheeger and
Simons. Fixing a smooth manifold M , define the reduction map

ρ : Ck(M ;R) −→ Ck(M ;R/Z)

on smooth real-valued singular cochains by setting

ρ(c)(σ) := c(σ) mod Z

for any smooth singular k-chain σ ∈ Ck(M ;R), writing c̃ = ρ(c) for short. Using the
integration pairing, a k-form ω ∈ Ωk(M) can be viewed as a real-valued k-cochain so that
one may take the mod Z reduction of ω.

Definition 2.2.4 ([10]). The set of degree k differential characters of M is

Ȟk(M) = {χ ∈ Hom(Zk−1(M),R/Z) | χ ◦ ∂ = F̃χ for some Fχ ∈ Ωk(M)}

and Ȟ0(M) := Z. Here, Zk−1(M) is the group of integral smooth singular (k − 1)-cycles
on M .

Notice that addition on Hom(Zk−1,R/Z) induces a group operation on Ȟk(M) and that
the degree convention used here is not the original one2. Using a chain homotopy between
the wedge product of forms and the cup product of cochains, Cheeger and Simons defined
a graded ring structure on Ȟ•(M) :=

⊕
k Ȟ

k(M) [10, Section 1], however this structure
is not required in this thesis.

An important property of differential characters is

2compare Definition 2.2.4 with [10, Section 1].
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Theorem 2.2.5 ([10]). There are natural exact sequences

0 −→ Hk−1(M ;R/Z) −→ Ȟk(M)
F−−→ Ωk

Z(M) −→ 0

0 −→ Ωk−1(M)/Ωk−1
Z (M) −→ Ȟk(M)

c−−→ Hk(M) −→ 0

0 −→ Hk−1(M ;R)/Hk−1(M) −→ Ȟk(M)
F×c−−−−→ Rk(M) −→ 0

where
Rk(M) := {(c, ω) ∈ Hk(M)× Ωk

Z(M) | ı(c) = [ω] ∈ Hk(M ;R)}.

The maps F and c are the curvature and underlying class morphisms respectively using
the terminology of differential extensions.

As a first step in understanding the relationship between the total string potentials and sec-
ondary characteristic classes, one now constructs degree 1 secondary characteristic classes
for ΩU(n)-bundles. The reason for considering this very limited setting is that one may
easily construct the desired classes directly from the string potentials, which in this case
are functions that depend only on the Higgs field. Consider the invariant polynomial

tr : ξ 7−→ 1

2πi
tr(ξ)

for ξ ∈ u(n). The total string form of the standard connection and Higgs field on the path
fibration PU(n)→ U(n) corresponding to this polynomial is the function

Str := Str(A∞,Φ∞) : p 7−→ 1

2πi

∫
S1

tr(p−1∂p),

where p ∈ PU(n), so that p−1∂p ∈ Lu(n). In the case that this function is evaluated on a
closed path in PU(n) one obtains a ‘winding number’

Lemma 2.2.6 ([40]). For any γ ∈ ΩU(n)

1

2πi

∫
S1

tr(γ−1∂γ) ∈ Z.

Proof. The proof is essentially the same as that of [40, Lemma 3.3]. Recall that there is
an isomorphism

SU(n) o U(1) −→ U(n)

given by (κ, g) 7→ κg. Taking γ ∈ ΩU(n), write (κ(θ), z(θ)) 7→ γ(θ) under this isomor-
phism, so that

γ−1∂γ = (κz)−1∂(κz) = z−1κ−1(∂κ)z + z−1∂z.

Applying tr, since κ−1∂κ ∈ su(n), one obtains

tr(γ−1∂γ) = tr(z−1∂z) = n · z−1∂z.

It therefore suffices to show that

1

2πi

∫
S1

z−1∂z =
1

2πi

∫ 1

0
z(t)−1z′(t) dt ∈ Z

for any z ∈ ΩU(1). Notice that the function

f(s) := z(s)−1e
∫ s
0 z(t)

−1z′(t) dt
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satisfies f(0) = 1 and for all s ∈ [0, 1]

f ′(s) = −z(s)−2z′(s)e
∫ s
0 z(t)

−1z′(t) dt + z(s)−2z′(s)e
∫ s
0 z(t)

−1z′(t) dt = 0

since z′z−1 + z(z−1)′ = 0. Thus f is constant on [0, 1], in particular, f(1) = 1 so that

e
∫ 1
0 z(t)

−1z′(t) dt = 1 =⇒
∫ 1

0
z(t)−1z′(t) dt ∈ 2πiZ

as z(1) = 1.

The result of Lemma 2.2.6 allows one to understand the behaviour of Str under the action
of ΩU(n) on PU(n). Namely, take any p ∈ PU(n) and γ ∈ ΩU(n), then

Str(pγ) =
1

2πi

∫
S1

tr
(
(pγ)−1∂(pγ)

)
=

1

2πi

∫
S1

tr(p−1∂p) +
1

2πi

∫
S1

tr(γ−1∂γ)

= Str(p) +
1

2πi

∫
S1

tr(γ−1∂γ).

In particular, modulo Z,
S̃tr(pγ) = S̃tr(p)

for all p ∈ PU(n) and γ ∈ ΩU(n). This shows that S̃tr descends to an R/Z-valued function,
or R/Z-valued 0-cochain, on U(n). By Proposition 2.1.11 dStr = ev∗2π str(A∞,Φ∞) and

so, writing Š := S̃tr, one has

Š ◦ ∂ = ˜str(A∞,Φ∞).

Since every smooth singular 0-chain is a cycle, Š is a differential character of degree 1 on
U(n). The differential character Š now gives rise to a secondary characteristic class for
ΩU(n)-bundles in the following manner. For any ΩU(n)-bundle Q→ M with connection
A and Higgs field Φ, recall the ΩU(n)-equivariant Higgs field holonomy holΦ : Q→ PU(n),
which preserves the Higgs field but not necessarily the connection. Since the total string
potential Str(A,Φ) = 1

2πi

∫
S1 tr(Φ) is independent of A, one has

Str(A,Φ) = hol∗Φ Str

on the nose. The above argument shows that the mod Z reduction ˜Str(A,Φ) of Str(A,Φ)
descends to a differential character Š(Q,A,Φ) on M . Moreover, if f : P→ Q is an ΩU(n)-
bundle map that preserves the connections and Higgs fields and covers a map f̃ : N →M ,
it is clear from the construction that

f̃∗Š(Q,A,Φ) = Š(P, f∗A, f∗Φ),

so that the assignment (Q,A,Φ) 7→ Š(Q,A,Φ) defines a secondary characteristic class.

Remark 2.2.7. Observe that a key step in the construction of the secondary characteristic
classes Š(Q,A,Φ) above was pulling back by the Higgs field holonomy map, which is not
necessarily connection-preserving. Irrespective of this, however, the resulting differential
characters are natural with respect to connection- and Higgs field-preserving maps so that
they do indeed define secondary characteristic classes.
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Chapter 3

Ω vector bundles

The focus of this chapter is a certain family of Fréchet vector bundles, which in this
thesis are called Ω vector bundles. In essence, Ω vector bundles are Fréchet vector bundles
with the additional property that the fibres form a smoothly-varying family of finite-rank
modules over LC, the ring of smooth loops in C with pointwise addition and multiplication.

The Ω vector bundles are interesting objects because, as demonstrated below, they are
the targets on the infinite-dimensional side of a caloron correspondence for vector bundles
that is naturally related to the based caloron correspondence of Chapter 1 via the frame
bundle and associated vector bundle functors. As is the case for principal bundles, the
caloron correspondence for vector bundles may be enhanced to incorporate connective
data, specificially module connections and vector bundle Higgs fields (Definitions 3.2.1
and 3.2.8). These data are geometric objects on the total space of an Ω vector bundle
that respect the LC-module structure on the fibres.

As is the case with finite-rank vector bundles, the collection of Ω vector bundles over a fixed
base manifold M is a monoidal category under the Whitney sum operation ⊕. Passing
to isomorphism classes gives an abelian semi-group and, in the case that M is compact,
the vector bundle caloron correspondence is used to show that the Grothendieck group
completion of this semi-group gives a new model—phrased entirely in terms of smooth
bundles over M—for the odd K-theory of M .

As the name suggests, the notion of Ω vector bundles is used extensively in the construction
of the Ω model of odd differential K-theory in Chapter 4. As such, this chapter is intended
to provide an in-depth treatment of these objects.

3.1 Preliminaries

Before presenting the definition of Ω vector bundles, one first fixes some terminology and
notation. In the following, take V = Cn for some n and write G = GL(V ) for its general
linear group. The action of G on V is the standard action of GL(V ) on V . Unless stated
otherwise, all vector bundles (whether Fréchet or finite rank) and all maps between them
are taken to be smooth. When a base manifold X is given and W is a specified vector
space, W is understood to mean the trivial vector bundle X ×W → X.
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The action of a loop γ in LG or ΩG on a loop v ∈ LV is always taken to be the loop

γ(v) : θ 7−→ γ(θ)(v(θ)) (3.1.1)

in V , where the action on the right hand side is the standard action of G on V . This
is the loop or pointwise representation of LG (or ΩG) on LV . The group of all C-linear
endomorphisms of LV is denoted GL(LV ) and it is clear that ΩG < LG < GL(LV ).

The reader is assumed to be familiar with the notion of the frame bundle F(E) → M of
a vector bundle E → M as well as the related concept of the associated vector bundle of
a G-bundle, recalling that these assignments are functorial. In particular, if E → M is a
complex vector bundle of rank n, a frame at x ∈ M is a linear isomorphism Cn → Ex.
In the case that E → M is a Fréchet vector bundle with typical fibre LCn a frame at
x ∈ M is a linear isomorphism LCn → Ex of C-vector spaces. A classical reference on
frame bundles and associated vector bundles is [28].

Having established these fundamentals,

Definition 3.1.1. An Ω vector bundle over M is a Fréchet vector bundle E → M with
typical fibre LV and structure group ΩG1. Notice that this implies that the frame bundle
F(E) → M of E has a chosen reduction of the structure group from GL(LV ) to ΩG. In
this context, unless explicitly stated otherwise F(E) shall be taken to mean this reduction
rather than the whole GL(LV )-bundle.

Remark 3.1.2. In order to easily distinguish Ω vector bundles from their finite-dimensional
counterparts, similarly to Chapters 1 and 2 the total space of an Ω vector bundle is usually
denoted by a sans-serif character, for example E,F or H as opposed to E,F or H.

It may seem bizarre that in this definition the typical fibre LV is the space of free loops in
V whereas the structure group ΩG consists of based loops. The reason for this is explained
in Remark 3.1.5 below.

A direct consequence of Definition 3.1.1 is that the fibres of any Ω vector bundle E→M
naturally have the structure of LC-modules. To see this fix x ∈ M and choose any local
trivialisation

ψα : E|Uα −→ Uα × LCn

of E over some open set Uα ⊂M containing x. Write C∞(Uα, LC) for the ring of smooth
maps Uα → LC with addition and multiplication defined pointwise and notice that the
set of sections of the trivial bundle Uα × LCn → Uα is naturally a free, finitely gener-
ated C∞(Uα, LC)-module of rank n. Since ψα is C-linear, it induces the structure of a
C∞(Uα, LC)-module on Γ(Uα,E). Explicitly,

f · s : x 7−→ ψ−1
α

(
f(x) · ψα(s(x))

)
defines the action of f ∈ C∞(Uα, LC) on s ∈ Γ(Uα,E). It is straightforward to see that
this makes Γ(Uα,E) into a C∞(Uα, LC)-module and, moreover, that ψα is an isomorphism
of C∞(Uα, LC)-modules. In particular, since the isomorphism ψα acts fibrewise, the fibre
of E over x becomes an LC-module of rank n.

1that is, there is a preferred family of local trivialisations of E for which the transition functions are
valued in ΩG, which is taken as a subgroup of GL(LV ) via the loop representation.
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If ψβ : E|Uβ → Uβ × LCn is another local trivialisation of E with x ∈ Uβ, then on the
intersection Uαβ := Uα ∩Uβ the transition functions ταβ of E are valued in ΩG acting via
the loop representation. Thus the map

ψβ ◦ ψ−1
α : Uαβ × LCn −→ Uαβ × LCn

(x, v) 7−→ (x, ταβ(x)(v))

is an isomorphism of C∞(Uαβ, LC)-modules. Denote by Γ(Uαβ,E)(α) the set of sections
Γ(Uαβ,E) with C∞(Uαβ, LC)-module structure induced by the restriction of ψα to Uαβ as
above, with Γ(Uαβ,E)(β) defined similarly. Then there is the commuting diagram

Γ(Uαβ × LCn) Γ(Uαβ × LCn)

Γ(Uαβ,E)(α) Γ(Uαβ,E)(β)

ψβ◦ψ−1
α //

ψα

OO

ψβ

OO

id //

of C∞(Uαβ, LC)-module isomorphisms that restrict to isomorphisms of LC-modules on
each fibre. In particular the module structure on Γ(Uαβ,E) and, hence, the module struc-
ture on Ex, is independent of the chosen trivialisation.

Denote by LOM the sheaf of rings

U 7−→ C∞(U,LC)

on M , where the ring structure on C∞(U,LC) given pointwise by the ring structure of LC.
Denote by ΓE the sheaf of sections

U 7−→ Γ(U,E)

on M . A straightforward extension of the above argument implies that ΓE is a locally free
sheaf of modules of rank n over the ringed space (M,LOM ).

Definition 3.1.3. The rank of an Ω vector bundle E → M is the rank of its sheaf of
sections ΓE as a sheaf of modules over the ringed space (M,LOM ).

Remark 3.1.4. Given any frame p ∈ F(E)x, there is some γ ∈ ΩG such that p = ψ−1
α ◦ γ,

where ψα is the local trivialisation of E as above, restricted to the fibre Ex. Since γ and ψ−1
α

are both isomorphisms of LC-modules, so is p. In general, any LC-module isomorphism
LCn → Ex is of the form ψ−1

α ◦ γ for some γ ∈ LG.

Remark 3.1.5. Take the Ω vector bundle E → M with typical fibre LV and structure
group ΩG. Another consequence of Definition 3.1.1 is that there is an evaluation map on
E. Namely, for each θ ∈ S1 there is a vector bundle Eθ → M with rankEθ = dimV and
a map evθ : E→ Eθ of vector bundles covering the identity on M .

The bundle Eθ is constructed by first choosing an open covering {Uα}α∈I of M over which
there are local trivialisations

ψα : E|Uα
∼−−→ Uα × LV
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of E. Then over Uα, by evaluating loops in V at θ one obtains

E|Uα
ψα−−−→ Uα × LV

evθ−−−→ Uα × V

which, by evaluating the ΩG-valued transition functions of E at θ gives G-valued functions
over double intersections of the Uα. The clutching construction gives a vector bundle
Eθ →M with typical fibre V and structure group G. The vector bundle Eθ is independent
of the choices of Uα and ψα: different choices amount simply to different local trivialisations
of Eθ. Moreover, the construction determines the map

evθ : E −→ Eθ

of vector bundles, which agrees with the regular evaluation of loops at θ in the above
trivialisations. Notice that

• E0 is the trivial bundle since the transition functions of E are valued in based loops
in G, in fact E0 has a distinguished global trivialisation; and

• there is a well-defined notion of an element v ∈ Ex being zero at θ ∈ S1; namely
if evθ(v) agrees with the zero section in the fibre of Eθ over x. Therefore one may
consistently talk about v ∈ Ex as being either zero or non-zero at θ.

It shall be seen as a result of the vector bundle caloron correspondence that there is a
vector bundle over M × S1 whose restriction over M × {θ} is naturally isomorphic to
Eθ: this is the caloron transform of E. This is the reason for specifying that the typical
fibre is the vector space of free loops in V rather than based loops, since in the latter
case one would have E0

∼= M × {0}, which does not have the same rank as Eθ for any
θ ∈ S1 \ {0}. The first observation above, which is a direct consequence of the fact that
the structure group is ΩG rather than LG, implies that there is a distinguished choice of
framing (Definition 3.1.11) of the caloron transform over M0.

Some basic examples of Ω vector bundles:

Example 3.1.6 (the trivial Ω vector bundle). The trivial Ω vector bundle of type V over
M is LV := M × LV → M . For any x ∈ M the fibre F(LV )x consists of precisely those
LC-module isomorphisms ψ : LV → LV such that ev0 ◦ψ ◦ ı : V → V is the identity, with
ı : V ↪→ LV the inclusion of constant loops.

Example 3.1.7 (the universal Ω vector bundle). The universal Ω vector bundle of type V
is the associated vector bundle2 to the path fibration PG→ G, denoted

E(V ) := PG×ΩG LV −→ G.

It is clear that E(V ) is universal for Ω vector bundles modelled over LV with structure
group ΩG, since PG is universal for ΩG-bundles. The universal property of E(V ) can also
be seen as a consequence of the existence of vector bundle Higgs fields (Definition 3.2.1
and Lemma 3.2.6).

There is a pullback operation on Ω vector bundles given in exactly the same way as for
ordinary vector bundles. Namely, if ψ : N →M is a smooth map of manifolds and E→M
is an Ω vector bundle, then the regular pullback ψ∗E→ N (as Fréchet vector bundles) is

2recall that the associated vector bundle to, say, the ΩGLn(C)-bundle F(E) is F(E) ×ΩGLn(C) LCn,
where the quotient is taken with respect to the ΩGLn(C)-action (p, v)γ := (pγ, γ−1(v)).
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an Ω vector bundle since the transition functions of ψ∗E are obtained by pulling back the
transition functions of E by ψ.

Definition 3.1.8. A morphism from the Ω vector bundle πE : E → M to the Ω vector
bundle πF : F→ N (with n = rankE and m = rankF) is a pair of smooth maps f : E→ F,
f̃ : M → N such that

• πF ◦ f = f̃ ◦ πE; and

• for every x ∈ M the restriction f : Ex → F
f̃(x)

is a homomorphism of LC-modules

with the additional property that for any choice of frames p : LCn → Ex and
q : LCm → F

f̃(x)
the composition q−1 ◦ f ◦ p is given by the pointwise action of

some γ ∈ Ω Mat(m,n)(C), where Mat(m,n)(C) is the space of m × n complex-valued
matrices with its usual action on Cn.

In the sequel, a morphism shall usually be written as a map f : E→ F of total spaces that
covers the map f̃ : M → N of base spaces.

An isomorphism of Ω vector bundles (based over M) is a morphism f : E → F covering
the identity with the additional property that f is a diffeomorphism and f−1 : F → E is
also a morphism of Ω vector bundles covering the identity.

Remark 3.1.9. Any isomorphism f : E → F of Ω vector bundles uniquely determines an
isomorphism F(f) : F(E)→ F(F) of frame bundles, given simply by postcomposing frames
by f .

Conversely, given an isomorphism g : F(E) → F(F) of the frame bundles then passing to
the associated vector bundles there is an isomorphism

F(E)×ΩGLn(C) LCn −→ F(F)×ΩGLn(C) LCn

of Ω vector bundles given by

[p, v] 7−→ [g(p), v].

This determines an isomorphism E → F of Ω vector bundles, since there are natural
isomorphisms F(E)×ΩGLn(C) LCn → E and F(F)×ΩGLn(C) LCn → F of Ω vector bundles,
i.e.

F(E)×ΩGLn(C) LCn 3 [p, v] 7−→ p(v) ∈ E.

Thus an isomorphism of Ω vector bundles may be defined equivalently as a map f : E→ F
of Ω vector bundles that induces an isomorphism of frame bundles.

The primary reason for dealing with Ω vector bundles, at least initially, is the vector
bundle caloron correspondence. As is the case for principal bundles, the vector bundle
caloron correspondence is best phrased using the terminology of category theory.

Definition 3.1.10. For a fixed manifold M , write ΩVect(M) for the groupoid which has
as objects the Ω vector bundles E → M . Morphisms are given by isomorphisms of Ω
vector bundles covering the identity on M .

Write ΩVectV (M) for the subgroupoid of ΩVect(M) consisting of those Ω vector bundles
with typical fibre LV , with its appropriate morphisms.

Observe that the assignments M 7→ ΩVect(M) and M 7→ ΩVectV (M) are functorial,
acting on morphisms by pullback.
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3.1.1 The caloron correspondence for vector bundles

The caloron correspondence for vector bundles is constructed by using the based caloron
transform of Chapter 1 in tandem with the frame bundle and associated vector bundle
functors.

Definition 3.1.11. Let E → X be a complex vector bundle and let X0 ⊂ X be a smooth
submanifold. Then E is framed over X0 if there is a distinguished trivialisation of E over
X0. This distinguished trivialisation is equivalent to a section s0 ∈ Γ(X0,F(E)) of the
frame bundle, called a framing of E over X0. Thus the frame bundle of a framed vector
bundle is framed (in the sense of Definition 1.2.1).

Remark 3.1.12. Unless stated otherwise, when a framed vector bundle E → X is said to
have framing s0 over X0, the symbol s0 refers to the section of F(E) over X0 determined
by the distinguished trivialisation.

Definition 3.1.13. For a fixed manifold M , let frVect(M) be the groupoid of (finite rank)
complex vector bundles E →M ×S1 that are framed over M0 := M ×{0}. Morphisms in
frVect(M) are vector bundle isomorphisms covering the identity that preserve the framing
over M0.

Recall the caloron transform functors C and C−1 from Section 1.2. The caloron transform
for vector bundles is the functor

V : ΩVect(M) −→ frVect(M)

whose action on objects is given by sending E to

V(E) := C(F(E))×G V −→M × S1,

where E has typical fibre LV and structure group ΩG. The vector bundle V(E) is equipped
with the distinguished trivialisation given by

[s0(x, 0)g, v] 7−→ (x, 0, g(v)) ∈M0 × V,

where s0 ∈ Γ(M0, C(F(E))) is the framing arising from the caloron correspondence for
principal bundles. The action of V on a morphism f : E→ F in ΩVect(M) is given by

V(f) : [q, v] 7−→ [(C ◦ F(f)) (q), v] ,

which preserves the framing and covers the identity on M×S1, so that V(f) : V(E)→ V(F)
is indeed a morphism in frVect(M).

The inverse caloron transform for vector bundles is the functor

V−1 : frVect(M) −→ ΩVect(M)

that sends the object E ∈ frVect(M) to the associated vector bundle

V−1(E) := C−1(F(E))×ΩG LV −→M,

where E has typical fibre V and structure group G. As usual, the action of γ ∈ ΩG on
v ∈ LV is given by the loop representation (3.1.1). The action of V−1 on the morphism
f : E → F of frVect(M) is given by

V−1(f) : [q, v] 7−→
[(
C−1◦ F(f)

)
(q), v

]
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which is a morphism in ΩVect(M).

Theorem 3.1.14. The caloron correspondence for vector bundles

V : ΩVect(M) −→ frVect(M) and V−1 : frVect(M) −→ ΩVect(M)

is an equivalence of categories.

Proof. It suffices to show that for each E ∈ ΩVect(M) and for each E ∈ frVect(M) there
are natural isomorphisms αE : V−1 ◦ V(E)→ E and βE : V ◦ V−1(E)→ E.

Recall that for any vector bundle F (modelled over V with structure group G) there are
natural isomorphisms

ηF(F ) : F(F(F )×G V ) −→ F(F ) and ηF : F(F )×G V −→ F.

In the first instance, ηF(F ) is defined as the inverse of the map that sends the frame
p : v 7→ p(v) ∈ Fx to the frame v 7→ [p, v] and, in the second instance, ηF is given by
sending [p, v] 7→ p(v). Moreover, in the case that F is an Ω vector bundle, ηF is readily
seen to be an isomorphism of Ω vector bundles. It follows from this and the definitions of V
and V−1 that there are natural isomorphisms µ : F ◦V → C ◦F and ν : F ◦V−1 → C−1 ◦F .

The natural isomorphism αE is given by composing

V−1 ◦ V(E) = C−1(F(E))×ΩG LV
[C−1(µ),id]−−−−−−−−→ C−1(C(F(E)))×ΩG LV

with

C−1(C(F(E)))×ΩG LV
[αF(E),id]
−−−−−−−→ F(E)×ΩG LV

and
F(E)×ΩG LV

ηE−−−→ E,

where αF(E) : C−1 ◦ C(F(E)) → F(E) is the natural isomorphism of Theorem 1.2.3. Note
that each of the above maps is a natural isomorphism so that αE is also.

The construction of βE is entirely analogous, noting in this case that the framing is
preserved.

From this proof it is also seen that

Corollary 3.1.15. The diagrams of functors

ΩVectV (M) BunΩG(M)

frVectV (M) frBunG(M)

F //

C

��

V

��
F //

and

frVectV (M) frBunG(M)

ΩVectV (M) BunΩG(M)

F //

C−1

��

V−1

��
F //

both commute up to natural isomorphism.

Proof. The natural isomorphisms are µ for the diagram on the left and ν for the diagram
on the right.
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The functors V and V−1 may be described heuristically in more concrete terms as follows.
By Theorem 1.2.3, up to isomorphism the frame bundle F(E) of E ∈ ΩVectV (M) may be
regarded as loops in some P ∈ frBunG(M). That is

F(E)x ∼= Γ0({x} × S1, P )

for any x ∈M , where the subscript 0 denotes that the sections agree with the given section
of P over M × {0}. The evaluation map evθ of Remark 3.1.5 then acts as

evθ : [p, v] 7−→ [p(θ), v(θ)]

where the image lies in the fibre of the associated vector bundle P ×G V over (x, θ). Thus
(up to isomorphism) V(E)→M ×S1 is the vector bundle whose restriction to M ×{θ} is
evθ(E)→M .

There is also a more direct description of V−1 that is useful in the sequel. Recalling the
construction of the inverse caloron transform C−1, in particular the map η of (1.1.1), notice
that

C−1 ◦ F(E) = η∗
(
Ωs0(M0)F(E)

)
so that a point q in the fibre of C−1 ◦ F(E) over x ∈ M is precisely a smoothly-varying
assignment of a C-linear isomorphism qθ : V → E(x,θ) for every θ ∈ S1. Consider the Ω
vector bundle η∗LE → M , which has frame bundle η∗(Ωs0(M0)F(E)) → M . There is a
natural isomorphism

λE : V−1(E)
∼−−→ η∗LE (3.1.2)

given by sending [q, v] ∈ V−1(E) to the loop

q(v) : θ 7−→ q(θ)(v(θ)) ∈ E(x,θ).

In particular, λE is a fibrewise LC-module isomorphism that allows one to interpret V−1

as a sort of looping operation on framed vector bundles.

3.1.2 Operations on ΩVect

This section describes some adaptations of familiar operations on vector bundles, such as
the direct sum and tensor product, to the setting of Ω vector bundles. These operations on
ΩVect(M) are first constructed using the caloron correspondence of Theorem 3.1.14—in
order to easily obtain information such as coherence diagrams and associators—then they
are described in concrete terms.

In order to apply the caloron correspondence, however, one must understand how framings
on framed vector bundles behave with respect to direct sums and tensor products. Take
two vector bundles E,F →M with respective ranks n and m that are framed over M0 by
the sections s0 ∈ Γ(M0,F(E)) and r0 ∈ Γ(M0,F(F )) respectively. Observe that any local
section s ∈ Γ(U,F(E)) corresponds to a local trivialisation s−1 : E|U → U × Cn, where
s−1(e) := (x, s(x)−1(e)) for e ∈ Ex. Thus the direct sum of s0 and r0 is the framing on
E ⊕ F corresponding to the trivialisation

(v, w) 7−→
(
s−1

0 (v), r−1
0 (w)

)
∈ Cn ⊕ Cm.

This framing turns E⊕F into a framed vector bundle and it is easy to see that this framed
direct sum operation ⊕ determines a monoidal product on frVect(M).
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In a similar fashion, the standard tensor product operation ⊗ on vector bundles gives a
monoidal structure on frVect(M). The tensor product of the framings s0 and r0 is the
framing on E ⊗ F corresponding to the trivialisation that acts on homogeneous elements
by

v ⊗ w 7−→ t
(
s−1

0 (v)⊗ r−1
0 (w)

)
.

Here t : Cn⊗Cm → Cn×m is the isomorphism that acts on products of the standard basis
vectors by

ei ⊗ ej 7−→ e(i−1)m+j .

As with the framed direct sum operation, the framed tensor product ⊗ defines a monoidal
product on frVect(X).

The monoidal products ⊕ and ⊗ on frVect(M) induce monoidal products on ΩVect(M)
via the caloron correspondence. For any E,F ∈ ΩVect(M), the direct sum of E and F is

E⊕ F := V−1(V(E)⊕ V(F)).

That the bifunctor ⊕ is a monoidal product on ΩVect(M) comes from applying Theorem
3.1.14 to the coherence diagrams of the framed direct sum operation ⊕ on frVect(M).

Lemma 3.1.16. For any E,F ∈ ΩVect(M) and x ∈ M there is a natural LC-module
isomorphism

(E⊕ F)x
∼−−→ Ex ⊕LC Fx

that varies smoothly with x ∈M . In particular E⊕F is naturally isomorphic to the regular
Whitney sum of E and F as Ω vector bundles.

Proof. Comparing with the observation following Corollary 3.1.15 and using the natural
isomorphisms αE and αF of Theorem 3.1.14, there are natural isomorphisms

Ex
∼−−→ Γ({x} × S1, E) and Fx

∼−−→ Γ({x} × S1, F )

of LC-modules that depend smoothly on x ∈ M , where E = V(E) and F = V(F) are the
caloron transforms. By the same argument there is also a natural isomorphism

(E⊕ F)x
∼−−→ Γ({x} × S1, E ⊕ F )

depending smoothly on x.

It remains only to notice that there is a natural LC-module isomorphism

Γ({x} × S1, E ⊕ F )
∼−−→ Γ({x} × S1, E)⊕LC Γ({x} × S1, F )

induced by the projection maps.

Similarly, the honed tensor product E�? F of E,F ∈ ΩVect(M) is defined as

E�? F := V−1(V(E)⊗ V(F)).

As with the direct sum operation on ΩVect(M), the fact that �? is a monoidal product
comes directly from the caloron correspondence. Notice that the honed tensor product
is not the same operation as the standard fibrewise tensor product ⊗ on ΩVect(M). As
the name suggests, the honed tensor product is a finer operation: supposing that E,F are
respectively modelled over LV and LW , then E�? F has typical fibre L(V ⊗W ) instead of
the larger space LV ⊗ LW .
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Lemma 3.1.17. For any E,F ∈ ΩVect(M) and x ∈ M there is a natural LC-module
isomorphism

(E�? F)x
∼−−→ Ex ⊗LC Fx

that smoothly varies with x.

Proof. As in the proof of Lemma 3.1.16, there are natural LC-module isomorphisms

Ex
∼−−→ Γ({x} × S1, E) and Fx

∼−−→ Γ({x} × S1, F )

that depend smoothly on x ∈ M , where E = V(E) and F = V(F). Similarly, there is a
natural isomorphism

(E�? F)x
∼−−→ Γ({x} × S1, E ⊗ F ).

There is also a natural isomorphism of LC-modules

Γ({x} × S1, E ⊗ F )
∼−−→ Γ({x} × S1, E)⊗LC Γ({x} × S1, F )

from which the result follows.

Remark 3.1.18. Notice that frVect(M) is a bimonoidal category with respect to ⊕ and ⊗,
i.e. ⊗ distributes over ⊕ up to natural isomorphism. Applying the caloron correspondence
implies that ΩVect(M) is a bimonoidal category with respect to ⊕ and �? . As a result,
the assignment

M 7−→ ΩVect(M)

may be viewed as a contravariant functor

ΩVect : Man −→ BimonCat

from the category of smooth manifolds to the category of bimonoidal categories, where
the action of ΩVect on morphisms is given by pullback.

Importantly for the discussion of Hermitian structures on Ω vector bundles in Section 3.3
there is also a dual operation in ΩVect(M). The dual operation sends the Ω vector bundle
E → M with typical fibre LV to an Ω vector bundle E? → M with typical fibre L(V ∗),
where V ∗ is the dual of the finite-dimensional vector space V . The dual E? is defined
using the machinery of associated vector bundles, however it is shown below that E? is
equivalently given by taking the fibrewise dual of E with respect to LC.

To see how this works, take the Ω vector bundle E → M with typical fibre LV and
structure group ΩG. An element γ of LG or ΩG acts on λ ∈ L(V ∗) by

γ(λ) : θ 7−→ λ(θ) ◦ γ−1(θ), (3.1.3)

this is the dual loop or dual pointwise representation (cf. (3.1.1)). The notation LG,ΩG
denotes LG or ΩG respectively acting in the dual loop representation. The honed dual E?

of E is defined as
E? := F(E)×ΩG L(V ∗).

As with the honed tensor product, the honed dual is a finer operation than simply taking
the regular dual of E as a Fréchet vector bundle since it respects the LC-module structures
on the fibres.
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Lemma 3.1.19. For any E ∈ ΩVect(M) and x ∈ M there is a natural LC-module iso-
morphism

E?x
∼−−→ HomLC(Ex, LC).

Proof. For any x ∈ M , by definition one has E?x := F(E)x ×ΩG L(V ∗). Any element
[f, λ] ∈ E?x determines an LC-module homomorphism Ex → LC by sending v ∈ Ex to the
loop

θ 7−→ λ(θ)
(
f−1(v)(θ)

)
in C, noting that this is well-defined. This gives a homomorphism E?x → HomLC(Ex, LC)
of LC-modules.

Suppose that for every v ∈ Ex and θ ∈ S1

λ(θ)
(
f−1(v)(θ)

)
= 0.

As f is an LC-module isomorphism LV → Ex one must have λ = 0 so that [f, λ] coincides
with the zero section over x. Therefore the map E?x → HomLC(Ex, LC) is injective.

To see that this map is surjective take any σ ∈ HomLC(Ex, LC), so that for any f ∈ F(E)x
the composition σ ◦ f : LV → LC may be viewed as an element of L(V ∗), since f is an
LC-module isomorphism LV → Ex. Then for any v ∈ Ex

θ 7−→ σ(v)(θ) = (σ ◦ f)(θ)
(
f−1(v)(θ)

)
is the image of [f, σ ◦ f ] ∈ E?x, which proves surjectivity.

From this it follows that

Corollary 3.1.20. There is a ‘dual pairing’

E�? E? −→ LC,

which is a homomorphism of Ω vector bundles.

Proof. This is an immediate consequence of the canonical pairing

Ex ⊗LC HomLC(Ex, LC) −→ LC

and of Lemmas 3.1.17 and 3.1.19.

More generally, given two objects E,F ∈ ΩVect(M) modelled respectively over LV and
LW with structure groups ΩG and ΩH (acting by the loop respresentation) one may define
an Ω vector bundle HomLC(E,F) ∈ ΩVect(M) using the clutching construction as follows.
Suppose that {Uα} is an open covering of M over which E and F are both trivialised with
transition functions ταβ and υαβ respectively. Transition functions for HomLC(E,F) are
given on Uαβ := Uα ∩ Uβ by

Uαβ ×HomLC(LV,LW ) −→ Uαβ ×HomLC(LV,LW )

(x,A) 7−→ (x, ταβ ·A · υβα).

In this manner, HomLC(E,F) becomes an Ω vector bundle over M with typical fibre
HomLC(LV,LW ) ∼= LHomC(V,W ) and structure group Ω(G × H) ∼= ΩG × ΩH. The
frame bundle of HomLC(E,F) is isomorphic to the fibre product F(E) ×M F(F) and, by
construction,
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Lemma 3.1.21. For any E,F ∈ ΩVect(M) and x ∈ M there is a natural LC-module
isomorphism

HomLC(E,F)x
∼−−→ HomLC(Ex,Fx)

that smoothly varies with x.

This gives an alternative way to obtain the honed dual and Corollary 3.1.20.

3.1.3 Ω vector bundles and LC∞(M)-modules

In this section, the caloron correspondence for vector bundles is used to obtain a convenient
global algebraic description of Ω vector bundles. Specifically, one proves an adaptation of
the well-known Serre-Swan Theorem that states that Ω vector bundles based over compact
M are equivalent to finitely-generated projective modules over the ring LC∞(M) of smooth
maps M → LC (with ring operations defined pointwise3). Notice that LC∞(M) is, in fact,
a Fréchet space: this is one reason for requiring that M be compact.

This algebraic description of Ω vector bundles comes about as a direct consequence of the
fact that there is an isomorphism

LC∞(M) −→ C∞(M × S1;C) (3.1.4)

of Fréchet spaces respecting the ring structure. This isomorphism is given by sending
ř ∈ LC∞(M) to r ∈ C∞(M × S1;C) with

r : (x, θ) 7−→ ř(x)(θ),

i.e. the set-theoretic caloron correspondence (I.1).

Theorem 3.1.22. For any E ∈ ΩVect(M) the set of global sections Γ(E) of E is a finitely-
generated projective LC∞(M)-module.

Proof. Write E := V(E)→ M × S1 for the caloron transform of E, with π the projection
E → M × S1 and let rankE = rankE = m, say. Recall that the smooth Grassmannian
manifolds

Grm(Ck) := {W ⊂ Ck |W is a subspace and dimW = m}

come equipped with smooth vector bundles γm(Ck)→ Grm(Ck), where

γm(Ck) := {(v,W ) | v ∈W and W ∈ Grm(Ck)} ⊂ Ck ×Grm(Ck),

and that the Grm(Ck) are n-classifying for complex vector bundles of rank m, i.e. for any
n there is some k depending on m and n such that every complex vector bundle E → X
of rank m with dimX ≤ n is isomorphic to a pullback of γm(Ck) by some continuous
map X → Grm(Ck) that is unique up to homotopy (see, for example, [31, Section 5]).
Observe that the vector bundle γm(Ck) → Grm(Ck) has a canonical framing over the
point x0 := span{e1, . . . , em} ∈ Grm(Ck) corresponding to the trivialisation(

m∑
i=1

f iei, x0

)
7−→

(
x0,

m∑
i=1

f iei

)
∈ {x0} × Cm,

3it is perhaps more appropriate to define LC∞(M) as the ring resulting from applying the looping
functor to C∞(M ;C); however these definitions are readily seen to be equivalent with the help of the
set-theoretic caloron correspondence (I.1).
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where ei denotes the i-th standard basis vector in Cm.

The strategy of this proof is to first construct a map of vector bundles f : E → γm(Ck)
that covers a smooth map f̃ : M × S1 → Grm(Ck) and preserves the framing so that f̃
is constant on M0 = M × {0}: this implies a canonical isomorphism E ∼= f̃∗γm(Ck) of
bundles framed over M0. To construct such a map f , note that E is trivial over M0 and
hence trivial over some (open) tubular neighbourhood T of M0 in M ×S1, where one may
choose a trivialisation t : E|T → T × Cm that agrees with the distinguished trivialisation
(i.e. framing) of E over M0.

Proceeding as in the proof of [31, Lemma 5.3], let T,U1, . . . , Ur be a covering of M×S1 by
open sets over which E is trivial, noting that this requires the compactness of M . Without
loss of generality, one may suppose that M0 is not contained in any of the U1, . . . , Ur.
Write U0 := T and take open sets V0, . . . , Vr covering M × S1 such that V i ⊂ Ui for each
i = 0, . . . , r and M0 ⊂ V0. Similarly, take W0, . . . ,Wr covering M × S1 with W i ⊂ Vi and
M0 ⊂W0.

Now let %i : M × S1 → R be a smooth bump function taking the value 1 on W i and the
value 0 outside of Vi. Since E is trivial over each of the Ui, there are smooth maps

ti : E|Ui −→ Cm

that restrict to linear isomorphisms on each fibre. Using the above trivialisation t of E
over T , one may suppose that for every x ∈M , t0(êi(x, 0)) = ei is the i-th standard basis
vector of Cm, where the êi are the sections of E over M0 determined by the framing.
Define the maps Ti : E → Cm by

Ti(e) :=

{
0 if π(e) /∈ Vi
%i(π(e))ti(e) if π(e) ∈ Ui

noting that the Ti are smooth and linear on each fibre and that for every x ∈M

Tj(êi(x, 0)) =

{
0 if j 6= 0

ei if j = 0.

Now define the smooth map

f̂ : E −→ Cm ⊕ · · · ⊕ Cm︸ ︷︷ ︸
r + 1 times

∼= C(r+1)m

by f̂(e) := (T0(e), T1(e), . . . , Tr(e)), noting that f̂ is linear and injective on each fibre.
Taking k = (r + 1)m, the map f : E → γm(Ck) given by

f(e) :=
(
f̂(e), f̂

(
Eπ(e)

))
is a smooth vector bundle map. Additionally, for any x ∈M0, by construction one has

f(êi(x, 0)) = (ei, x0) ∈ γm(Ck)x0

so that f preserves the framing. Thus f covers a smooth map f̃ : M × S1 → Grm(Ck)
that sends M0 to x0 and there is a canonical isomorphism E ∼= f̃∗γm(Ck) that preserves
the framing.
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Recall that there is a diffeomorphism Grm(Ck) → Grk−m(Ck) given by sending the sub-
space W ∈ Grm(Ck) to its orthogonal complement W⊥ ∈ Grk−m(Ck). Thus Grm(Ck)
comes equipped with another smooth vector bundle γk−m(Ck) → Grm(Ck), where the
projection is given by (v,W⊥) 7→ W . Observe that γk−m(Ck) → Grm(Ck) also has a
canonical framing over the point x0 ∈ Grm(Ck) corresponding to the trivialisation(

k∑
i=m+1

f iei, x0
⊥

)
7−→

(
x0,

k∑
i=m+1

f iei

)
∈ {x0} × Cm,

and moreover that the framed vector bundle γm(Ck) ⊕ γk−m(Ck) is isomorphic to the
trivial bundle of rank k over Grm(Ck) with its obvious framing over x0.

Now, the pullback F := f̃∗γk−m(Ck)→M × S1 has a canonical framing over M0 and by
virtue of its construction there is a smooth isomorphism E ⊕ F → Ck of framed vector
bundles. Write F := V−1(F ), so that taking the caloron transform and applying natural
isomorphisms as necessary gives an isomorphism

E⊕ F
∼−−→ LCk

of Ω vector bundles over M . Notice that Γ(LCk) is a finitely-generated free module of
rank k over LC∞(M), with basis at x ∈ M given by êi(x) : θ 7→ ei with ei the canonical
basis for Ck. In particular, Γ(E)⊕ Γ(F) and Γ(LCk) are isomorphic as LC∞(M)-modules
(the module structures on Γ(E) and Γ(F) having been previously established). Thus

Γ(E)⊕ Γ(F) ∼= Γ(LCk) ∼= LC∞(M)k,

which shows that Γ(E) is a finitely-generated projective LC∞(M)-module.

There are two immediate consequences of this proof:

Corollary 3.1.23. Every Ω vector bundle E → M , with M compact, has an inverse,
i.e. there is some Ω vector bundle F→M such that E⊕ F is trivial.

Corollary 3.1.24. If M is compact, then for any framed vector bundle E → M × S1

of rank m there is a smooth map M × S1 → Grm(Ck) for some k that sends M0 to the
basepoint of Grm(Ck) with the additional property that E and f∗γm(Ck) are isomorphic
as framed vector bundles over M × S1.

The converse to Theorem 3.1.22 also holds, giving the Ω vector bundle version of the
Serre-Swan Theorem:

Theorem 3.1.25. An LC∞(M)-module P is isomorphic to the set of sections Γ(E) of
some Ω vector bundle E over M if and only if P is finitely-generated and projective.

Proof. One direction is Theorem 3.1.22. For the other direction, one closely follows the
proof of [34, Theorem 11.32].

Suppose that the LC∞(M)-module P is finitely-generated and projective. Up to isomor-
phism, the free LC∞(M)-module on k generators is Γ(LCk) and hence, for some k, there
is an isomorphism

ψ : P ⊕Q ∼−−→ Γ(LCk)
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for some LC∞(M)-module Q. Let evx be the evaluation map at x ∈M and define

Px := {evx ◦ψ(p) | p ∈ P}

with Qx defined similarly. As all of the maps involved are LC∞(M)-homomorphisms, Px
and Qx are C-linear vector subspaces of LCk. One proceeds now by showing that the Px
are the fibres of some Ω vector bundle P over M .

First take any v ∈ LCk and choose s ∈ Γ(LCk) extending v, i.e. s(x) = v. Then
s = ψ(p + q) for some unique p ∈ P and q ∈ Q and hence s(x) = v ∈ Px + Qx, which
shows that Px +Qx = LCk.

Suppose that v ∈ Px ∩Qx so that v = evx ◦ψ(p) = evx ◦ψ(q) for some p ∈ P and q ∈ Q.
Writing ψ(p) and ψ(q) in terms of the standard basis elements ěi = ψ(pi + qi) of Γ(LCk),
one obtains

ψ(p)− ψ(q) =
k∑
i=1

f iěi =
k∑
i=1

f iψ(pi) +
k∑
i=1

f iψ(qi)

for some f1, . . . , fk ∈ LC∞(M). The functions f i ∈ LC must vanish at x and by the direct
sum decomposition of Γ(LCk)

ψ(p) =
k∑
i=1

f iψ(pi),

so that v = evx ◦ψ(p) = 0. This shows that LCk = Px ⊕Qx.

It remains to show that the vector spaces Px determine an Ω vector bundle. Fix x ∈ M
and θ ∈ S1 and set Px(θ) := evθ(Px), so that Px(θ)⊕Qx(θ) = Ck as C-vector spaces. This
gives an isomorphism Px(θ) ∼= Cn(x,θ) for some n(x, θ) ≤ k. Now choose p1, . . . , pn(x,θ) ∈ P
such that the evx ◦ψ(pi) form a basis for Px(θ). Since the ψ(pi) are smooth sections of
LCk, n(x, θ) = dimPx(θ) is an upper semi-continuous function of x ∈ M and θ ∈ S1.
The same holds for dimQx(θ), so since dimPx(θ) + dimQx(θ) = k is constant, dimPx(θ)
is a locally constant function of x and θ. In particular, there is some n ≤ k such that
Px ∼= LCn as LC-modules for all x ∈M .

For a fixed x ∈ M choose n elements v1, . . . , vn generating Px as an LC-module, so
that the evθ(vi) form a basis for Px(θ) for all θ ∈ S1 with the additional property that
ev0(vi) = ei, with {ei}ni=1 the standard basis of Cn. Choosing p1, . . . , pn ∈ P such that
vi = evx ◦ψ(pi), by compactness of S1 one may find a neighbourhood U of x in M such
that the vectors vi(z, θ) := evθ ◦ evz ◦ψ(pi) are linearly independent elements of Pz(θ) for
all (z, θ) ∈ U × S1. Writing vi(z) : θ 7→ vi(z, θ), the map

n∑
i=0

f ivi 7−→

(
z,

n∑
i=0

f i(z)vi(z)

)
gives a local basis for the family of LC-modules Px that depends smoothly on x. Thus
the family Px determines an open covering of {Uα}α∈I of M over which there are trivial Ω
vector bundles. Moreover, by construction these trivial Ω vector bundles patch together
on double overlaps of the Uα via LC-module isomorphisms that correspond to the action
of elements of ΩGLn(C). This determines an Ω vector bundle P → M of rank n whose
fibre over x ∈M is Px.

By the construction of P, the map ψ : P → Γ(P) is an injective homomorphism of LC∞(M)-
modules. Take sP ∈ Γ(P) and identify with the corresponding element s ∈ Γ(LCk) so that
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s = ψ(p + q) for some unique p ∈ P and q ∈ Q. Applying evx to this equation gives
evx ◦ψ(q) = 0 for all x ∈M so that q = 0 and sP lies in the image of ψ, in particular ψ is
an isomorphism of LC∞(M)-modules.

This section is concluded by recording a relationship between the sections of E ∈ frVect(M)
and its caloron transform E ∈ ΩVect(M). This relationship can be thought of as the vector
bundle version of (1.1.2) and is crucial to the constructions of Section 3.2.

Proposition 3.1.26. For each E ∈ frVect(M), there is a natural isomorphism

µE : Γ(E)
∼−−→ Γ(E)

of LC∞(M)-modules, where E := V−1(E).

Proof. Recalling the map η of (1.1.1), each section s ∈ Γ(E) may be viewed as a section
š ∈ Γ(η∗LE) via

š(x) : θ 7−→ s(x, θ)

and conversely. Moreover, the assignment s 7→ š is an LC∞(M)-module isomorphism
so that composing with the map λ−1

E of (3.1.2) gives an LC∞(M)-module isomorphism.
Denote by µE this composition.

There is a similar map µE corresponding to each E ∈ ΩVect(M). In this case, write
E := V(E) and set µE = αE ◦ µE where αE is the natural isomorphism of Theorem 3.1.14.
Then this is an isomorphism

µE : Γ(E)
∼−−→ Γ(E)

of LC∞(M)-modules.

One occasionally also requires local versions of the maps µE and µE. It is readily seen
from the argument of Proposition 3.1.26 that for every U ⊂M there are isomorphisms

µE : Γ(U × S1, E) −→ Γ(U,V−1(E))

µE : Γ(U × S1,V(E)) −→ Γ(U,E)

of LC∞(U)-modules. Whether the local or global versions of µE and µE are used depends
on the context.

3.2 Higgs fields and module connections

As in the case for principal bundles, there is a refinement of Theorem 3.1.14 incorporating
connective data that greatly increases the utility of the vector bundle caloron correspon-
dence. This geometric vector bundle caloron correspondence can be obtained directly by
applying the frame bundle functors to C and C−1 (as with the construction of V and V−1);
however it is perhaps more illuminating to see how the geometric data behaves directly.

To begin with, one must first define the appropriate connective data.
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Definition 3.2.1. Let E→M be an Ω vector bundle. A (vector bundle) Higgs field on E
is a smooth vector bundle endomorphism φ : E→ E covering the identity such that

φ(fv) = fφ(v) + ∂(f)v

for all f ∈ LC and v ∈ E. The map ∂ is the derivation

∂ : f 7−→ ∂f

∂θ

on LC and juxtaposition denotes the product given by the LC-module structure on the
fibres. Write HE for the space of Higgs fields on E, which is an affine space modelled over
the vector space of sections of HomLC(E,E).

Example 3.2.2 (the trivial Higgs field). The trivial Ω vector bundle LCk → M has a
canonical Higgs field called the trivial Higgs field, namely

∂ : (x, v) 7−→
(
x,
∂v

∂θ

)
.

Example 3.2.3. Recall from Example 3.1.7 the universal Ω vector bundle E(V ) → G of
type V . Using Lemma 3.2.5 below applied to PG equipped with the standard Higgs field
Φ∞ gives a vector bundle Higgs field φV called the standard Higgs field for E(V ).

Similarly to Lemma 1.1.7 on the existence of Higgs fields on principal bundles, one has

Lemma 3.2.4. Every Ω vector bundle E→M has a Higgs field.

Proof. A convex combination of Higgs fields is again a Higgs field. The result follows from
the fact that E is locally trivial and since M admits smooth partitions of unity.

As the name might suggest, there is an important relationship between principal bundle
Higgs fields and vector bundle Higgs fields:

Lemma 3.2.5. Higgs fields on the Ω vector bundle E→M are in bijective correspondence
with Higgs fields on the frame bundle F(E)→M .

Proof. Suppose that rankE = n. Let φ be a Higgs field on E and suppose that over the
open set Uα ⊂M there is a framing

α : Uα × LCn −→ E|Uα

so that α is an isomorphism of LC-modules on each fibre over Uα. This amounts to having
n sections ěi ∈ Γ(Uα,E) that form a basis for the LC-module structure of each fibre of E
over Uα. Fixing x ∈ Uα, take any v = f iěi ∈ Ex (with summation over repeated indices
understood) so that

φ(v) = f iφ(ěi) + ∂(f i)ěi.

Write φ(ěi) = Φ(α)ji ěj , where Φj
i ∈ LC for each i, j = 1, . . . , n, then

φ(v) = (∂f j + f iΦ(α)ji ) ěj .

59



Now, g = Lie(G) = End(Cn) so that the data
{

Φ(α)ji

}n
i,j=1

determine a map

Φ(α) : S1 → Lg

by sending θ to the matrix whose (i, j)-th entry is Φ(α)ji (θ).

If
β : Uβ × LCn −→ E|Uβ

is another such local framing of E then on Uαβ one has α = β ◦ ταβ for some ταβ valued in
ΩG. As before, write f̌i for the basis for the LC-module structure given by the framing β.
Then

ěi = (ταβ)ji f̌j ,

with (ταβ)ji (θ) the (i, j)-th component of ταβ(θ) ∈ G. Choosing any x ∈ Uαβ and any

element v = f iěi = f i(ταβ)ji f̌j ∈ Ex one obtains

φ(v) =
(
∂
{
f i(ταβ)ji

}
+ f i(ταβ)ki Φ(β)jk

)
f̌j

= (∂f j)ěj + f i
(
∂(ταβ)ji

)
f̌j + f i(ταβ)ki Φ(β)jk f̌j .

Comparing this with the above expression yields

Φ(α) = τ−1
αβ ∂(ταβ) + ad(τ−1

αβ )Φ(β).

The data {Φ(α)} define a Higgs field Φ on F(E) as follows: given a frame a ∈ F(E)x
choose some local framing α of E extending a. Then take Φ(a) to be the restriction of
Φ(α) to the fibre of E over x, noting that this is independent of the chosen extension of a.
Since the action of ΩG on F(E) is given by precomposition, the above equation implies
that if b = Rγ(a) for some γ ∈ ΩG then

Φ(b) = ad(γ−1)Φ(a) + γ−1∂γ

which is the required twisted equivariance condition. It remains to notice that the map
Φ: F(E) → Lg is indeed smooth, since φ is. It is evident from this argument that φ
uniquely determines Φ and conversely so the result follows.

Many of the operations on Ω vector bundles may also be adapted to Higgs fields. The first
of these operations is pullback: given an Ω vector bundle E → M equipped with Higgs
field φ and a smooth map f : N → M , one may define the pullback f∗φ as the unique
Higgs field on f∗E that acts on pullback sections f∗s by

(f∗φ) (f∗s) := f∗(φ(s))

for any section s of E. It follows from the argument of Lemma 3.2.5 that the Higgs field
on F(f∗E) corresponding to f∗φ is the pullback of the Higgs field on F(E) corresponding
to φ. In the case that f : F→ E is an isomorphism of Ω vector bundles

f∗φ := f−1 ◦ φ ◦ f.

The direct sum and honed product of Ω vector bundles also extend to Higgs fields. If
E → M and F → M have Higgs fields φ and ψ respectively, then via the identification of
Lemma 3.1.16 the formula

(φ⊕ ψ)(v, w) :=
(
φ(v), ψ(w)

)
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defines a Higgs field on E ⊕ F, called the direct sum of φ and ψ. Similarly, using the
identification of Lemma 3.1.17

(φ�? ψ)(v ⊗ w) := φ(v)⊗ w + v ⊗ ψ(w)

defines the product Higgs field on E�? F, the products ⊗ above understood to be over the
ring LC.

As in the principal bundle case, there is a notion of the holonomy of a Higgs field φ on
E → M . Writing Φ for the Higgs field on F(E) associated to φ via Lemma 3.2.5, the
holonomy of φ is simply the homomorphism of Ω vector bundles

holφ : F(E)×ΩG LV −→ E(V )

that sends

holφ : [p, v] 7−→ [holΦ(p), v],

noting that this is well-defined. As in the case of ΩG-bundles, holφ descends to a map
holφ : M → G (in fact, holφ and holΦ agree as maps M → G) so that

Lemma 3.2.6. The holonomy map holφ is a smooth classifying map for E.

Remark 3.2.7. Comparing with the discussion preceding Proposition 1.2.10, one can also
see that, up to isomorphism, the pullback Higgs field hol∗φ φV coincides with the original
Higgs field φ on E.

The second geometric datum required for the geometric caloron correspondence for vector
bundles is a module connection, which is a connection on the Ω vector bundle E→M that
respects the LC∞(M)-module structure. First notice that for any E ∈ ΩVect(M) there is
an absorbing isomorphism

mE : Ω•(M ;LC)⊗LC∞(M) Γ(E) −→ Ω•(M)⊗ Γ(E).

This is simply the natural map(
Ω•(M)⊗ LC∞(M)

)
⊗LC∞(M) Γ(E)

∼−−→ Ω•(M)⊗ Γ(E)

since by definition Ω•(M ;LC) = Ω•(M) ⊗ LC∞(M). The unadorned tensor products
above are understood to be over the ring C∞(M ;C) and the map mE may be thought of
as absorbing all of the S1 dependence of an LC-valued form into the Γ(E) factor.

Definition 3.2.8. A connection ∆: Γ(E)→ Ω1(M)⊗Γ(E) on the Ω vector bundle E→M
is a module connection if for all z ∈ LC∞(M) and v ∈ Γ(E)

∆(zv) = z∆(v) +mE(dz ⊗ v)

where dz ∈ Ω1(M ;LC) is the standard exterior derivative of z.

Remark 3.2.9. In this thesis, module connections are commmonly denoted by ∆ (rather
than the more standard notation ∇ for a connection) in order to emphasise the fact that
they are module connections. This notation also helps one to differentiate between a
module connection and its caloron transform.
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Example 3.2.10 (the trivial module connection). The trivial Ω vector bundle LCk → M
has a canonical module connection, namely

δ : v 7−→ mLCk(dv)

for v ∈ Γ(LCk). This is the trivial module connection.

Example 3.2.11. Using Lemma 3.2.13 below applied to PG equipped with its standard
connection A∞ gives a module connection ∆V on E(V ) → G, called the standard module
connection.

The existence of module connections is guaranteed by

Lemma 3.2.12. Every Ω vector bundle M has a module connection.

Proof. A convex combination of module connections is again a module connection. The
result follows from local triviality since M admits smooth partitions of unity.

Similarly to the relationship between Higgs fields on E and its frame bundle F(E), there
is a relationship between module connections on E and principal connections on the frame
bundle F(E). This relationship reflects the fact that the structure group of E is ΩG instead
of the larger group GL(LV ):

Lemma 3.2.13. Fix an Ω vector bundle E → M with typical fibre LV and structure
group ΩG. Module connections on E are in bijective correspondence with LG-connections
on F(E).

Proof. Let rankE = n. Let ∆ be a module connection on E and suppose that

α : Uα × LCn −→ E|Uα

is a framing over the open set Uα ⊂M , so α is an isomorphism of LC-modules on each fibre
over Uα. As in the proof of Lemma 3.2.5, let ěi ∈ Γ(Uα,E) be the sections corresponding
to α. Then for any v ∈ Γ(Uα,E), observe that v = f iěi for some f1, . . . , fn ∈ LC so that

∆(v) = f i∆(ěi) +mE(df i ⊗ ěi)

since ∆ is a module connection. Write ∆(ěi) = (Aα)ji ěj , where (Aα)ji ∈ Ω1(Uα, LC) for
i, j = 1, . . . , n. Thus

∆(v) = f i(Aα)ji ěj +mE(df i ⊗ ěi).

Recalling that g = Lie(G) = End(Cn), the collection
{

(Aα)ji

}n
i,j=1

determines an Lg-

valued 1-form Aα on Uα.

If

β : Uβ × LCn −→ E|Uβ
is another such framing then on Uαβ := Uα ∩ Uβ one has α = β ◦ ταβ for some ταβ valued
in ΩG. As before, write f̌i for sections corresponding to the framing β. Then

ěi = (ταβ)ji f̌j
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with (ταβ)ji : S1 → C the map given by taking the (i, j)-th component of ταβ : S1 → g.

Now take any v = f iěi = f i(ταβ)ji f̌j ∈ Γ(Uαβ,E) so that

∆(v) = f i(ταβ)ji (Aβ)kj f̌k +mE(d(f i(ταβ)ji )⊗ f̌j)

= f i(ταβ)ji (Aβ)kj f̌k +mE(df i ⊗ ěi) + f imE(d(ταβ)ji ⊗ f̌j).

Comparing this with the above expression yields

Aα = τ−1
αβ dταβ + ad(τ−1

αβ )Aβ,

which is precisely the local transformation law for an LG-connection on F(E). Thus the
data {Aα} are the local connection 1-forms of an Lg-valued connection A on F(E) (i.e.
α∗A = Aα, with α viewed as a local section of F(E)). This argument also shows that
module connections on E uniquely determine LG-connections on F(E) and conversely.

Remark 3.2.14. The curvature of the module connection ∆ is the Lg-valued 2-form defined
by its action on the section s ∈ Γ(E) as

R(X,Y )s = ∆X∆Y s−∆Y ∆Xs−∆[X,Y ]s

for tangent vectors X and Y to M . If A is the principal connection on the frame bundle
corresponding to ∆ and F = dA + 1

2 [A,A] is its curvature form, then by a straightforward
adaptation of the standard argument (for finite rank vector bundles) one may show that
R = F.

Remark 3.2.15. Notice that Lemma 3.2.13 is phrased in terms of LG-connections on F(E)
rather than ΩG-connections. This is because, via the clutching construction for example,
F(E) may be taken to be an LG-bundle.

Definition 3.2.16. A module connection ∆ on E is based if the corresponding connection
form A on F(E) is an ΩG-connection. The space of all based module connections on the
Ω vector bundle E→M is denoted ME and is an affine space modelled over Ω1(M ; Ωg).

Given an Ω vector bundle E → M equipped with (based) module connection ∆ and a
smooth map f : N →M , one may define the pullback f∗∆ as the unique (based) module
connection on f∗E that acts on pullback sections f∗s by

(f∗∆)X (f∗s) := f∗
(
∆df(X)s

)
for any section s of E and vector field X on N . Observe that not every section of f∗E is
a pullback; however it is sufficient to define f∗∆ on pullback sections since these deter-
mine local frames for f∗E. It is straightforward to verify that the connection on F(f∗E)
corresponding to f∗∆ via Lemma 3.2.13 is given by pulling back the connection on F(E)
corresponding to ∆. In the case that f : F→ E is an isomorphism of Ω vector bundles,

f∗∆ :=
(
id⊗f−1

)
∆f

omitting composition signs.

If E → M and F → M have module connections ∆ and ∆′ respectively, then via the
identification of Lemma 3.1.16 the formula(

∆⊕∆′
)
(v, w) :=

(
∆v,∆′w

)
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defines a module connection on E⊕ F called the direct sum of ∆ and ∆′. Similarly, using
the identification of Lemma 3.1.17 the formula(

∆�? ∆′)X(v ⊗ w) := ∆Xv ⊗ w + v ⊗∆′Xw

defines the product module connection on E�? F where, as was the case for Higgs fields,
the products ⊗ above understood to be over the ring LC and not C. If ∆ and ∆′ are
based, so too are their direct sum and product.

Definition 3.2.17. Let ΩVectc(M) be the groupoid whose objects are triples (E,∆, φ)
where E ∈ ΩVect(M) and ∆, φ are respectively a based module connection and Higgs field
on E. Morphisms of ΩVectc(M) are the morphisms of ΩVect(M) respect the additional
data.

Write ΩVectcV (M) for the subgroupoid of ΩVectc(M) consisting of those Ω vector bundles
over M with based module connection and Higgs field that are modelled over LV , with
its appropriate morphisms.

As with ΩVect, one may view the assignment

M 7−→ ΩVectc(M)

as a contravariant functor

ΩVectc : Man −→ BimonCat

acting on morphisms by pullback.

3.2.1 The geometric caloron correspondence

One now has almost all of the machinery required for the geometric caloron correspondence
for vector bundles. The only notion not yet defined is a special class of connections that,
in a fashion completely analogous to Definition 1.2.4, respect the framing data of a framed
vector bundle.

Definition 3.2.18. Suppose that E → X is framed over X0 ⊂ X with framing s0, say.
A connection ∇ : Γ(E)→ Ω1(M)⊗ Γ(E) is framed (with respect to s0) if(

id⊗ s−1
0

)
ı∗X0
∇ = d ◦ s−1

0 ,

with ıX0 : X0 ↪→ X the inclusion map.

Remark 3.2.19. Given such a framed bundle E → X, observe that the framing determines
trivialising sections e1, . . . , en of E over X0. The condition that the connection ∇ on E
be framed with respect to s0 is precisely the requirement that the sections ei are parallel
for ∇, i.e. ∇Y ei = 0 for each i and tangent vector Y to X0.

To see that the above definition really is the vector bundle version of Definition 1.2.4, one
observes

Lemma 3.2.20. A connection ∇ on E ∈ frVect(X) is framed if and only if the associated
connection A on F(E) is framed.
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Proof. Following the standard argument (compare with Lemma 3.2.13) gives(
id⊗ s−1

0

)
ı∗X0
∇ = d ◦ s−1

0 + s∗0A,

where A is the connection on F(E) corresponding to ∇. Thus ∇ is framed if and only if
s∗0A vanishes.

This result guarantees the existence of framed connections on framed vector bundles since
their frame bundles have framed connections.

It is clear from the definition that pullbacks, direct sums and (tensor) products of framed
connections are also framed (with respect to the pullback, direct sum and product framings
respectively).

Definition 3.2.21. Write frVectc(M) for the groupoid whose objects are pairs (E,∇)
with E ∈ frVect(M) and ∇ a framed connection on E. Morphisms of frVectc(M) are
given by the connection-preserving morphisms of frVect(M).

Write frVectcV (X) for the subgroupoid consisting of pairs (E,∇), where E ∈ frVectV (X),
equipped with the appropriate morphisms.

Notice that frVectc(M) is a bimonoidal category with respect to the operations of (framed)
direct sum ⊕ and (framed) tensor product ⊗.

One is now finally in a position to discuss the geometric caloron correspondence for vector
bundles. The isomorphisms µE and µE of Proposition 3.1.26 play a crucial role in the
construction; write š = µE(s) so that any section with a check on it is understood to
be a section of an Ω vector bundle and unadorned sections live on finite-rank bundles.
This notation is chosen in order to be consistent with the shorthand used to denote the
isomorphism LC∞(M)→ C∞(M × S1;C) of (3.1.4).

To construct the caloron correspondences, one must first know how to construct a framed
connection on E := V(E) from a based module connection and Higgs field on E.

Proposition 3.2.22. Given (E,∆, φ) ∈ ΩVectc(M), the formula

∇ :=
(
pr∗M ⊗µ−1

E

)
◦∆ ◦ µE + dθ ⊗

(
µ−1
E ◦ φ ◦ µE

)
(3.2.1)

defines a framed connection on E = V(E), where prM : M × S1 → M is the projection
map.

Proof. To see that the map ∇ : Γ(E)→ Ω1(M)⊗Γ(E) defined by (3.2.22) is a connection,
since it is clearly C-linear one need only verify that it satisfies the Leibniz property. Take
any s ∈ Γ(E) and g ∈ C∞(M × S1;C), then

∇(gs) =
(
pr∗M ⊗µ−1

E

)
∆(ǧš) + dθ ⊗

(
µ−1
E ◦ φ (ǧš)

)
=
(
pr∗M ⊗µ−1

E

)(
ǧ∆(š) +mE(dǧ ⊗ š)

)
+ dθ ⊗ µ−1

E

(
ǧφ (š) + ∂(ǧ)š

)
= g
(
pr∗M ⊗µ−1

E

)
∆(š) + (dMg)⊗ s+ g dθ ⊗ µ−1

E (φ(š)) + (∂g) dθ ⊗ s
= g∇(s) + dg ⊗ s,

since dg = dMg+∂g dθ, where dM momentarily denotes differentiation in the M direction
on M × S1.
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Let s0 be the framing of E; it remains only to show that ∇ is framed with respect to s0.
For each x ∈ M choose an open neighbourhood U ⊂ M of x such that E is trivial over
U × S1—this is always possible, for example if U is contractible. Choose a framing sU of
E over U × S1 such that sU and s0 agree over U0 := U × {0}.

Taking n = rankE = rankE, the framing sU determines n sections e1, . . . , en that form
a basis for Γ(U × S1, E) as a C∞(U × S1,C)-module. Let ěi := µE(ei), then the ěi
determine a basis for Γ(U,E) as an LC∞(U)-module and therefore determine a section
šU ∈ Γ(U,F(E)). Then

∇ei =
(
pr∗M ⊗µ−1

E

)
∆ěi + dθ ⊗

(
µ−1
E ◦ φ(ěi)

)
=
(
pr∗M ⊗µ−1

E

)(
š∗UA

)j
i
ěj + dθ ⊗

(
µ−1
E

(
Φ(šU )ji ěj

))
so that at (x, θ) ∈ U × S1

∇ei(x, θ) =
(
š∗UAx(θ)

)j
i
ej(x, θ) + dθ ⊗

(
Φ(šU (x))(θ)

)j
i
ej(x, θ),

where A and Φ are the connection and Higgs field corresponding to ∆ and φ on F(E). But

∇ei =
(
s∗UA

)j
i
ej ,

with A the connection on F(E) corresponding to ∇. Pulling back by the canonical inclu-
sion ıU : U × {0} ↪→ U × S1 gives

ı∗s0Ax = (ı∗Us
∗
UA)x = š∗UAx(0) = 0

since A is Ωg-valued. This shows that ∇ is framed, since A is.

Corollary 3.2.23. The diagram of functors

ΩVectcV (M) BuncΩG(M)

frVectcV (M) frBuncG(M)

F //

C

��

V

��
F //

commutes up to the natural isomorphism µ of Corollary 3.1.15.

Proof. This follows readily from the argument of Proposition 3.2.22 since the expression

α∗A(x,θ) = α̌∗Ax(θ) + Φ(α̌(x))(θ)dθ

is the pullback of (1.1.4) by the local section α ∈ Γ(U × S1,F(E)) corresponding to the
section α̌ ∈ Γ(U,F(E)).

The geometric caloron transform for vector bundles is the functor

V : ΩVectc(M) −→ frVectc(M)

that sends the object (E,∆, φ) to the object (E,∇), with E = V(E) and ∇ given as in
Proposition 3.2.22. The action of V on the morphism f of ΩVectc(M) is simply V(f) as
defined above, since
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Lemma 3.2.24. Writing (E,∇) = V(E,∆, φ) and (F,∇′) = V(F,∆′, φ′), if f : E → F
preserves the connective data, i.e. f∗∆′ = ∆ and f∗φ′ = φ, then

V(f)∗∇′ = ∇

so that V(f) : E → F is also connection-preserving.

Proof. It suffices to observe that f ◦ µE = µF ◦ V(f) and f−1 ◦ µF = µE ◦ V(f−1), so the
result follows from (3.2.1).

For the other direction of the geometric caloron correspondence for vector bundles, one
must construct a based module connection and Higgs field on E := V−1(E) from a framed
connection on E ∈ frVect(M).

Proposition 3.2.25. Given (E,∇) ∈ frVectc(M), the formula

∆ :=
(
ı∗M ⊗ µE

)
◦ ∇ ◦ µ−1

E (3.2.2)

defines a based module connection on E = V−1(E), where ıM : M × {0} ↪→M × S1 is the
inclusion.

Proof. Since ∆ is clearly a C-linear map Γ(E) → Ω1(M) ⊗ Γ(E) it suffices to verify that
it satisfies the module connection condition as this implies the Leibniz rule. Take any
ǧ ∈ LC∞(M) and š ∈ Γ(E), then

∆(ǧš) =
(
ı∗M ⊗ µE

)
∇(gs)

=
(
ı∗M ⊗ µE

)
(g∇(s) + dg ⊗ s)

= ǧ∆(š) +mE(dǧ ⊗ š)

since (ı∗M ⊗ µE)(dg ⊗ s) = mE(dǧ ⊗ š) and (ı∗M ⊗ µE)(g∇(s)) = ǧ∆(š). Thus ∆ is indeed
a module connection.

To see that ∆ is based, as in Lemma 3.2.13 let α̌ be a framing of E over U corresponding
to the trivialising sections ě1, . . . , ěn. Then for any v = f iěi ∈ Γ(U,E)

∆(v) = f i(α̌∗A)ji ěj +mE(df i ⊗ ěi)

= f i(α̌∗A)ji ěj + δ ◦ α̌−1(v)

with δ the trivial module connection of Example 3.2.10 and A the LG-connection on
F(E) corresponding to ∆. To demonstrate that ∆ is based, one wishes to show that A
is Ωg-valued. Similarly to the proof of Proposition 3.2.22, take ei := µ−1

E (ěi) with α the
corresponding section of F(E) over U × S1. Then

∆ěi =
(
ı∗M ⊗ µE

)
∇ei =

(
ı∗M ⊗ µE

)
(α∗A)jiej ,

with A the principal connection corresponding to ∇, which implies

α̌∗Ax(θ) = α∗A(x,θ)

for all x ∈ U and θ ∈ S1. Since α agrees with the framing s0 of E over their mutual
domain and s∗0A = 0, setting θ = 0 in this expression gives α̌∗Ax(0) = 0 as required.
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To see how to obtain a Higgs field on E, first write ∂ for the canonical vector field in the
S1 direction on M × S1 (cf. p. 13). Then

Proposition 3.2.26. Given (E,∇) ∈ frVectc(M), for any v ∈ Ex choose some section
š ∈ Γ(E) extending v. The formula

φ(v) :=
[
µE ◦ ∇∂ ◦ µ−1

E (š)
]

(x) (3.2.3)

determines the action of a Higgs field φ on the fibre Ex.

Proof. It must first be seen that φ is well-defined. Take any two š, ř ∈ Γ(E) extending v
so that s(x, θ) = r(x, θ) for all θ ∈ S1. Then

∇∂(s)(x, θ) = ∇∂(r)(x, θ)

for all θ ∈ S1 so applying µE and evaluating at x shows that φ is well-defined.

To see that φ is a Higgs field, first notice that it is a smooth vector bundle homomorphism
E → E covering the identity. Taking any v ∈ Ex and f ∈ LC, choose š ∈ Γ(E) and
ǧ ∈ LC∞(M) extending v and f respectively. Then

φ(fv) := µE ◦ ∇∂(gs)(x)

= µE
[
g∇∂(s) + ∂(g)s

]
(x)

= ǧ(x)φ(v) + ∂(ǧ)(x) š(x)

= fφ(v) + ∂(f) v,

since the ring isomorphism of (3.1.4) commutes with differentiation along the S1 direction.

Corollary 3.2.27. The diagram of functors

frVectcV (M) frBuncG(M)

ΩVectcV (M) BuncΩG(M)

F //

C−1

��

V−1

��
F //

commutes up to the natural isomorphism ν of Corollary 3.1.15.

Proof. One must show that ν preserves the connections and Higgs fields. For connections,
this follows directly from the proof of Proposition 3.2.2, since α̌∗Ax(θ) = α∗A(x,θ) is the
pullback of (1.1.5) by the local section α ∈ Γ(U × S1,F(E)) corresponding to the section
α̌ ∈ Γ(U,F(E)).

For Higgs fields, taking ěi and ei as in the proof of Proposition 3.2.25, for any x ∈ U

φ(ěi(x)) = Φ(α̌(x))ji ěj(x).

Using (3.2.3)

φ(ěi(x)) = [µE∇∂(ei)] (x) =
[
µE
(
(α∗A(∂))jiej

)]
(x)
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and hence for all θ ∈ S1, Φ(α̌(x))(θ) = α̌(x)∗Aθ(∂), where one uses ν to view α̌(x) as a
section α̌(x) ∈ Γ({x} × S1,F(E)). This expression coincides with (1.1.6), so the result
follows.

The inverse geometric caloron transform for vector bundles is the functor

V−1 : frVectc(M) −→ ΩVectc(M)

that sends the object (E,∇) to (E,∆, φ), with E = V−1(E) (as above) and ∆, φ given
respectively by Propositions 3.2.25 and 3.2.26. As for V, the action of V−1 on the morphism
f of frVectc(M) is simply V−1(f) as before, since

Lemma 3.2.28. Writing (E,∆, φ) = V−1(E,∇) and (F,∆′, φ′) = V−1(F,∇′), then if
f : E → F is connection-preserving, i.e. f∗∇′ = ∇, then

∆ = V−1(f)∗∆′ and φ = V−1(f)∗φ′

so that V−1(f) : E→ F also preserves the connective data.

Proof. The proof is completely analogous to Lemma 3.2.24.

One is at last in a position to prove

Theorem 3.2.29. The geometric caloron correspondence for vector bundles

V : ΩVectc(M) −→ frVectc(M) and V−1 : frVectc(M) −→ ΩVectc(M)

is an equivalence of categories.

Proof. It suffices to show that the geometric data behaves well with respect to the natural
isomorphisms of Theorem 3.1.14, which (recalling the definitions of αE and βE) follows
from Corollaries 3.2.23 and 3.2.27 and the based geometric caloron correspondence of
Theorem 1.2.7.

Alternatively, by unwinding the definitions one observes that βE = µ−1
E ◦ µV−1(E) and

αE = µE ◦ µ−1
V(E).

3.3 Hermitian structures

This section introduces a version of Hermitian structures suited to the Ω vector bundle
setting. Interestingly, there are extensions of Theorems 3.1.14 and 3.2.29 that demonstrate
that a Hermitian structure on the Ω vector bundle E arises from a Hermitian structure
(in the usual sense) on V(E) via the caloron correspondence and conversely. Recall the
evaluation map of Remark 3.1.5 and for the Ω vector bundle E → M denote by E → M
the Ω vector bundle obtained from E by complex conjugation.

Definition 3.3.1. A Hermitian structure on E ∈ ΩVect(M) is a smooth section 〈〈·,·〉〉 of
the Ω vector bundle (E�? E)? →M such that

1. 〈〈v, v〉〉(θ) > 0 whenever evθ(v) 6= 0; and
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2. 〈〈v, w〉〉(θ) = 〈〈w, v〉〉(θ) for all v, w ∈ Ex and θ ∈ S1, where the overline denotes
complex conjugation.

A Hermitian Ω vector bundle is a pair (E, h) with E ∈ ΩVect(M) and h = 〈〈·,·〉〉 a Hermitian
structure on E.

Remark 3.3.2. As with finite-rank vector bundles, equipping E ∈ ΩVectCn(M) with a
Hermitian structure h = 〈〈·,·〉〉 determines a reduction of the structure group of E from
ΩGLn(C) to ΩU(n). This fact relies on the existence of a local basis ěi for the fibres of E
as LC-modules that is orthonomal in the sense that

〈〈ěi, ěj〉〉(θ) =

{
1 if i = j

0 if i 6= j

for all θ ∈ S1. The existence of such a local basis is guaranteed by applying a generalisation
of the Gram-Schmidt process to a locally trivialising basis of sections f̌i. The collection
of all frames that are orthonormal for the Hermitian structure h then gives a reduction
F0(E) of the frame bundle F(E), where the former is an ΩU(n)-bundle and the latter is
an ΩGLn(C)-bundle.

In order to see how Hermitian structures behave under the caloron transform functors, one
must first understand how Hermitian structures interact with the framing on the object
E ∈ frVect(M). The idea is that a Hermitian structure on E must be compatible with
the framing in order to take its caloron transform. Suppose that E is modelled over Cn,
with framing s0 over M0. The framing s0 is equivalent to n linearly independent sections

ei ∈ Γ(M0, E), i = 1, . . . , n

that trivialise E over M0. In what follows, a Hermitian structure h on E ∈ frVect(M) is
understood to mean a Hermitian structure on E for which the sections ei are orthonormal
(strictly speaking, such a Hermitian structure ought to be called ‘framed’). Note that such
objects exist: they may be constructed directly by using the Tietze Extension Theorem
and convexity.

Proposition 3.3.3. Any (framed) Hermitian structure h = 〈·,·〉 on E uniquely determines
a Hermitian structure h = 〈〈·,·〉〉 on E = V−1(E) and conversely.

Proof. Recalling the isomorphism µE of Proposition 3.1.26, take any v̌, w̌ ∈ Ex so that,
for example, v̌ = µE(v). Notice that v ∈ Γ({x} × S1, E) so for any θ ∈ S1 one has
v(θ) ∈ E(x,θ). With this in mind, set

〈〈v̌, w̌〉〉(θ) := 〈v(θ), w(θ)〉.

Using the properties of µE and h it follows that h is a Hermitian structure on E. Moreover,
it is apparent that this construction gives a bijective correspondence between Hermitian
structures h and h.

The exact same argument, using µE in place of µE , gives

Proposition 3.3.4. Any Hermitian structure h = 〈〈·,·〉〉 on E uniquely determines a
(framed) Hermitian structure h = 〈·,·〉 on V(E) and conversely.
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In order to write the Hermitian caloron correspondence in category-theoretic terms, one
must introduce appropriate notation, to wit

Definition 3.3.5. Denote by ΩVectH(M) the groupoid whose objects are Hermitian Ω
vector bundles over M and whose morphisms f : (E, h)→ (F, h′) are those morphisms f of
ΩVect(M) preserving the Hermitian structure.

Write frVectH(M) for the groupoid whose objects are pairs (E, h) with E ∈ frVect(M) and
h a (framed) Hermitian structure on E. Morphisms f : (E, h)→ (F, h′) are the Hermitian
structure preserving morphisms of frVect.

Propositions 3.3.3 and 3.3.4 together imply the existence of functors

V : ΩVectH(M) −→ frVectH(M) and V−1 : frVectH(M) −→ ΩVectH(M).

The action of these functors on morphisms is given by the action of the standard vector
bundle caloron transform functors, noting that Hermitian structure preserving morphisms
are mapped to Hermitian structure preserving morphisms (as can be seen directly from
the proofs of Propositions 3.3.3 and 3.3.4).

Theorem 3.3.6. The caloron correspondence for Hermitian vector bundles

V : ΩVectH(M) −→ frVectH(M) and V−1 : frVectH(M) −→ ΩVectH(M)

is an equivalence of categories.

Proof. It suffices to notice that the natural isomorphisms βE and αE of Theorem 3.1.14
preserve the Hermitian structures since βE = µ−1

E ◦ µV−1(E) and αE = µE ◦ µ−1
V(E) (as in

Theorem 3.2.29).

3.3.1 Hermitian Higgs fields and module connections

A natural question to ask, given the caloron correspondences of Theorems 3.2.29 and 3.3.6,
is whether there is a version of the caloron correspondence for Hermitian vector bundles
with Hermitian connections (and Higgs fields). The answer is affirmative and the result is
established by directly combining the geometric and Hermitian caloron correspondences
for vector bundles.

Before this correspondence is established, one first records some results relating connective
data on Hermitian Ω vector bundles to connective data on their (unitary) frame bundles. In
particular, one develops a notion of module connections and Higgs fields being compatible
with a given Hermitian structure.

In the following, take (E, h) ∈ ΩVectH(M) where rankE = n so that E has structure group
ΩU(n).

Definition 3.3.7. A based module connection ∆ on (E, h) is compatible with the Hermitian
structure h = 〈〈·,·〉〉 if

d〈〈v, w〉〉 = 〈〈∆(v), w〉〉+ 〈〈v,∆(w)〉〉 (3.3.1)

as LC-valued forms on M for all v, w ∈ Γ(E).
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The following result is the direct analogue of Lemma 3.2.13 to the Hermitian setting:

Lemma 3.3.8. If the based module connection ∆ on E is compatible with h = 〈〈·,·〉〉 then
it uniquely determines an Ωu(n)-valued connection A on F0(E) (as in Remark 3.3.2) and
conversely.

Proof. Let α be a framing of E over U , so that as usual one obtains the local (LC-module)
basis ěi for the fibres of E over U . Requiring α to be a section of F0(E) over U implies
that the ěi are orthonormal for h and for any v = f iěi ∈ Γ(U,E)

∆(v) = f i(Aα)ji ěj +mE(df i ⊗ ěi),

where Aα := α∗A. If w = gj ěj ∈ Γ(Uα,E), the compatibility condition (3.3.1) now reads
locally as

d(f igi) = gidf i + f idgi + f igj(Aα)ji + f igj(Aα)ij

where the overline denotes complex conjugation as usual. Using the Leibniz rule, this
implies

(Aα)ji + (Aα)ij = 0

and hence (Aα) ∈ Ω(U,Ωu(n)) as ∆ is based. This shows that the connection A on F0(E)
is Ωu(n)-valued when restricted to orthonormal frames, so gives an ΩU(n)-connection on
F0(E). The result follows from Lemma 3.2.13.

The compatibility condition for Higgs fields is

Definition 3.3.9. A Higgs field ϕ on (E, h) is compatible with the Hermitian structure
h = 〈〈·,·〉〉 if

∂〈〈v, w〉〉 = 〈〈ϕ(v), w〉〉+ 〈〈v, ϕ(w)〉〉 (3.3.2)

for all v, w ∈ Γ(E), where ∂ as usual denotes differentiation in the S1 direction.

The analogue of Lemma 3.2.5 in the Hermitian setting is

Lemma 3.3.10. If the Higgs field ϕ is compatible with h = 〈〈·,·〉〉 then it uniquely deter-
mines an Lu(n)-valued Higgs field Φ on F0(E) and conversely.

Proof. Let ěi be trivialising orthonormal sections over U ⊂ M as in the proof of Lemma
3.3.8, so that for any v = f iěi ∈ Γ(U,E)

ϕ(v) = (∂f i + f jΦ(α)ij)ěi.

If w = gj ěj ∈ Γ(U,E), the compatibility condition (3.3.2) then reads locally as

∂(f igi) = gi∂f i + f i∂gi + f igjΦ(α)ji + f igjΦ(α)
i

j .

Using the Leibniz rule for ∂ gives

Φ(α)ji + Φ(α)
i

j = 0

and hence Φ(α) is Lu(n)-valued. The rest of the argument is essentially that of Lemma
3.2.5.
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Definition 3.3.11. Denote by ΩVectcH(M) the groupoid whose objects are quadruples
(E, h,∆, φ) where (E, h) ∈ ΩVectH(M) and ∆ and φ are respectively a based module
connection and Higgs field on E that are compatible with h. Morphisms are given by
connection- and Higgs field-preserving morphisms of ΩVectH(M).

Similarly, write frVectcH(M) for the groupoid whose objects are triples (E, h,∇) with
(E, h) ∈ frVectH(M) and ∇ a framed connection on E compatible with h. Morphisms are
precisely the connection-preserving morphisms of frVectH(M).

The geometric caloron correspondence for Hermitian vector bundles relies on the following
two results

Proposition 3.3.12. If the framed connection ∇ on E ∈ frVect(M) is compatible with
the Hermitian structure h = 〈·,·〉 then the module connection ∆ and Higgs field φ on
(E, h) := V−1(E, h) given respectively by (3.2.2) and (3.2.3) are compatible with h = 〈〈·,·〉〉.

Proof. Recall (cf. Theorem 3.2.29) that ∇′ = (βE)∗∇, where

∇′ =
(
pr∗M ⊗µ−1

E

)
∆ ◦ µE + dθ ⊗

(
µ−1
E ◦ φ ◦ µE

)
is the connection on E′ = V ◦ V−1(E). Therefore ∇′ is compatible with the induced
Hermitian structure h′ = 〈βE(·), βE(·)〉 = 〈·,·〉E′ on E′.

Take any v̌, w̌ ∈ Γ(E), then

d〈v, w〉E′ = 〈∇′(v), w〉E′ + 〈v,∇′(w)〉E′

where, for example, v̌ = µE(v). Now, for all θ ∈ S1

d〈v(θ), w(θ)〉E′ = dM 〈v(θ), w(θ)〉E′ + ∂〈v(θ), w(θ)〉E′ dθ
= dM 〈〈v̌, w̌〉〉(θ) + ∂〈〈v̌, w̌〉〉(θ) dθ

and

〈∇′(v)(θ), w(θ)〉E′ = 〈〈∆(v̌), w̌〉〉(θ) + 〈〈φ(v̌), w̌〉〉(θ) dθ

so that

d〈〈v̌, w̌〉〉 = 〈〈∆(v̌), w̌〉〉+ 〈〈v̌,∆(w̌)〉〉 and ∂〈〈v̌, w̌〉〉 = 〈〈φ(v̌), w̌〉〉+ 〈〈v̌, φ(w̌)〉〉

as required.

Essentially the same argument gives

Proposition 3.3.13. If the module connection ∆ and Higgs field φ on E ∈ ΩVect(M)
are compatible with the Hermitian structure h = 〈〈·,·〉〉 then the framed connection ∇ on
(E, h) := V(E, h) given by (3.2.1) is compatible with h = 〈·,·〉.

Combining all of these results, one arrives at the geometric caloron correspondence for
Hermitian vector bundles:

Theorem 3.3.14. The geometric caloron correspondence for Hermitian vector bundles

V : ΩVectcH(M) −→ frVectcH(M) and V−1 : frVectcH(M) −→ ΩVectcH(M)

is an equivalence of categories.
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Remark 3.3.15. As was observed in Remark 3.3.2, a Hermitian structure on the Ω vector
bundle E → M determines a reduction of the structure group from ΩGLn(C) to ΩU(n)
(where n = rankE).

Conversely, if E comes equipped with a preferred reduction of the structure group from
ΩGLn(C) to ΩU(n), then it has a Hermitian structure h = 〈〈·,·〉〉 as follows. Pick an open
cover {Uα}α∈I of M over which E is trivialised (by maps ψα, say), so that the transition
functions {ταβ} are ΩU(n)-valued. Using the trivialisation

ψα : E|Uα −→ Uα × LCn

one may define a Hermitian structure on E|Uα that acts on elements v, w in the fibre of E
over x ∈ Uα by

〈〈v, w〉〉α(θ) :=
〈
ψα(v)(θ), ψα(w)(θ)

〉
,

where 〈·,·〉 is the standard inner product on Cn. Over double intersections Uαβ := Uα∩Uβ,
one has

ψβ ◦ ψ−1
α : Uαβ × LCn −→ Uαβ × LCn

(x, v) 7−→ (x, ταβ(x)(v))

so that for any x ∈ Uαβ

〈〈v, w〉〉β(θ) =
〈
ψβ(v)(θ), ψβ(w)(θ)

〉
=
〈
ταβ(x)(θ) · ψα(v)(θ), ταβ(x)(θ) · ψα(w)(θ)

〉
=
〈
ψα(v)(θ), ψα(w)(θ)

〉
= 〈〈v, w〉〉α(θ)

since the ταβ are ΩU(n)-valued. Therefore the 〈〈·,·〉〉α patch together to give a Hermitian
structure h = 〈〈·,·〉〉 on E that does not depend on the choice of cover {Uα} of M . From
here on, any Ω vector bundle E → M with structure group ΩU(n) is understood to be
equipped with this Hermitian structure.

Example 3.3.16 (the canonical Ω vector bundles). The associated Ω vector bundle to the
path fibration PU(n) → U(n) is the canonical Hermitian Ω vector bundle of rank n,
denoted E(n)→ U(n). Applying Lemmas 3.3.8 and 3.3.10 to the standard connection A∞
and Higgs field Φ∞ on PU(n), one obtains the based module connection ∆(n) and Higgs
field φ(n) on E(n), noting that these are both compatible with the Hermitian structure.
Since U(n) is universal for ΩU(n)-bundles, E(n) → U(n) is the universal Hermitian Ω
vector bundle of rank n, however it is not necessarily universal for Hermitian Ω vector
bundles with connection; this is the reason for the disctinction in terminology between
universal and canonical.

3.4 Applications to K-theory

Having given a detailed treatment of Ω vector bundles in previous sections, one is now in
a position to discuss an interesting application of the theory. It turns out that Ω vector
bundles give convenient objects with which to describe odd topological K-theory. Despite
being extravagant in dimensions, working with Ω vector bundles is advantageous since it
allows one to phrase the odd K-theory of M entirely in terms of smooth bundles that are
based over M . This smoothness is critical to the construction of the Ω model in Chapter
4.
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3.4.1 Topological K-theory

Topological K-theory was introduced in the late 1950s by Atiyah and Hirzebruch as a
generalised cohomology theory that provides a useful tool for studying vector bundles
on topological spaces. Since its first appearance (topological) K-theory has become an
extremely active area of algebraic topology that has been used in the proofs of some very
far-reaching results, notably the Atiyah-Singer Index Theorem. Some of the most well-
known results of algebraic topology, such as the result of Adams giving the maximum
number of linearly independent vector fields on the n-sphere, have relatively simple proofs
using K-theory. K-theory (and, in particular, twisted and differential K-theory) has also
found uses in physics, where it enjoys an important role in the developing understanding
of T -duality (see [7, Section 1.1] for a discussion).

Topological K theory is related to the notion of stable isomorphism. Over a fixed base
space X, complex vector bundles E,F → X are stably isomorphic if

E ⊕ Cn ∼= F ⊕ Cn

for some n ≥ 0. If X is compact and Hausdorff, one defines the abelian group K(X)
of formal differences E − F of vector bundles over X modulo the equivalence relation
E − F ∼ E′ − F ′ ⇔ E ⊕ F ′ and E′ ⊕ F are stably isomorphic4. The group operation on
K(X) is given by (E − F ) + (E′ − F ′) := (E ⊕ E′) − (F ⊕ F ′), the identity element is
E − E (for any choice of E) and the inverse of E − F is F − E. Alternatively, the group
K(X) may be obtained from the category Vect(X) of (topological) vector bundles over X
by applying the Grothendieck group completion device as follows.

Recall (cf. [1, Section 2.1]) that the Grothendieck construction produces from a given
abelian semi-group (A,⊕) a universal abelian group called K(A) and a homomorphism
α : A → K(A) of semi-groups. The group K(A) is universal in the sense that given
any abelian group G and semi-group homomorphism β : A → G there is a unique homo-
morphism γ : K(A) → G such that β = γ ◦ α. Thus, if K(A) exists it is unique up to
isomorphism.

To construct K(A), first write F (A) for the free abelian group generated by elements of A
and E(A) for the subgroup of F (A) generated by those elements of the form a+a′−(a⊕a′).
The K-group of A is defined to be

K(A) := F (A)/E(A)

with α : A→ K(A) the obvious map.

There is an alternative construction of K(A) that is often quite useful. Recall the diagonal
map ∆: A → A × A, which is a semi-group homomorphism, and define K(A) as the
quotient semi-group

K(A) := (A×A)/∆(A).

Since (b, a) is clearly the additive inverse of (a, b), K(A) is in fact a group and one often
writes (a, b) as a− b so that elements of K(A) may be viewed as formal differences of ele-
ments of A. The homomorphism α : A→ K(A) that characterises the universal property
in this case is given by sending a to the coset of (a ⊕ a, a), or the coset of (a, 0) when
A has unit 0. It is readily seen from the construction that the assignment A 7→ K(A) is
functorial.

4the compactness condition on X is required to show that this equivalence relation is transitive.
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For any compact Hausdorff space X, Vect(X)5 is a symmetric monoidal category under the
direct sum operation ⊕ on vector bundles, with identity the rank zero bundle X×{0} → X.
Passing to isomorphism classes6 gives the abelian semi-group (π0Vect(X),⊕) and one sets

K(X) := K(π0Vect(X)).

Since A 7→ K(A) and X 7→ π0Vect(X) are both functorial, the assignment X 7→ K(X)
determines a contravariant functor from the category of compact Hausdorff topological
spaces to the category of abelian groups. In the case that X is also a smooth manifold,
one may restrict to smooth vector bundles over X; since every topological vector bundle
based over a smooth manifold is isomorphic to a smooth vector bundle7, this gives the
same K(X).

As discussed above, elements of K(X) are virtual vector bundles over X, that is, formal
differences E−F , where E and F are (isomorphism classes of) vector bundles over X. The
rank of the virtual vector bundle E − F is simply the difference rankE − rankF , which
is constant on connected components of X. Using the Serre-Swan Theorem (cf. Remark
3.4.2 or [1, Section 2.1]) every element of K(X) may be written as E −Cn for some n, so
for any E − Cn, F − Cm ∈ K(X)

E − Cn = F − Cm ⇐⇒ E ⊕ Cp ∼= F ⊕ Cq

for some p and q.

When X is a pointed space with basepoint x0, define K̃(X) to be the kernel of the map
ı∗ : K(X)→ K({x0}), where ı : {x0} ↪→ X is the basepoint inclusion. If rankE = m and
rankF = n, the map ı∗ sends E − F to Cm − Cn so that elements of K̃(X) are virtual
vector bundles of rank zero on the connected component of x0 in X. Elements of K({x0})
are virtual vector bundles characterised entirely by their rank, so K({x0}) ∼= Z and there
is a split exact sequence

0 −→ K̃(X) −→ K(X) −→ Z −→ 0.

The group K̃(X) is referred to as the reduced K group of X.

One may extend K(X) to a cohomology theory, which in the case that X does not come
equipped with a basepoint is done in the following fashion. Write X+ := X t {x0}, which
is now a pointed space with basepoint x0. Then for n ∈ Z define (cf. [1, Definition 2.2.2])

Kn(X) := K̃
(

Σ|n|(X+)
)
,

where Σ|n| denotes the |n|-th iterated reduced suspension8. Then, for example,

K0(X) = K(X) and K−1(X) = K̃
(
(X × S1)/(X × {0})

)
,

where Σ(X+) ∼= (X × S1)/(X × {0}) is equipped with basepoint (X × {0})/(X × {0}).
5the category whose objects are vector bundles over X and whose morphisms are vector bundle maps

covering the identity.
6recall that for a category C, π0C denotes the isomorphism classes of C.
7this can be seen, for example, by choosing a continuous classifying map into some Grassmannian and

then using [3, Proposition 17.8] to find a homotopic smooth map, as in Theorem 3.4.3.
8recall that the reduced suspension of the pointed space (Y, y0) is the space ΣY := (S1 × Y )/(S1 ∨ Y ),

where S1 ∨ Y := S1 × {y0} ∪ {0} × Y , equipped with the basepoint [0, y0].
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It is well-known that
K•(X) :=

⊕
n∈Z

Kn(X)

naturally has the structure of a graded ring9 and that the assignment X 7→ K•(X) deter-
mines a generalised (Eilenberg-Steenrod) cohomology theory. The famous Bott Periodicity
Theorem asserts that

Kn+2(X) ∼= Kn(X)

for any n and hence it suffices to talk only about the even and odd K-theory of X, which
are given by K0(X) and K−1(X) respectively. As topological K-theory is a 2-periodic
generalised cohomology theory, it has a spectrum consisting of two spaces

K0(X) ∼= [X,BU × Z] and K−1(X) ∼= [X,U ]

where
U := lim−→U(n)

is the stabilised unitary group (Appendix A) and BU is its classifying space. Since spectra
are determined up to homotopy equivalence, one may alternatively take BGL×Z and GL
respectively as the classifying spaces for even and odd K-theory, where

GL := lim−→GLn(C)

is the stabilised general linear group and BGL is its classifying space.

3.4.2 The functor K−1

In this section, the theory of Ω vector bundles is used to give a model for the odd K-theory
of an unpointed compact manifold M that is phrased entirely in terms of smooth objects
based over M instead of topological vector bundles over ΣM+. In the same way that even
K-theory is given in terms of virtual vector bundles, odd K-theory is given by virtual Ω
vector bundles of rank zero.

Definition 3.4.1. Let M be a compact manifold and recall that (ΩVect(M),⊕) is an
abelian semi-group. Choose a basepoint x0 ∈M and define

K−1(M) := K̃(π0ΩVect(M)),

the abelian group obtained by using the Grothendieck group completion and then restrict-
ing to the kernel of the map K(π0ΩVect(M)) → K(π0ΩVect({x0})). This definition is
independent of the choice of basepoint x0 (even if M is not connected) as the rank of
an Ω vector bundle is constant. Since the assignment M 7→ ΩVect(M) is functorial, the
assignment M 7→ K−1(M) clearly determines a contravariant functor that acts on smooth
maps by pullback.

Elements of K−1(M) are virtual Ω vector bundles of rank zero, that is formal differences
E− F where E,F→M are Ω vector bundles with rankE = rankF. Strictly speaking, one
should write [E] − [F] instead, with [E] the isomorphism class of E, however this leads to
an excess of notation.

9just as the group structure is induced by ⊕, the ring structure is defined using the tensor product
⊗—see [1, Section 2.6] for example.
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Remark 3.4.2. One observes some immediate consequences of the definition:

• Take any E− F ∈ K−1(M), then by Corollary 3.1.23 there is some Ω vector bundle
G→M such that F⊕ G ∼= LCn for some n. Then

E− F = E + G− F− G = E⊕ G− LCn.

Thus every element of K−1(M) may be written in the form E−LCn where n = rankE.

• Suppose E− F = 0 in K−1(M). Then there is some G such that E⊕ G ∼= F⊕ G as Ω
vector bundles over M . Invoking Corollary 3.1.23 again gives that there is some H
such that G⊕ H is trivial and hence

E⊕ G ∼= F⊕ G =⇒ E⊕ LCn ∼= F⊕ LCn

so E and F are stably isomorphic. Conversely, if E and F are stably isomorphic then
it is clear that E− F = 0 in K−1(M).

• Similarly, E−F = E′−F′ in K−1(M) if and only if E⊕F′⊕LCn ∼= E′⊕F⊕LCn for some
n. In particular, E− LCn = F− LCm in K−1(M) if and only if E⊕ LCp ∼= F⊕ LCq
for some p and q.

The fact that K−1(M) gives the odd K-theory of M comes from the characterisation of
K−1(M) given above, that is

K−1(M) = K̃
(
Σ(M+)

)
= K̃

(
(M × S1)/(M × {0})

)
.

The underlying idea (glossing over smoothness requirements for now) is that a vector
bundle on (M × S1)/(M × {0}) is equivalent to a vector bundle over M × S1 with a
distinguished framing over M0 := M × {0} and hence, via the caloron transform, to an Ω
vector bundle over M .

Consider the reduction functor

R : ΩVect(M) −→ Vect
(
(M × S1)/M0

)
defined as follows. Given an Ω vector bundle E → M , its caloron transform E := V(E)
is a framed vector bundle over M × S1, so has a distinguished section s0 ∈ Γ(M0,F(E)).
Define an equivalence relation on E over M0 by setting

e ∼ e′ ⇐⇒ pr2 ◦ s−1
0 (e) = pr2 ◦ s−1

0 (e′)

recalling the notation of p. 50, with pr2 : M0×Cn → Cn the projection, and extend this to
all of E by the identity. Denote by E/s0 the quotient space of E given by this equivalence
relation, then

E/s0 −→ (M × S1)/M0

is a topological vector bundle (see [1, Lemma 1.4.7], for example). The action of the
reduction functor on E is given by

R(E) := V(E)/s0 ∈ Vect
(
(M × S1)/M0

)
.

If f : E → F is a morphism in frVect(M) (with framings sE and sF on E and F re-
spectively) it is clear from the construction that the induced map [f ] : E/sE → F/sF is
an isomorphism. The action of R on morphisms is then given by sending f : E → F to
[V(f)] : R(E)→ R(F).
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Recall that a functor F : C→ D is essentially surjective if every object of D is isomorphic
to an object in the image of F .

Theorem 3.4.3. The reduction functor

R : ΩVect(M) −→ Vect
(
(M × S1)/M0

)
is essentially surjective, in particular the induced map on isomorphism classes is surjective.

Proof. To see that R is essentially surjective, take any vector bundle E over (M ×S1)/M0

and let π : M×S1 → (M×S1)/M0 be the quotient map. Consider the pullback E′ := π∗E,
which is a topological vector bundle over M × S1 with the additional property that for
any two x, x′ ∈M there is an isomorphism E′(x,0) → E′(x′,0) given by

E′(x,0) 3 (x, 0, e) 7−→ (x′, 0, e) ∈ E′(x′,0).

Fix some x0 ∈M and let rankE = m, so that picking a frame p : Cm → E′(x0,0) determines

a framing r0 of E′ over M0, in particular E′|M0 is trivial. Note that E′/r0 is clearly
isomorphic to E.

Pick a classifying map f : M × S1 → Grm(Ck) for E′ so that E′ ∼= f∗γm(Ck). As both
M×S1 and Grm(Ck) are smooth manifolds, one may find a smooth map g homotopic to f
[3, Proposition 17.8]. Since the pullbacks of any bundle by homotopic maps are isomorphic
(see, for example, [1, Lemma 1.4.3]) E′ is isomorphic to some smooth vector bundle
F := g∗γm(Ck)→M ×S1, which is trivial over M0. Pick an isomorphism f : E′ → F and
consider the framing f◦r0 induced on F , which is not necessarily smooth. However, f◦r0 is
homotopic to a smooth framing s0 of F , so since the quotient construction depends on the
framing only up to homotopy [1, Lemma 1.4.7] there is an isomorphism F/s0

∼= E′/r0
∼= E.

Setting F := V−1(F ), recall that V(F) and F are isomorphic as framed vector bundles and
hence so too are their quotients with respect to their respective framings. In particular,
R(F) is isomorphic to F/s0 and hence to E, so R is essentially surjective.

One wishes to show that R induces a bijection on isomorphism classes. It suffices to verify
that whenever R(E) and R(F) are isomorphic in Vect((M × S1)/M0) then E and F are
isomorphic in ΩVect(M). Suppose that there is an isomorphism f : R(E)→ R(F), where
R(E) = E/s0 and R(F) = F/r0, say. Similarly to the proof of Theorem 3.4.3 above, one
can see that f lifts to a continuous isomorphism f ′ : E → F that respects the framings, i.e.
r0 = f ◦ s0. One now requires a smooth isomorphism E → F that respects the framings,
since applying the caloron transform and natural isomorphisms as necessary implies the
result.

Let m = rankE = rankF and recall from Corollary 3.1.24 that E and F are smoothly
isomorphic as framed vector bundles to some f∗γm(Ck) and g∗γm(Ck′) respectively, where
the smooth maps f : M × S1 → Grm(Ck) and g : M × S1 → Grm(Ck′) send M0 onto the
respective basepoints. Denote by f̃ , g̃ the maps on (M × S1)/M0 induced by f and g.

Recall, since Grm(Ck) is a quotient of GLk(C), that there are embeddings

Grm(Cm) ↪→ Grm(Cm+1) ↪→ Grm(Cm+2) ↪→ · · ·

lifting to smooth vector bundle maps

γm(Cm) ↪→ γm(Cm+1) ↪→ γm(Cm+2) ↪→ · · ·
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that respect the framings. If Vectm(X) denotes the space of isomorphism classes of rank
m complex vector bundles over X, recall also

Theorem 3.4.4. The map

lim−→[X,Grm(Ck)] −→ Vectm(X)

induced by pulling back the bundles γm(Ck)→ Grm(Ck) is an isomorphism for all compact
Hausdorff spaces X.

For a proof see [1, Theorem 1.4.15]. Since (M × S1)/M0 is compact and Hausdorff, there
is a homotopy h̃ : (M × S1)/M0 × [0, 1] → Grm(CK) from f̃ to g̃ for some K ≥ k, k′.
This implies that there is a homotopy h : M × S1 → Grm(CK) from f to g that sends
M0 × [0, 1] to the basepoint of Grm(CK). Since f and g are homotopic relative to M0,
they are smoothly homotopic relative to M0 [30, Theorem 6.29].

Lemma 3.4.5. If f, g : M × S1 → Grm(Ck) are smooth maps both sending M0 to the
basepoint x0 of Grm(Ck) that are smoothly homotopic relative to M0, then there is a
smooth isomorphism f∗γm(Ck) ∼= g∗γm(Ck) of framed bundles.

Proof. Take any such homotopy h : M × S1 × [0, 1] → Grm(Ck) from f to g, writing
ht(x, θ) = h(x, θ, t). Recall that the framing of γm(Ck) over x0 is given by taking the
first m standard basis vectors e1, . . . , em ∈ Cm+k. By pulling back this framing by h (or,
more precisely, by pulling back the corresponding trivialisation) one obtains a framing of
h∗γm(Ck) over M0 × [0, 1], namely the framing corresponding to the trivialising sections
h∗e1, . . . , h

∗em ∈ Γ(M0 × [0, 1], h∗γm(Ck)).

Now, if ∇ is a connection on γm(Ck) then the pullback connection h∗∇ acts on the h∗ei
by (

h∗∇
)
X(h∗ei) = h∗

(
∇dh(X)ei

)
= 0

for any vector X tangent to M0 × [0, 1], as dh(X) = 0. Let ρ(x,θ) : [0, 1] → Grm(Ck) be

the smooth curve ρ(x,θ)(t) = h(x, θ, t) and let %t : h
∗
0γ
m(Ck) → h∗tγ

m(Ck) be the smooth
isomorphism determined by parallel transport along the curves ρ(x,θ).

Since the tangent vector ρ̇(x,0)(t) to ρ(x,θ) lies tangent to M0 × [0, 1] for any t ∈ [0, 1], by
the above one has

t 7→
(
h∗∇

)
ρ̇(x,0)(t)(h

∗ei) = 0

so that the sections h∗ei are parallel for the pullback connection. It follows from the
uniqueness of parallel transport that the isomorphisms %t preserve the framing. But
h0 = f and h1 = g so there is a smooth isomorphism f∗γm(Ck) ∼= g∗γm(Ck) preserving
the framing.

Using this result, one at last has that f∗γm(CK) and g∗γm(CK) are smoothly isomorphic
as framed vector bundles and, hence, that E and F are smoothly isomorphic as framed
vector bundles. This completes the proof of

Theorem 3.4.6. The map on isomorphism classes induced by the reduction functor R is
injective and hence, by Theorem 3.4.3, is a bijection.
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Notice also that if E,F are framed bundles over M × S1 with framings s0, r0 respectively
then there is an isomorphism

E/s0 ⊕ F/r0
∼= (E ⊕ F )/(s0 ⊕ r0)

and hence R(E⊕ F) ∼= R(E)⊕R(F) since V(E⊕ F) ∼= V(E)⊕ V(F).

Corollary 3.4.7. The map on isomorphism classes

π0ΩVect(M) −→ π0Vect
(
(M × S1)/M0

)
induced by R is an isomorphism of semi-groups.

Passing to the group completions, observe that the isomorphism

K(π0ΩVect(M)) −→ K
(
(M × S1)/(M × {0})

)
given by E− F 7→ R(E)−R(F) preserves the rank, since rankR(E) = rankE. Restricting
to the rank zero subgroups gives

Theorem 3.4.8. For any compact manifold M , the map

R : K−1(M) −→ K−1(M)

given by

R : E− F 7−→ R(E)−R(F)

is an isomorphism. In particular, K−1(M) is the odd K-theory of M .

Remark 3.4.9. Another way of obtaining the isomorphism K−1 → K−1 of Theorem 3.4.8
is to use the homotopy-theoretic model of odd K-theory, i.e. K−1(M) ∼= [M,GL]. The
group operation on K−1(M) is given by [g] + [h] := [g⊕h], with g⊕h the pointwise block
sum of g and h. At the level of homotopy, the group operations given by block sum and
the matrix product are equal so the inverse of [g] ∈ K−1(M) is the homotopy class of
the map g−1 : x 7→ (g(x))−1 (see [40], for example). As M is compact the image of any
map f : M → GL is contained in GLn(C) for some sufficiently large n (Proposition A.4.4)
and one may find a smooth map g : M → GLn(C) homotopic to f [3, Proposition 17.8].
Similarly, if any two smooth maps f, g : M → GLn(C) are continuously homotopic then
they are also smoothly homotopic [30, Theorem 6.29].

One constructs the isomorphismR : K−1(M)→ [M,GL] by sending E−LCn ∈ K−1(M) to
the homotopy class [g], where g is any classifying map (equivalently, Higgs field holonomy)
for E. Observe that R is surjective, since any homotopy class [f ] ∈ [M,GL] has a smooth
representative g : M → GLn(C), in which case g∗E(Cn)−LCn is mapped to [f ] by R10. To
see that R is injective, suppose that R(E− LCn) = [id] so that any classifying map for E
is homotopic to the constant map sending M to the identity in GL. Let g : M → GLn(C)
be any smooth classifying map for E, then there is a smooth homotopy from g ⊕ id to id
inside GLn+k(C) for some k sufficiently large. But (g ⊕ id)∗E(Cn+k) ∼= g∗E(Cn)⊕ LCk so
that g∗E(Cn) ⊕ LCk ∼= LCn+k and hence E − LCn = 0 in K−1(M). That R is a group
homomorphism follows from the fact that g∗E(Cn)⊕ h∗E(Cm) ∼= (g ⊕ h)∗E(Cn+m).

10recalling the universal Ω vector bundles of Example 3.1.7.
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Remark 3.4.10. By considering isomorphism classes of Hermitian structured Ω vector
bundles over M one obtains a Hermitian version of K−1(M), denoted temporarily by
K−1

R (M). The argument of Remark 3.4.9 demonstrates that there is an isomorphism
K−1

R (M) ∼= [M,U ], with U the stabilised unitary group. As U and GL are homo-
topy equivalent this implies that the map K−1

R (M) → K−1(M) given by discarding the
Hermitian structure is an isomorphism and, consequently, that one may view elements
E− F ∈ K−1(M) as virtual Hermitian Ω vector bundles.

3.4.3 The total string form and the Chern character

The primary motivation for using Ω vector bundles to define odd K-theory is that they
are smooth objects that may be readily equipped with extra differential form data in the
guise of based module connections and Higgs fields. As demonstrated in Chapter 4, this
allows one to construct a differential refinement of K−1 that provides a codification of Ω
vector bundles with connective data. To provide additional motivation for this discussion
it is shown that the odd Chern character may be constructed on K−1 using characteristic
classes of the underlying Ω vector bundles.

Let M be a compact manifold. Recall that the Chern character is a natural map

ch : K•(M) −→ H•(M ;C)

that induces an isomorphism

ch : K•(M)⊗ C −→ H•(M ;C)

of Z2-graded rings (with the Z2-grading on H•C given by taking the even and odd degree
parts). In the case of even K-theory, the Chern character may be realised explicitly as
follows. Recall from Section 3.4.1 that an element of K0(M) is a formal difference E − F
with E and F (isomorphism classes of) smooth complex vector bundles over M . Choosing
a connection ∇ on E, write R for the curvature of ∇ and consider the even complex-valued
form

Ch(∇) := tr

(
e

1
2πiR

)
=

∞∑
j=0

1

j!

(
1

2πi

)j
tr(R ∧ · · · ∧R︸ ︷︷ ︸

j times

) (3.4.1)

on M . If E has typical fibre Cn, one can check that the degree 2k piece of Ch(∇) is exactly

cwtrk
(A) = trk(F, . . . , F︸ ︷︷ ︸

k times

),

where A is the connection on the frame bundle corresponding to ∇, with curvature form
F = R, and trk is the (normalised) k-th symmetrised trace, i.e. the C-valued invariant
polynomial of degree k on gln(C) given by

trk(ξ1, . . . , ξk) :=
1

(k!)2(2πi)k

∑
σ∈Sk

tr(ξσ(1) · · · ξσ(k)) (3.4.2)

for ξ1, . . . , ξk ∈ gln(C), with Sk the group of permutations on {1, . . . , k}. It follows from
Theorem 1.1.11 that Ch(∇) is closed and the class of Ch(∇) in de Rham cohomology
is independent of ∇. Write Ch(E) ∈ Heven(M ;C) for the image of the de Rham class
[Ch(∇)] under the de Rham isomorphism. It is well-known that

Ch(∇⊕∇′) = Ch(∇) + Ch(∇′) and Ch(∇⊗∇′) = Ch(∇) ∧ Ch(∇′),
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so the even Chern character

ch : K0(M) −→ Heven(M ;C)

given by
ch : E − F 7−→ Ch(E)− Ch(F )

is a ring homomorphism.

In the case of odd K-theory, it is easier to discuss the Chern character using the homotopy-
theoretic model for K−1 from the end of Section 3.4.1, i.e. K−1(M) ∼= [M,GL]. As
mentioned above, the group operation on K−1(M) is given by block sum and [g−1] is the
inverse of [g]. The odd Chern character of [g] ∈ K−1(M) may be computed directly by
taking a smooth representative g ∈ [g] and setting

ch([g]) =
∞∑
j=0

−j!
(2j + 1)!

(
− 1

2πi

)j+1

tr(g−1dg ∧ · · · ∧ g−1dg︸ ︷︷ ︸
2j + 1 times

) mod exact (3.4.3)

(see [17, Proposition 1.2], for example). Since (g⊕ h)−1d(g⊕ h) = (g−1dg)⊕ (h−1dh) and
(g−1)−1dg−1 = −(dg)g−1 one has

ch([g] + [h]) = ch([g ⊕ h]) = ch([g]) + ch([h]) and ch(−[g]) = ch([g−1]) = −ch([g]),

which explicitly demonstrates that the odd Chern character ch : K−1(M) → Hodd(M ;C)
is a group homomorphism.

The present aim is to define the odd Chern character directly on K−1(M) using the total
string forms (Definition 3.4.11) of the underlying Ω vector bundles. Given the Ω vector
bundle E→M equipped with based module connection ∆ and Higgs field φ, write A and
Φ for the corresponding connection and Higgs field on the frame bundle F(E). Recall from
Remark 3.2.14 that if R is the curvature of ∆ and F is the curvature of A then R = F, in
particular R is Ωg-valued. Define the Higgs field covariant derivative as

∆(φ) := ∇Φ = dΦ + [A,Φ]− ∂A,

where the notation is chosen so as to indicate that ∆(φ) depends both on ∆ and on φ.

Definition 3.4.11. The total string form of the object (E,∆, φ) ∈ ΩVectc(M) is

s(∆, φ) :=
∞∑
j=1

1

(j − 1)!

(
1

2πi

)j ∫
S1

tr
(
R ∧ · · · ∧ R︸ ︷︷ ︸
j − 1 times

∧∆(φ)
)
,

which is an odd complex-valued form on M .

Comparing with the string forms on F(E), similarly to Ch(∇) notice that the degree 2k−1
piece of s(∆, φ) is

strk
(A,Φ) = k

∫
S1

trk(∇Φ, F, . . . ,F︸ ︷︷ ︸
k − 1 times

), (3.4.4)

with trk the k-th symmetrised trace. In particular, s(∆, φ) is closed and its cohomology
class, which is independent of ∆ and φ, is a characteristic class for Ω vector bundles.
Similarly to (3.4.1) one also has

s(∆, φ) =
1

2πi

∫
S1

tr

(
e

1
2πiR ∧∆(φ)

)
. (3.4.5)
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The following result demonstrates that the total string forms are additive

Lemma 3.4.12. For any (E,∆, φ), (F,∆′, φ′) ∈ ΩVectc(M)

s(∆⊕∆′, φ⊕ φ′) = s(∆, φ) + s(∆′, φ′).

Proof. The curvature of ∆ ⊕ ∆′ is the block sum R∆ ⊕ R∆′ , with R∆, R∆′ respectively
the curvatures of ∆ and ∆′. Similarly, the Higgs field covariant derivative of φ⊕ φ′ is the
block sum ∆(φ)⊕∆′(φ′). Since trace is additive, for every j > 0

tr
(
(R∆ ⊕ R∆′)

j−1) ∧ (∆(φ)⊕∆′(φ′)
)

= tr
(
Rj−1

∆ ∧∆(φ)
)

+ tr
(
Rj−1

∆′ ∧∆′(φ′)
)

and the result follows.

For any Ω vector bundle E→M write s(E) ∈ Hodd(M ;C) for the image of the cohomology
class [s(∆, φ)] under the de Rham isomorphism, with ∆ and φ any choice of based module
connection and Higgs field on E. By Lemma 3.4.12 the map

E 7−→ s(E) (3.4.6)

is a semi-group homomorphism π0ΩVect(M) → Hodd(M ;C), which extends to a group
homomorphism

s : K−1(M) −→ Hodd(M ;C).

Explicitly, the action of s on E− F ∈ K−1(M) is

s : E− F 7−→ s(E)− s(F).

One now shows that s is indeed the odd Chern character on K−1(M), realised in terms of
Ω vector bundles.

Theorem 3.4.13. The diagram of group homomorphisms

K−1(M) K−1(M)

Hodd(M ;C)

R //

ch

��

s

��

commutes, with R the map isomorphism of Theorem 3.4.8. In particular,

s : K−1(M) −→ Hodd(M ;C)

is the odd Chern character.

Proof. In the homotopy-theoretic model for K−1, the isomorphism R is given by

E− F 7−→ [g]⊕ [h]−1 = [g ⊕ h−1]

where g, h : M → GLn(C) are smooth classifying maps for E and F respectively for some
sufficiently large n (see Remark 3.4.9).
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Choose based module connections ∆, ∆′ and Higgs fields φ, φ′ on E and F respectively.
By Lemma 3.2.6 one may take g = holφ and h = holφ′ , in which case by Lemma 1.2.8 and
Theorem 1.2.11 one has, for example,

s(∆, φ) =

∞∑
j=1

g∗τ
(
trj
)

=

∞∑
j=1

(
−1

2

)j−1 j!(j − 1)!

(2j − 1)!
g∗ trj

(
Θ, [Θ,Θ]j−1

)
+ exact,

with Θ the Maurer-Cartan form on GLn(C). Now,

trj
(
Θ, [Θ,Θ]j−1

)
=

2j−1

j!(2πi)j
tr(Θ2j−1),

and g∗Θ = g−1dg, so that

s(∆, φ) =
∞∑
j=1

−(j − 1)!

(2j − 1)!

(
− 1

2πi

)j
tr
(
(g−1dg)2j−1

)
+ exact.

Shifting the degree of the sum, by the additivity of trace

s(E− F) =
∞∑
j=0

−j!
(2j + 1)!

(
− 1

2πi

)j+1

tr

([(
g ⊕ h−1

)−1
d
(
g ⊕ h−1

)]2j+1
)

+ exact.

Comparing this with the expression (3.4.3) for the odd Chern character gives

s(E− F) = ch([g ⊕ h−1]) = ch(R(E− F))

as required.

If Θ now denotes the Maurer-Cartan form on GL (see Appendix A), set

τGL :=
∞∑
j=0

−j!
(2j + 1)!

(
− 1

2πi

)j+1

tr
(
Θ2j+1

)
(3.4.7)

and define the space of closed odd degree complex-valued forms

∧GL (M) := {g∗τGL | g : M −→ GL is smooth}. (3.4.8)

Under the pointwise block sum and matrix inversion operations on the space of smooth
maps M → GL one has

(g ⊕ h)∗τGL = g∗τGL + h∗τGL and (g−1)∗τGL = −g∗τGL

so that ∧GL(M) is a subgroup of Ωodd(M ;C). The proof of Theorem 3.4.13 gives

Corollary 3.4.14. If s : K−1(M)→ Hodd
deR(M ;C) is the odd Chern character on K−1(M)

valued in complex de Rham cohomology, then im s = ∧GL(M) mod exact and so ∧GL(M)
generates the odd complex de Rham cohomology of M .

In light of Remark 3.4.10, there is also a Hermitian version of the odd Chern character
that maps K−1(M) into real-valued singular cohomology. It is given by sending the vir-
tual Hermitian Ω vector bundle E − F to the cohomology class of the closed real-valued
differential form s(∆, φ) − s(∆′, φ′), where ∆ and ∆′, φ and φ′ are any choice of based
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module connections and Higgs fields on E and F respectively that are compatible with the
Hermitian structure. The reason that s(∆, φ), for example, is a real-valued form is that

s(∆, φ) =

∫̂
S1

Ch(∇)

where ∇ is the caloron-transformed connection: since ∇ is compatible with the caloron-
transformed Hermitian structure, if R denotes its curvature then the form 1

iR takes values
in Hermitian matrices so Ch(∇) is a real-valued form.

One may prove a Hermitian version of Theorem 3.4.13 following the same argument as
above, and setting

τ :=

∞∑
j=0

−j!
(2j + 1)!

(
− 1

2πi

)j+1

tr
(
Θ2j+1

)
(3.4.9)

with Θ the Maurer-Cartan form on U , one defines the space of closed odd degree real-
valued forms

∧U (M) := {g∗τ | g : M −→ U is smooth}. (3.4.10)

Similarly to ∧GL(M), ∧U (M) has an abelian group structure induced by the block sum
operation on smooth maps M → U . One also has

Corollary 3.4.15. If s : K−1(M) → Hodd
deR(M) is the odd Chern character on K−1(M)

valued in de Rham cohomology, then im s = ∧U (M) mod exact and so ∧U (M) generates
the odd de Rham cohomology of M .
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Chapter 4

The Ω model for odd differential
K-theory

In this chapter, the theory of Ω vector bundles developed in Chapter 3 is used to construct
a differential extension of odd topological K-theory—the Ω model—which is shown to be
a model for odd differential K-theory.

A differential extension Ě of the generalised (Eilenberg-Steenrod) cohomology theory E
is a geometric refinement of E that naturally includes additional differential form data.
When the underlying cohomology theory E is multiplicative, the differential extension Ě is
multiplicative if it has a graded ring structure that respects the cohomological and differen-
tial form data. In their seminal paper [26], Hopkins and Singer demonstrated that every
generalised cohomology theory has a differential extension. Following this, Bunke and
Schick [5, 6, 7] provided an axiomatic characterisation of differential extensions together
with a result, under certain mild conditions on the underlying cohomology theory, that
guarantees the uniqueness of multiplicative differential extensions up to unique isomor-
phism (these axioms and uniqueness results are recorded in Appendix C). In point of fact,
this unique isomorphism can be constructed without a multiplciative structure provided
that the differential extension has a special pushforward map called an S1-integration. In
particular, since K-theory satisfies the requisite conditions, any two differential extensions
of K-theory with S1-integration are isomorphic via a unique isomorphism: this is what is
meant by differential K-theory.

Differential K-theory has been studied extensively in recent years. Consequently, there are
a variety of different constructions of differential K-theory; for a detailed survey see [7].
As with ordinary K-theory, the additive structure of differential K-theory splits into even
and odd degree parts resulting in even and odd differential K-theory. The Bunke-Schick
uniqueness results are sufficient to guarantee that any two differential extensions of the
even part of K-theory are uniquely isomorphic, even without a multiplicative structure or
an S1-integration. Consequently, any differential extension of the even part of K-theory
defines even differential K-theory. However, this is not true for odd K-theory and in fact
one can show that there are infinitely many non-isomorphic differential extensions of odd
K-theory [6].

It is particularly important to have accessible geometric models for differential extensions,
not least because this is the most common way that differential extensions appear in
physics. In gauge theory, for example, gauge fields are described by ordinary differential
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cohomology and it is suggested by Freed [13] that differential K-theory (or rather, twisted
differential K-theory) describes Ramond-Ramond fields in type II string theory.

In [38], Simons and Sullivan construct a simple geometric model for the even degree part
of differential K-theory using vector bundles with connection. The principle behind this
construction is that, insofar as even K-theory is related to stable isomorphism classes
of vector bundles, even differential K-theory is related to stable isomorphism classes of
vector bundles with connection, where the stability condition is extended to connective
data using the Chern-Simons forms. This model of even differential K-theory provides a
straightforward codification of vector bundles with connection.

In this chapter, an analogous geometric model for odd differential K-theory is constructed
by using Ω vector bundles and their associated geometric data in place of vector bundles:
this is the Ω model for odd differential K-theory. Motivated by the results of Section
3.4.2, where it was shown that virtual Ω vector bundles of rank zero give odd K-theory,
one shows that the odd part of differential K-theory may be obtained in a similar fashion
by using Ω vector bundles equipped with based module connections and Higgs fields. The
string potentials of Chapter 2 play a central role in the construction of the Ω model, which
gives a straightforward geometric model for odd differential K-theory complementing the
work of Simons and Sullivan.

To aid the discussion, an explicit isomorphism is constructed between the Ω model and an
elementary differential extension of odd K-theory described recently by Tradler, Wilson
and Zeinalian [40]. This isomorphism provides a homotopy-theoretic interpretation of the
Ω model as well as a proof that the TWZ extension does indeed define odd differential
K-theory, this latter result being speculated but not proved in [40].

Throughout this chapter, unless stated otherwise M shall always be taken to be a compact
finite-dimensional manifold, possibly with corners, and all Ω vector bundles are taken to
be Hermitian.

4.1 Structured vector bundles

The primary ingredient in the construction of the Ω model is the notion of structured Ω
vector bundles. These are Ω vector bundles equipped with a certain equivalence class of
based module connections and Higgs fields.

4.1.1 The Simons-Sullivan model

The construction of the Ω model is motivated by the Simons-Sullivan model1 for even
differential K-theory developed in [38]. Consider a complex, finite-rank Hermitian vector
bundle E →M with compatible connection ∇. Recall that the Chern character of E may
be represented by the real-valued closed form

Ch(∇) =

∞∑
j=0

1

j!

(
1

2πi

)j
tr(R ∧ · · · ∧R︸ ︷︷ ︸

j times

),

1in this thesis, one considers only the Hermitian version of the Simons-Sullivan construction—there is
also a version that does not use Hermitian structures.
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with R the curvature of ∇. If γ : t 7→ ∇t is a smooth path of connections2 on E with Bt
the time derivative of the path γ, the Chern-Simons form of γ is

CS(γ) :=
∞∑
j=1

1

(j − 1)!

(
1

2πi

)j ∫ 1

0
tr(Bt ∧Rt ∧ · · · ∧Rt︸ ︷︷ ︸

j − 1 times

) dt,

with Rt the curvature of ∇t. It is well-known that dCS(γ) = Ch(∇1)− Ch(∇0).

Since spaces of connections are affine, there is always a smooth path between any pair of
connections on E. If there is a path γ from ∇0 to ∇1 such that CS(γ) is exact then it
turns out that CS(ν) is exact for any smooth path ν from ∇0 to ∇1 [38, Proposition 1.1]
and, in particular, Ch(∇0) = Ch(∇1). Setting

CS(∇0;∇1) := CS(γ) mod exact

for any smooth path γ from ∇0 to ∇1, one defines an equivalence relation on the space of
connections on E by setting ∇0 ∼ ∇1 ⇔ CS(∇0;∇1) = 0 mod exact.

Definition 4.1.1 ([38]). A structured vector bundle over M is a pair E = (E, [∇]) with
E →M a Hermitian vector bundle and ∇ an equivalence class of compatible connections
on E.

Example 4.1.2 (The trivial structured bundle of rank n). The trivial structured bundle of
rank n over M is n = (Cn, [d]), with Cn = M × Cn → M the trivial bundle of rank n
(with its canonical Hermitian structure) and d the trivial connection.

The equivalence relation on connections described above behaves well with respect to
pullbacks. In particular, one may pull back structured vector bundles by smooth maps
and there is a natural notion of isomorphism for structured vector bundles. The direct
sum and tensor product operations on vector bundles with connection also give rise to
well-defined operations ⊕ and ⊗ on structured vector bundles; for details the interested
reader is referred to [38].

Definition 4.1.3 ([38]). Define Struct(M) to be the set of all isomorphism classes of
structured vector bundles over M , which is a commutative semi-ring under the operations
⊕ and ⊗. To avoid excessive notation, elements of Struct(M) are denoted E rather than
[E]. The assignment

M 7−→ Struct(M)

determines a contravariant functor

Struct : Man −→ SemiRing

from the category of smooth compact manifolds with corners to the category of semi-rings.

The following special types of structured bundles are important for understanding how
structured vector bundles give rise to even differential K-theory.

Definition 4.1.4 ([38]). A structured vector bundle E = (E, [∇]) is stably trivial if there
is some k such that E⊕ Ck ∼= Cn+k. Write

StructT (M) := {E ∈ Struct(M) | E is stably trivial}
2defined similarly to Definition 2.1.3.
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for the semi-group of those isomorphism classes in Struct(M) containing a stably trivial
structured vector bundle.

A structured vector bundle E is stably flat if E ⊕ k = n + k for some k. Write

StructF (M) := {E ∈ Struct(M) | E is stably flat}

for the semi-group of those isomorphism classes in Struct(M) containing a stably flat
structured vector bundle. Clearly StructF (M) ⊂ StructT (M) and is a sub-semi-group.

The Grothendieck group completion applied to Struct(M) gives the commutative ring

Ǩ0(M) := K
(

Struct(M)
)
, (4.1.1)

where, as usual, elements of Ǩ0(M) are denoted as formal differences E − F . Every
structured bundle E has an inverse, i.e. a structured bundle F such that E ⊕ F ∼= n for
some n, so one may write any element of Ǩ0(M) in the form E − n [38, Theorem 1.8].
One may also show that E − n = 0 ∈ Ǩ0(M) if and only if E is stably flat.

There is a natural transformation of functors

Ch : Struct(M) −→ Ωeven
d=0 (M)

given by Ch : E = (E, [∇]) 7→ Ch(∇). In fact, Ch is a semi-ring homomorphism, that is

Ch(E ⊕ F ) = Ch(E) + Ch(F ) and Ch(E ⊗ F ) = Ch(E) ∧ Ch(F )

[38, (1.11)]. Passing to Ǩ0(M) gives the ring homomorphism

Čh : E − F 7−→ Ch(E)− Ch(F ).

Write δ : Ǩ0(M) → K0(M) for the obvious forgetful map that discards the connective
data, i.e. E − F 7→ E − F . Recalling that K0(M) may be defined entirely in terms of
smooth vector bundles, it follows that δ is surjective. The maps δ and Čh fit into the
commuting diagram of ring homomorphisms

Ǩ0(M) K0(M)

Ωeven
d=0 (M) Hodd(M ;R)

δ //

deR //

Čh

��

ch

��

with deR the natural map given by the de Rham isomorphism and ch the even Chern
character. This gives part of the data required for a differential extension of the even part
of K-theory: Čh is the curvature morphism and δ is the underlying class morphism of
Ǩ0(M).

The final datum that makes Ǩ0(M) a differential extension of K0(M) is the action of
forms morphism a : Ωodd(M)/im d → Ǩ0(M), along with the associated exact sequence.
It is useful for the constructions in the sequel to examine how this map works in some
detail.

Say that a connection ∇ on E is Flat if it has trivial holonomy around every closed curve
[38, Definition 1.7]. This implies that the curvature of ∇ vanishes and (by finding parallel
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sections for ∇) that E is isomorphic to the trivial bundle Cn with the trivial connection.
Recall from (3.4.10) the space of odd forms ∧U (M), then

Lemma 4.1.5 ([38]). For any pair of Flat connections ∇, ∇′ on E that are compatible
with the Hermitian structure

CS(∇;∇′) ∈ ∧U (M) mod exact.

Digressing for the moment, one also has

Lemma 4.1.6. Let d be a Flat connection on the Hermitian vector bundle E → M and
g : M → U(n) a smooth map, with n = rankE. Then there is a Flat connection d̄ on E
and a smooth path γ of connections compatible with the Hermitian structure from d to d̄
such that

CS(γ) = g∗τ,

with τ the form of (3.4.9).

Proof. Compare with the proof of [38, Lemma 2.1]. By taking a global framing of E that
is parallel for d, one may suppose that E = Cn with its standard Hermitian structure and
that d is the trivial product connection. Then, if Θ is the Maurer-Cartan form on U(n)
define the Flat compatible connection d̄ := d+ g∗Θ = d+ g−1dg.

Define a smooth path of connections by γ(t) := ∇t = d+ tg∗Θ noting that the curvature
of ∇t is given by td(g∗Θ) + t2g∗Θ ∧ g∗Θ = (t2 − t)g∗(Θ ∧Θ) since dΘ = −Θ ∧Θ. Then

CS(γ) =

∞∑
j=1

1

(j − 1)!

(
1

2πi

)j ∫ 1

0
(t2 − t)j−1 dt · tr

(
(g∗Θ)2j−1

)
=

∞∑
j=0

−j!
(2j + 1)!

(
− 1

2πi

)j+1

tr
(
(g∗Θ)2j+1

)
= g∗τ,

which is the desired result.

Given any stably trivial E ∈ StructT (M), take trivial Hermitian vector bundles F and H
such that E ⊕ F ∼= H and set

ĈS(E) := CS(∇H ;∇⊕∇F ) mod ∧U (M)

for any choice of Flat connections ∇H on H and ∇F on F compatible with the Hermitian
structure, noting that this is independent of choices by Lemma 4.1.5. This defines a
semi-group homomorphism [38, Proposition 2.3]

ĈS : StructT (M) −→ Ωodd(M)/∧̂U (M),

where ∧̂U (M) := ∧U (M) + dΩeven(M).

Theorem 4.1.7 ([38]). ĈS is surjective with kernel StructF (M). Therefore

ĈS : StructT (M)/ StructF (M) −→ Ωodd(M)/∧̂U (M)

is a semi-group isomorphism, which implies that StructT (M)/ StructF (M) is a group.
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By postcomposing ĈS
−1

with the isomorphism

Γ: StructT (M)/ StructF (M) −→ ker δ (4.1.2)

that sends {E} 7→ E − n, with n = rankE, one obtains the exact sequence

0 −→ Ωodd(M)/∧̂U (M)
ı−−→ Ǩ0(M)

δ−−→ K0(M) −→ 0

where ı = Γ ◦ ĈS
−1

. One defines the action of forms morphism a as the composition

Ωodd(M)/im d −→ Ωodd(M)/ ∧̂U (M)
ı−−→ Ǩ0(M), (4.1.3)

where the first map is the natural projection given by the identification

Ωeven(M)/ ∧̂U (M) =
(
Ωeven(M)/im d

)
/∧U (M).

Corollary 3.4.15 demonstrates that ∧U (M) mod exact is the image of the odd Chern
character, so the sequence

K−1(M)
ch−−−→ Ωodd(M)/im d

a−−→ Ǩ0(M)
δ−−→ K0(M) −→ 0

is exact. One may also show that Čh ◦ a = d [38, Proposition 3.2] so that Ǩ0 is indeed a
differential extension of even K-theory. By the Bunke-Schick uniqueness result (Theorem
C.2.2) it follows that Ǩ0 is naturally isomorphic to the even part of any other differential
extension of K-theory via a unique isomorphism. The Simons-Sullivan model for even
differential K-theory has a definite geometric appeal since it provides a clear codification
of vector bundles with connection. Moreover, the construction of this model involves less
geometric data than other models; compare with the Freed-Lott model [15], which requires
an additional differential form.

Remark 4.1.8. As a concluding remark to round off this section, one makes an observation
that is required in the sequel. Given any ω ∈ Ωodd(M), by definition a({ω}) := E − n
where E = (E, [∇]) ∈ Struct(M) is such that

• rankE = n and E is trivial; and

• for any chosen representative ∇ ∈ [∇] there is a smooth path γ′ of connections from
some Flat connection d̄ to ∇ such that the Chern-Simons form

CS(γ′) = ω mod ∧̂U (M),

i.e. CS(γ′) = ω+g∗τ +dχ for some smooth g : M → U . Invoking Lemma 4.1.6, after
possibly stabilising by a trivial bundle with its trivial connection, this implies that
there is a path of connections γ from some Flat connection d to ∇ such that

CS(γ) = ω mod exact.

4.1.2 Structured Ω vector bundles

The construction of the Ω model proceeds by analogy with the Simons-Sullivan model;
accordingly the first notion required is that of structured Ω vector bundles.

92



Take the Hermitian Ω vector bundle (E, h) over M (of rank n, say) equipped with based
module connection ∆ and Higgs field φ that are compatible with h. From this point
onward, it shall be standard to omit explicit reference to the Hermitian structure h and
refer to E simply as a Hermitian vector bundle, with a choice of h assumed. Write R for
the curvature of ∆ and ∆(φ) for the Higgs field covariant derivative of φ, recalling the
total string form

s(∆, φ) =

∞∑
j=1

1

(j − 1)!

(
1

2πi

)j ∫
S1

tr(R ∧ · · · ∧ R︸ ︷︷ ︸
j − 1 times

∧∆(φ)),

which is the odd Chern character on K−1. Just as the string forms play the role of the
Chern character on K−1, the relative string potentials play the part of relative Chern-
Simons forms in the Ω model.

To see how this works, as in Section 2.1 define a smooth n-cube of based module connections
on E as a based module connection ∆̂ on the Ω vector bundle E × [0, 1]n → M × [0, 1]n

such that ∆̂Xs = 0 for any vector field X on M × [0, 1]n that is vertical for the projection
M × [0, 1]n → M and section s pulled back to M × [0, 1]n from M . A smooth n-cube of
Higgs fields on E is a Higgs field φ̂ on E× [0, 1]n and since E is Hermitian, smooth n-cubes
of connections and Higgs fields are required to be compatible with the Hermitian structure
induced on E× [0, 1]n.

Recalling the notation of Definitions 3.2.1 and 3.2.16, let HE and ME respectively be the
spaces of Higgs fields and based module connections on E that are compatible with the
Hermitian structure. A smooth map

γ : [0, 1]n −→ME ×HE

is an assignment

γ : (t1, . . . , tn) 7−→
(
∆(t1,...,tn), φ(t1,...,tn)

)
with

∆(t1,...,tn) = ς∗(t1,...,tn)∆
γ and φ(t1,...,tn) = ς∗(t1,...,tn)φ

γ

for some smooth n-cubes of based module connections ∆γ and Higgs fields φγ on E. As
in the principal bundle case, specifying such a smooth map γ is equivalent to specifying
smooth n-cubes ∆γ and φγ . A straightforward argument using the proofs of Lemmas 3.2.5
and 3.2.13 demonstrates that smooth maps

[0, 1]n −→ME ×HE and [0, 1]n −→ AF(E) ×HF(E)

are in bijective correspondence, with F(E) the unitary frame bundle of E determined by
the Hermitian structure.

Take a smooth path γ : [0, 1]→ME×HE, writing Fγ for the corresponding smooth path
[0, 1]→ AF(E) ×HF(E).

Definition 4.1.9. For j > 0, the j-th string potential of the path γ is the (2j − 2)-form

Sj(γ) := j

∫ 1

0

∫
S1

(
(j − 1)trj

(
Bt,Rt, . . . ,Rt︸ ︷︷ ︸

j−2 times

,∆t(φ)
)

+ trj
(
Rt, . . . ,Rt︸ ︷︷ ︸
j−1 times

, ϕt
))
dt
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where Rt is the curvature of ∆t, ∆t(φ) is the Higgs field covariant derivative of φt (with
respect to ∆t) and

Bt := ς∗t (L∂t∆γ) and ϕt := ς∗t (L∂tφγ)

are the time derivatives of ∆t and φt along the path, which are both Ωu(n)-valued forms.
The invariant polynomials trk on u(n) are the symmetrised traces of (3.4.2).

The total string potential of γ is the form

S(γ) =
∞∑
j=1

Sj(γ),

whose degree 2k − 2 piece is the k-th string potential. The forms Sj(γ) and S(γ) appear
to live on the total space E but are in fact basic by Theorem 4.1.10 below.

If Fγ(t) := (At,Φt) is the smooth path of connections and Higgs fields on the frame bundle
F(E) corresponding to γ then Rt = Ft and ∆t(φ) = ∇Φt, where Ft is the curvature of the
connection At. The arguments of Lemmas 3.2.5 and 3.2.13 also show that

ς∗t

(
L∂tAF(γ)

)
= ς∗t (L∂t∆γ) and ς∗t

(
L∂tΦF(γ)

)
= ς∗t (L∂tΦγ)

and hence the j-th string potential satisfies

Sj(γ) = Strj
(F(γ)), (4.1.4)

where the right hand side is a relative string potential form as in Chapter 2.

Theorem 4.1.10. For any smooth path γ : [0, 1] → ME × HE, the j-th and total string
potentials descend to M and the total string potential satisfies

dS(γ) = s(∆1, φ1)− s(∆0, φ0).

Proof. Applying Theorem 2.1.8 to the j-th string potential shows that Sj(γ) is basic and

dSj(γ) = dStrj
(F(γ)) = strj

(A1,Φ1)− strj
(A0,Φ0),

which is precisely the degree 2j − 1 piece of s(∆1, φ1)− s(∆0, φ0).

Similarly to the expression (2.1.4) relating the (principal bundle) string potentials and
string forms, by (3.4.4) and (4.1.4) one has

S(γ) =

∫ 1

0
ς∗t ı∂ts(∆

γ , φγ) dt. (4.1.5)

Another result that transfers over readily from the principal bundle case is

Proposition 4.1.11. If γ0, γ1 : [0, 1]→ME×HE are smooth paths with the same endpoints
then S(γ1)− S(γ0) is exact.

Due to this last result, one may use the string potentials to define an equivalence relation
that is analogous to Chern-Simons exactness. For any two pairs (∆0, φ0) and (∆1, φ1)
of based module connections and Higgs fields on E compatible with the given Hermitian
structure, there is a smooth path γ from (∆0, φ0) to (∆1, φ1). Set

S(∆0, φ0; ∆1, φ1) := S(γ) mod exact (4.1.6)
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for any such path, which is well-defined by Proposition 4.1.11. Moreover,

S(∆0, φ0; ∆2, φ2) = S(∆0, φ0; ∆1, φ1) + S(∆1, φ1; ∆2, φ2)

and since S(γ) = 0 for a constant path one has S(∆0, φ0; ∆1, φ1) = −S(∆1, φ1; ∆0, φ0).

Define pairs (∆0, φ0) and (∆1, φ1) as above to be equivalent, denoted (∆0, φ0) ∼ (∆1, φ1)
if and only if

S(∆0, φ0; ∆1, φ1) = 0 mod exact.

This is an equivalence relation and an equivalence class [∆, φ] is a string datum on E. By
direct analogy with structured vector bundles

Definition 4.1.12. A structured Ω vector bundle over M is a pair E = (E, [∆, φ]), with
E → M a Hermitian Ω vector bundle and [∆, φ] a string datum on E. The rank of the
structured Ω vector bundle E is rankE := rankE.

Example 4.1.13. The trivial structured Ω vector bundle over M of rank k is

LCk =
(
LCk, [δ, ∂]

)
where δ is the trivial module connection and ∂ is the trivial Higgs field on the trivial Ω
vector bundle LCk over M equipped with its canonical Hermitian structure.

An important type of structured Ω vector bundle is

Example 4.1.14. The canonical structured Ω vector bundle of rank n is

E(n) :=
(
E(n), [∆(n), φ(n)]

)
,

where E(n)→ U(n) is the canonical Hermitian Ω vector bundle of rank n with its standard
geometric data ∆(n), φ(n)—see Example 3.3.16.

Given a structured Ω vector bundle E = (E, [∆, φ]) over M and a smooth map f : N →M ,
one may define the pullback f∗E as (f∗E, [f∗∆, f∗φ]). This is well-defined since the string
forms and string potentials are natural so that

f∗S(∆0, φ0; ∆1, φ1) = S(f∗∆0, f
∗φ0; f∗∆1, f

∗φ1).

Structured Ω vector bundles E = (E, [∆, φ]) and F = (F, [∆′, φ′]) are isomorphic if there is
an isomorphism f : F→ E of Ω vector bundles such that [∆′, φ′] = f∗[∆, φ] := [f∗∆, f∗φ].

In this thesis it is important to know how structured Ω vector bundles behave under
smooth homotopy. Suppose that ft : N → M is a family of smooth maps depending
smoothly on the parameter t ∈ [0, 1], equivalently a smooth map F : N× [0, 1]→M where
F (·, t) = ft. Take a Hermitian Ω vector bundle E → M with compatible based module
connection ∆ and Higgs field φ and for t ∈ [0, 1] consider the pullbacks f∗t (E), which are
Hermitian Ω vector bundles with compatible connections f∗t ∆ and Higgs fields f∗t φ.

Let E be the caloron transform of E equipped with the Hermitian caloron-transformed
connection ∇. Define the family of smooth curves ρx : [0, 1] → M by ρx(t) := ft(x) for
x ∈ N . Similarly to [38, p. 584] and Lemma 3.4.5, let %t : (f0 × id)∗E → (ft × id)∗E
be the smooth isomorphisms determined by parallel transport along the family of curves
ρx,θ(t) := (ft(x), θ), observing that the %t cover the identity on N × S1.
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Set F := (f0 × id)∗E and ∇t := %∗t (f0 × id)∗∇, noting that for all t ∈ [0, 1] the connection
∇t is compatible with the induced Hermitian structure on F . Write ρ̇x,θ(t) for the tangent
vector to ρx,θ at t, then

CS(∇0,∇1) =

∫ 1

0
(ft × id)∗ıρ̇x,θ(t)Ch(∇) dt mod exact

(cf. [38, (1.8)]). Recall that

s(∆, φ) =

∫̂
S1

Ch(∇),

then by Lemma B.1.3 and the fact that ρ̇x,θ(t) has no S1-component,∫̂
S1

(ft × id)∗ = f∗t

∫̂
S1

and

∫̂
S1

ıρ̇x,θ(t) = ıρ̇x(t)

∫̂
S1

so after integrating over the fibre one obtains

S(∆0, φ0; ∆1, φ1) =

∫ 1

0
f∗t ıρ̇x(t)s(∆, φ) dt mod exact, (4.1.7)

where ∆t, φt correspond to the connection ∇t. This argument shows that f∗t E
∼= f∗0E for

any t ∈ [0, 1] and also that

S(f∗0 ∆, f∗0φ; f∗1 ∆, f∗1φ) =

∫ 1

0
f∗t ıρ̇x(t)s(∆, φ) dt mod exact, (4.1.8)

abusing notation slightly by omitting the isomorphism f∗1E
∼= f∗0E.

The direct sum operation ⊕ on ΩVect(M) extends to structured Ω vector bundles

Lemma 4.1.15. Let E,F be Ω vector bundles over M and take any pair of smooth paths
γ : [0, 1]→ME ×HE and σ : [0, 1]→MF ×HF. These together determine a smooth path

γ ⊕ σ : [0, 1]→ME⊕F ×HE⊕F

via γ ⊕ σ(t) := (∆γ
t ⊕∆σ

t , φ
γ
t ⊕ φσt ). Then

S(γ ⊕ φ) = S(γ) + S(φ)

and by Theorem 4.1.10

dS(γ ⊕ φ) = s(∆γ
1 ⊕∆σ

1 , φ
γ
1 ⊕ φ

σ
1 )− s(∆γ

0 ⊕∆σ
0 , φ

γ
0 ⊕ φ

σ
0 ).

Moreover, for any choice of pairs (∆, φ), (∆̄, φ̄) on E and (∆′, φ′), (∆̄′, φ̄′) on F

S(∆⊕∆′, φ⊕ φ′; ∆̄⊕ ∆̄′, φ̄⊕ φ̄′) = S(∆, φ; ∆̄, φ̄) + S(∆′, φ′; ∆̄′, φ̄′)

Proof. Compare with [38, Lemma 1.4]. The proof of the first two assertions is essentially
that of Lemma 3.4.12, since the curvatures and time derivatives are block sums.

The last assertion follows from

S(∆⊕∆′, φ⊕ φ′; ∆̄⊕ ∆̄′, φ̄⊕ φ̄′) = S(∆⊕∆′, φ⊕ φ′; ∆⊕ ∆̄′, φ⊕ φ̄′)
+ S(∆⊕ ∆̄′, φ⊕ φ̄′; ∆̄⊕ ∆̄′, φ̄⊕ φ̄′)

and by using the first assertion, i.e.

S(∆⊕∆′, φ⊕ φ′; ∆⊕ ∆̄′, φ⊕ φ̄′) = S(∆′, φ′; ∆̄′, φ̄′)

and similarly for the second term.
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It follows immediately that the direct sum operation is well-defined on string data, so if
E = (E, [∆, φ]) and F = (F, [∆′, φ′]) are structured Ω bundles over M then their direct sum

E⊕ F :=
(
E⊕ F,

[
∆⊕∆′, φ⊕ φ′

])
is a structured Ω bundle over M . Note there is an obvious isomorphism E⊕ F ∼= F⊕ E.

In order to define the Ω model, it is necessary to consider a special class of structured
Hermitian Ω vector bundles, namely those structured Ω vector bundles that are pullbacks
of E(n) for some n (Example 4.1.14). Observe that if g : M → U(n) and h : M → U(m)
are smooth maps then the block sum

g ⊕ h : x 7−→
(
g(x) 0

0 h(x)

)
is a smooth map g ⊕ h : M → U(n + m) and there is an isomorphism of structured Ω
vector bundles

g∗E(n)⊕ h∗E(m)
∼−−→ (g ⊕ h)∗E(n+m).

The trivial structured Ω vector bundle LCn coincides with the pullback of E(n) by a
constant map M → U(n).

Definition 4.1.16. Define StructΩ(M) to be the set of isomorphism classes of structured
Ω vector bundles

StructΩ(M) := {[g∗E(n)] | g is a smooth map M → U(n) for some n}.

Since h∗E(m) ⊕ g∗E(n) ∼= g∗E(n) ⊕ h∗E(m) ∼= (g ⊕ h)∗E(n + m) for any smooth maps
g : M → U(n), h : M → U(m), StructΩ(M) is an abelian semi-group under the direct
sum operation on structured Ω vector bundles. A smooth map f : N → M induces the
pullback map f∗ : StructΩ(M)→ StructΩ(N) respecting the semi-group structure, so that
the assignment

M 7−→ StructΩ(M)

determines a contravariant functor from the category of smooth compact manifolds with
corners to the category of abelian semi-groups.

Remark 4.1.17. StructΩ(M) is a special set of isomorphism classes of structured Ω vector
bundles. The primary reason for making this restriction is Theorem 4.1.18 below, which
guarantees that every element E of StructΩ(M) has an ‘inverse’, i.e. that there is some
F ∈ StructΩ(M) such that E ⊕ F is trivial. One expects that any arbitrary structured Ω
vector bundle E over M (not necessarily isomorphic to a pullback of some E(n)) should
have an inverse, however a proof of this fact has not yet been found.

From Theorem 4.1.10 and the definition of string data the map

s : StructΩ(M) −→ Ωodd
d=0(M) (4.1.9)

given by
(E, [∆, φ]) 7−→ s(∆, φ)

is a well-defined semi-group homomorphism. It is shown below in Section 4.2 that after
passing to the group completion, this is the curvature morphism of the Ω model.

The following theorem is crucial to the construction of the Ω model and the proof is based
on related work appearing in [38, 40].
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Theorem 4.1.18. Let g : M → U(n) be any smooth map. Then there is an isomorphism
of structured Ω vector bundles

g∗E(n)⊕ (g−1)∗E(n) ∼= LC2n.

Proof. As remarked above, the structured Ω vector g∗E(n) ⊕ (g−1)∗E(n) coincides with
the pullback of E(2n) by the block sum map

g ⊕ g−1 : x 7−→
(
g(x) 0

0 g(x)−1

)
∈ U(2n)

and the structured Ω vector bundle LC2n is the pullback of E(2n) by the constant map
at the identity. The method of this proof is to construct a certain smooth homotopy from
g ⊕ g−1 to id and then use (4.1.8).

Similarly to [40, Lemma 3.6], define the smooth map R : [0, π2 ]→ U(2n) by setting

R(t) :=

(
cos t − sin t
sin t cos t

)
which is a block matrix consisting of n× n blocks. Writing

A =

(
g 0
0 1

)
and B =

(
1 0
0 g−1

)
,

for t ∈ [0, π2 ] consider the map Xt : M → U(2n) given by

Xt := AR(t)BR(t)−1.

The assignment M × [0, π2 ] → U(2n) sending (x, t) 7→ Xt(x) is a smooth homotopy from
g ⊕ g−1 to the identity and by direct calculation

X−1
t ∂tXt = R(t)B−1JBR(t)−1 − J

where

J =

(
0 −1
1 0

)
.

Applying the exterior derivative to Xt (considered as a U(2n)-valued function on M) gives

dXt = (dA)R(t)BR(t)−1 +AR(t)(dB)R(t)−1

=

(
dg 0
0 0

)
R(t)BR(t)−1 +AR(t)

(
0 0
0 −g−1(dg)g−1

)
R(t)−1

since d(gg−1) = (dg)g−1 + gdg−1 = 0. Consequently, for any j ≥ 0(
X−1
t dXt

)2j
= R(t)B−1

[
R(t)−1A−1(dA)R(t) + (dB)B−1

]2j
BR(t)−1.

Another direct calculation gives

R(t)−1A−1(dA)R(t) + (dB)B−1 =

(
cos2 t − cos t sin t

− cos t sin t − cos2 t

)
g−1dg
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and so [
R(t)−1A−1(dA)R(t) + (dB)B−1

]2j
=

(
cos2j t 0

0 cos2j t

)(
g−1dg

)2j
.

By the cyclic property of tr and using R−1(t)JR(t) = J ,

tr
(
X−1
t ∂tXt ·

(
X−1
t dXt

)2j)
= tr

(
J

(
cos2j t 0

0 cos2j t

)(
g−1dg

)2j)
− tr

(
BJB−1

(
cos2j t 0

0 cos2j t

)(
g−1dg

)2j)
= tr

((
0 − cos2j t

cos2j t 0

)(
g−1dg

)2j)
− tr

((
0 −g cos2j t

g−1 cos2j t 0

)(
g−1dg

)2j)
= 0.

Changing track for the moment observe that (4.1.8) and Lemma 1.2.8 give

S
(
g∗∆(n)⊕ (g−1)∗∆(n), g∗φ(n)⊕ (g−1)∗φ(n); δ, ∂

)
=

∫ π
2

0
X∗t ıρ̇x(t)

( ∞∑
j=0

−j!
(2j + 1)!

(
− 1

2πi

)j+1

tr
(
Θ2j+1

))
dt mod exact

where ρ̇x(t) = ∂tXt(x) is tangent to the curve t 7→ Xt(x). But by the above

X∗t ıρ̇x(t) tr
(
Θ2j+1

)
= (2j + 1)X∗t tr

(
ıρ̇x(t)Θ ·Θ2j

)
= (2j + 1) tr

(
X−1
t ∂tXt · (X−1

t dXt)
2j
)

= 0

since X∗t ıρ̇x(t)Θ = X−1
t ∂tXt and X∗t Θ = X−1

t dXt.

This shows that the pairs (g∗∆(n)⊕(g−1)∗∆(n), g∗φ(n)⊕(g−1)∗φ(n)) and (δ, ∂) determine
the same string datum and, hence, that g∗E(n)⊕ (g−1)∗E(n) ∼= LC2n.

4.2 The Ω model

Having gathered most of the required results, one is at last in a position to define the Ω
model. Define Ǩ−1(M) to be the rank zero subgroup of K(StructΩ(M)), that is

Ǩ−1(M) :=
{
E− F ∈ K (StructΩ(M))

∣∣ rank(E− F) = rankE− rankF = 0
}
. (4.2.1)

Remark 4.2.1. Note that Ǩ−1(M) is defined by directly enforcing the zero rank condition,
in contrast to the definition of K−1(M) in Section 3.4.2, which used a restriction-to-
basepoint map (though of course, one could have required rank zero from the beginning).
This is because a point has non-trivial odd differential K-theory even though the odd
K-theory of a point is trivial—see Example 4.2.10.

One declares structured Ω vector bundles E and F over M to be stably isomorphic if there
is some n such that E⊕LCn ∼= F⊕LCn. By Theorem 4.1.18 and the definition:
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• E − F = E′ − F′ in Ǩ−1(M) if and only if there is some G ∈ StructΩ(M) such that
E ⊕ F′ ⊕ G ∼= E′ ⊕ F ⊕ G. By Theorem 4.1.18 there is some H ∈ StructΩ(M) such
that G⊕H = LCk for some k, which implies E−F = E′−F′ in Ǩ−1(M) if and only
if E⊕ F′ and E′ ⊕ F are stably isomorphic.

• Taking any E−F ∈ Ǩ−1(M), there is some G ∈ StructΩ(M) such that F⊕G = LCk
for some k and so

E− F = E + G− F− G = E⊕ G−LCk.

Thus any element of Ǩ−1(M) may be written in the form E−LCn where n = rankE.

• Combining the previous two observations, E − LCn = 0 in Ǩ−1(M) if and only if
there is some k such that E⊕LCk ∼= LCn+k.

As mentioned above, the string form map (4.1.9) extends to a group homomorphism

š : Ǩ−1(M) −→ Ωodd
d=0(M) (4.2.2)

given explicitly by sending

š : E− F 7−→ s(∆, φ)− s(∆′, φ′)

where E = (E, [∆, φ]) and F = (F, [∆, φ′]). There is also a surjective map

δ : Ǩ−1(M) −→ K−1(M)

that discards the connective data, namely

δ : E− F 7−→ E− F.

In fact, the maps š and δ are natural transformations of functors and, recalling the odd
Chern character map s of (3.4.6), one has the commuting diagram of homomorphisms

Ǩ−1(M) K−1(M)

Ωodd
d=0(M) Hodd(M ;R)

δ //

deR //

š

��

s

��

with deR the natural map given by the de Rham isomorphism. These data form the
beginnings of the sought-after differential extension of K−1(M): δ is the underlying class
and š is the curvature.

In order to easily obtain the remaining data required of a differential extension—namely,
the action of forms together with its associated exact sequence—one relates Ǩ−1 to a
construction due to Tradler, Wilson and Zeinalian [40].

4.2.1 The TWZ extension and the action of forms on Ǩ−1

In a recent paper [40] the authors construct a differential extension of odd K-theory,
referred to in this thesis as the TWZ extension and denoted Ľ−1. The TWZ extension
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refines the homotopy-theoretic model of odd topological K-theory (K−1(M) ∼= [M,U ])
by using an equivalence relation on the space Map(M,U) of smooth maps M → U that
is finer than smooth homotopy. It is not shown in [40] that Ľ−1 defines the odd part of
differential K-theory.

In this section, one briefly reviews the TWZ extension before constructing an explicit
natural isomorphism Ǩ−1 → Ľ−1 that is used to easily define the action of forms on Ǩ−1.
Results relating to the TWZ extension are stated without proof: the interested reader is
referred to [40].

Definition 4.2.2 ([40]). Two smooth maps g0, g1 ∈ Map(M,U) are CS-equivalent, written
g0 ∼CS g1, if there exists a smooth homotopy G : M × [0, 1]→ U from g0 to g1 such that

∞∑
j=0

−j!
(2j)!

(
− 1

2πi

)j+1 ∫ 1

0
tr
(
g−1
t ∂tgt · (g−1

t dgt)
2j
)
dt = 0 mod exact, (4.2.3)

where gt := G(·, t) : M → U . The set of equivalence classes

Ľ−1(M) := Map(M,U)/∼CS

inherits an abelian group structure from the block sum operation on Map(M,U) and the
assignment M 7→ Ľ−1(M) defines a contravariant functor on the category of compact
manifolds with corners to the category of abelian groups that acts on morphisms by
pullback.

Remark 4.2.3. The condition (4.2.3) is realised below as the homotopy-theoretic analogue
of the total string potential condition that defines string data in the Ω model.

As Ľ−1 is a differential extension of K−1, it comes with curvature, underlying class and
action of forms maps. However, it turns out to be more convenient to work with a different
model for Ľ−1 described in [40, Appendix A], which is defined on a larger generating set.

Definition 4.2.4 ([40]). Define

S(M) := {(g, χ) ∈ Map(M,U)× Ωeven(M)},

which is a monoid under the operation (g1, χ1)+(g2, χ2) := (g1⊕g2, χ1 +χ2) with identity
(id, 0), where id : M → U is the constant map sending M to the identity in U . Pairs
(g0, χ0), (g1, χ1) ∈ S(M) are CS-equivalent, denoted (g0, χ0) ∼CS (g1, χ1), if there exists a
smooth homotopy G : M × [0, 1]→ U from g0 to g1 such that3

∞∑
j=0

−j!
(2j)!

(
− 1

2πi

)j+1 ∫ 1

0
tr
(
g−1
t ∂tgt · (g−1

t dgt)
2j
)
dt = χ0 − χ1 mod exact, (4.2.4)

with gt := G(·, t) : M → U as above. The set of equivalence classes

Ľ′−1(M) := S(M)/∼CS

forms an abelian group under the + operation on S(M), where the inverse of [g, χ] is
[g−1,−χ] and the identity is [id, 0]. The assignment M 7→ Ľ′−1(M) defines a contravariant
functor on the category of compact manifolds with corners to the category of abelian groups
that acts on morphisms by pullback.

3the right hand side of (4.2.4) differs from the expression appearing in [40, p. 27] by a factor of −1, as
the original expression fails to preserve the curvature map described below.
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Proposition 4.2.5 ([40]). The natural map Ľ−1 → Ľ′−1 given by

[g] 7−→ [g, 0]

is an isomorphism respecting the differential extension data so that, in particular, it is an
isomorphism of differential extensions.

This survey of the TWZ extension is concluded by writing down the extension data of
Ľ′−1:

Curvature. The curvature map F : Ľ′−1(M)→ Ωodd
d=0(M) is given by

F : [g, χ] 7−→
∞∑
j=0

−j!
(2j + 1)!

(
− 1

2πi

)j+1

tr
(
(g−1dg)2j+1

)
+ dχ.

Notice that if gt : M × [0, 1] → U is a smooth homotopy from g to h then (using the
expression appearing in [40, p. 8])

d

( ∞∑
j=0

−j!
(2j)!

(
− 1

2πi

)j+1 ∫ 1

0
tr
(
g−1
t ∂tgt · (g−1

t dgt)
2j
)
dt

)

=

∞∑
j=0

−j!
(2j + 1)!

(
− 1

2πi

)j+1

tr
(
(h−1dh)2j+1

)
−
∞∑
j=0

−j!
(2j + 1)!

(
− 1

2πi

)j+1

tr
(
(g−1dg)2j+1

)
,

so applying d to (4.2.4) shows that F is well-defined on Ľ′−1.

Underlying class. The underlying class map c : Ľ′−1(M)→ K−1(M) sends

c : [g, χ] 7−→ [g],

where on the left hand side the equivalence class is modulo CS-equivalence and on the
right hand side the equivalence class is modulo smooth homotopy.

Action of forms. The action of forms map b : Ωeven(M)/im d→ Ľ′−1(M) is given simply
by

b : {χ} 7−→ [id, χ]

with id: M → U the constant map to the identity.

One constructs a natural isomorphism Ǩ−1 → Ľ′−1 by first associating to each E in
StructΩ(M) an element of Ľ′−1(M) and then passing to the group completion. Take
some E = (E, [∆, φ]) ∈ StructΩ(M) and fix a representative (∆, φ) ∈ [∆, φ]. Recall from
Proposition 1.2.14 and Lemma 3.2.6 that holφ is a smooth classifying map for E and that

s(∆, φ) = hol∗φ τ + dχ∆,φ

for some even form χ∆,φ determined entirely by ∆ and φ.

Proposition 4.2.6. The map η : StructΩ(M)→ Ľ′−1(M) that acts by

η : E 7−→ [holφ, χ∆,φ].

η is a well-defined semi-group homomorphism, viewing holφ as a map M → U in the
obvious way.
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Proof. Fix a Hermitian Ω vector bundle E → M . Suppose that the pairs (∆, φ) and
(∆′, φ′) on E are both compatible with the Hermitian structure and define the same string
datum, i.e. for any smooth path γ(t) = (∆γ

t , φ
γ
t ) of based module connections and Higgs

fields compatible with the Hermitian structure that joins (∆, φ) to (∆′, φ′) the total string
potential S(γ) is exact.

Invoking Proposition 1.2.14, on M × [0, 1] one has s(∆γ , φγ) = hol∗φγ τ +dχ∆γ ,φγ where by
Corollary 1.2.15 the even-degree form χ∆γ ,φγ pulls back to χ0 := χ∆,φ and χ1 := χ∆′,φ′

on M × {0} and M × {1} respectively. By (4.1.5)

S(γ) =

∫ 1

0
ς∗t ı∂ts(∆

γ , φγ) dt =

∫ 1

0
ς∗t ı∂t

(
hol∗φγ τ + dχ∆γ ,φγ

)
dt.

Writing gt = holφγ (·, t), similarly to the proof of Theorem 4.1.18 one has∫ 1

0
ς∗t ı∂t(hol∗φγ τ) dt =

∞∑
j=0

−j!
(2j)!

(
− 1

2πi

)j+1 ∫ 1

0
tr
(
g−1
t ∂tgt · (g−1

t dgt)
2j
)
dt.

Moreover, using Cartan’s Magic Formula and Stokes’ Theorem,∫ 1

0
ς∗t ı∂tdχ∆γ ,φγ dt =

∫ 1

0
ς∗t

(
d

dt
χ∆γ ,φγ − d(ı∗∂tχ∆γ ,φγ )

)
dt = χ1 − χ0 + exact.

S(γ) is exact since (∆, φ) and (∆′, φ′) belong to the same string datum and so

∞∑
j=0

−j!
(2j)!

(
− 1

2πi

)j+1 ∫ 1

0
tr
(
g−1
t ∂tgt · (g−1

t dgt)
2j
)
dt = χ0 − χ1 + exact.

Therefore [holφ, χ∆,φ] = [holφ′ , χ∆′,φ′ ] so that η is well-defined.

Note that holφ⊕φ′ = holφ⊕holφ′ and, by comparing the proofs of Lemma 3.4.12 and
Proposition 1.2.14, one may show that χ∆⊕∆′,φ⊕φ′ = χ∆,φ + χ∆′,φ′ so it follows that η is
a semi-group homomorphism.

Passing to the group completion and taking the rank zero subgroup

Theorem 4.2.7. The semi-group homomorphism η induces a group isomorphism

η̌ : Ǩ−1(M) −→ Ľ′−1(M)

given explicitly by

E− F 7−→ [holφ, χ∆,φ]− [holφ′ , χ∆′,φ′ ] =
[

holφ⊕hol−1
φ′ , χ∆,φ − χ∆′,φ′

]
,

where E = (E, [∆, φ]) and F = (F, [∆′, φ′]).

Proof. It suffices to show that η̌ is a bijection since Proposition 4.2.6 above guarantees
that η̌ is a homomorphism.

To see that η̌ is injective suppose that η̌(E−LCn) = [id, 0], where E = g∗E(n), say. Since
η(LCn) = [id, 0] and η(E) = [g, 0], this implies that (g, 0) ∼CS (id, 0). Consequently there
is a smooth homotopy G : M × [0, 1]→ U from id to g such that

∞∑
j=0

−j!
(2j)!

(
− 1

2πi

)j+1 ∫ 1

0
tr
(
g−1
t ∂tgt · (g−1

t dgt)
2j
)
dt =

∫ 1

0
ς∗t ı∂tG

∗τ dt = 0 mod exact,
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with gt := G(·, t) as usual. Since M × [0, 1] is compact the image of G is contained in
U(n+ k) for some k (Proposition A.4.4) and so G may be viewed as a smooth homotopy
from g⊕ id : M → U(n+k) to id : M → U(n+k). By (4.1.8), following a similar argument
to the proof of Theorem 4.1.18, one has

S
(
g∗∆(n)⊕ δ, g∗φ(n)⊕ ∂; δ, ∂

)
=
∞∑
j=0

−j!
(2j)!

(
− 1

2πi

)j+1 ∫ 1

0
tr
(
g−1
t ∂tgt · (g−1

t dgt)
2j
)
dt mod exact

=

∫ 1

0
ς∗t ı∂tG

∗τ dt = 0 mod exact.

This gives that g∗E(n)⊕LCk ∼= (g⊕ id)∗E(n+k) ∼= LCn+k as structured Ω vector bundles
and hence E−LCn = 0 in Ǩ−1(M), completing the proof of injectivity.

Proposition 4.2.5 implies that every (g, χ) ∈ S(M) is CS-equivalent to (h, 0) for some
smooth h : M → U(n). But then η̌(h∗E(n)−LCn) = [h, 0] = [g, χ], giving surjectivity.

Notice that by virtue of its construction the isomorphism η̌ : Ǩ−1 → Ľ′−1 is a natural
transformation of functors and also that η̌ respects the curvature and underlying class
morphisms:

Curvature. Take E− F ∈ Ǩ−1(M) as above and observe that

F ◦ η̌ (E− F) = hol∗φ τ + dχ∆,φ − hol∗φ′ τ − dχ∆′,φ′ .

But s(∆, φ) = hol∗φ τ + dχ∆,φ and similarly for s(∆′, φ′) so that F ◦ η̌ = š.

Underlying class. For E − F ∈ Ǩ−1(M) the composition c ◦ η̌ (E− F) = [holφ⊕hol−1
φ′ ]

is precisely the underlying class map of Ǩ−1(M) mapping into the homotopy-theoretic
model K−1(M) = [M,U ] so that c ◦ η̌ = δ (cf. Remark 3.4.10).

As mentioned above, one of the reasons for relating the Ω model to the TWZ extension is
to easily obtain an action of forms map for Ǩ−1, which one now defines as the map

a : Ωeven(M)/im d −→ Ǩ−1(M)

given by a({ω}) := η̌−1([id, ω]) = η̌−1 ◦ b({ω}), with b the action of forms map for Ľ′−1.
Using the properties of b, it follows that the sequence

K0(M)
ch−−−→ Ωeven(M)/im d

a−−→ Ǩ−1(M)
δ−−→ K−1(M) −→ 0 (4.2.5)

is exact. Since η̌ respects the curvature maps it also follows that š ◦ a = F ◦ b = d and so

Theorem 4.2.8. The functor M 7→ Ǩ−1(M) together with the maps š, δ and a define a
differential extension of odd K-theory.

Proposition 4.2.9. The natural map η̌ : Ǩ−1 → Ľ′−1 is an isomorphism of differential
extensions of odd K-theory.

Example 4.2.10 (Ǩ−1 on a point). It is clear that Ωeven(∗) = Map(∗,R) = R and also that
ch(K0(∗)) = Z. Since K−1(∗) = 0, the exact sequence (4.2.5) implies that Ǩ−1(∗) ∼= R/Z.
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This section is concluded by a useful interpretation of the action of forms map on Ǩ−1

that is required in the next section.

Remark 4.2.11. For any {ω} ∈ Ωeven(M)/im d, observe that by Proposition 4.2.5 one has
b({ω}) = [id, ω] = [g, 0] for some smooth g : M → U . Thus there is a smooth homotopy
G : M × [0, 1]→ U from g to id such that

∫ 1

0
ς∗t ı∂tG

∗τ dt =
∞∑
j=0

−j!
(2j)!

(
− 1

2πi

)j+1 ∫ 1

0
tr
(
g−1
t ∂tgt · (g−1

t dgt)
2j
)
dt = −ω mod exact,

where gt := G(·, t). By Proposition A.4.4, the image of G is contained inside some U(n)
and so by (4.1.8) one has

S(δ, ∂; g∗∆(n)⊕ δ, g∗φ(n)⊕ ∂) = ω mod exact

on (g ⊕ id)∗E(n). Observe that a({ω}) = (g ⊕ id)∗E(n)−LCn since η̌ acting on the right
hand side gives [g, 0] and η̌ is an isomorphism.

Therefore the action of forms map a sends the class {ω} to the virtual structured Ω vector
bundle E−LCn, where E = (E, [∆, φ]) ∈ StructΩ(M) is such that

• rankE = n and E is trivial; and

• for any chosen representative (∆, φ) ∈ [∆, φ] of the string datum there exists a
smooth path γ of connections from the trivial pair (δ, ∂) (in some trivialisation of
E) to (∆, φ) such that the total string potential

S(γ) = ω mod exact.

Compare this to Remark 4.1.8, which gives a similar statement for the action of forms
map in the Simons-Sullivan model.

4.2.2 Odd differential K-theory

It has been shown so far that Ǩ−1 is a differential extension of odd K-theory. However, as
remarked previously one can show that in the absence of a multplicative structure there
is an infinite family of non-isomorphic differential extensions of odd K-theory [6]. In this
section, the caloron transform is adapted to structured vector bundles in order to prove
that Ǩ−1(M) does indeed give odd differential K-theory, that is Ǩ−1(M) is isomorphic to
the odd part of any differential extension of K-theory with S1-integration.

Fix a model Ǩ• of differential K-theory, i.e. a differential extension of K•, with

• curvature morphism čh : Ǩ•(M)→ Ω•d=0(M);

• underlying class morphism δ̌ : Ǩ•(M)→ K•(M);

• action of forms morphism ǎ : Ω•−1(M)/im d→ Ǩ•(M); and

• S1-integration
∫̂
S1 : Ǩ•(M × S1)→ Ǩ•−1(M).
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According to the uniqueness theorem of Bunke and Schick (Theorem C.2.2) there is a
unique natural isomorphism Φ0 : Ǩ0(M)→ Ǩ0(M) that respects all of the structure (ex-
cept, of course, the S1-integration), where Ǩ0 is even differential K-theory à la Simons-
Sullivan.

Using the isomorphism Φ0 together with the caloron correspondence, one now defines an
isomorphism

Φ1 : Ǩ−1(M) −→ Ǩ−1(M).

For any E− F ∈ Ǩ−1(M), where E = (E, [∆, φ]) and F = (F, [∆′, φ′]) say, set

Φ1

(
E− F

)
:=

∫̂
S1

Φ0

(
(E, [∇])− (F, [∇′])

)
. (4.2.6)

In this expression, (E,∇) and (F,∇′) are respectively the caloron transforms of (E,∆, φ)
and (F,∆′, φ′) for some chosen representatives (∆, φ) ∈ [∆, φ] and (∆′, φ′) ∈ [∆′, φ′]. The
definition of Φ1 appears to depend explicitly on these choices and in general there is no
canonical choice. Nevertheless

Proposition 4.2.12. The map

Φ1 : Ǩ−1(M) −→ Ǩ−1(M)

is a well-defined group homomorphism.

Proof. This proof makes use of the homotopy formula (Theorem C.1.6), which describes
how differential extensions behave under smooth homotopies. Let E = (E, [∆, φ]) and
F = (F, [∆′, φ′]) be structured Ω vector bundles as above and take any two choices of pairs
of representatives

(∆0, φ0), (∆1, φ1) ∈ [∆, φ] and (∆′0, φ
′
0), (∆′1, φ

′
1) ∈ [∆′, φ′].

Write ∇0,∇1 and ∇′0,∇′1 for the corresponding connections on the caloron transforms
E = V(E) and F = V(F). Showing Φ1(E− F) is well-defined is thus equivalent to showing∫̂

S1

Φ0

(
(E, [∇0])− (F, [∇′0])

)
=

∫̂
S1

Φ0

(
(E, [∇1])− (F, [∇′1])

)
.

Define smooth paths γ : [0, 1]→ME ×HE and γ′ : [0, 1]→MF ×HF by

γ(t) :=
(
t∆1 + (1− t)∆0, tφ1 + (1− t)φ0

)
with γ′ defined similarly. Then by definition of string data the string potentials S(γ) and
S(γ′) are exact. As in the principal bundle case, the caloron transform gives a smooth
path of (framed) connections Vγ from ∇0 to ∇1 on E and a smooth path of (framed)
connections Vγ′ from ∇′0 to ∇′1 on F .

Write ∇t and ∇′t for the connections on E × [0, 1] and F × [0, 1] corresponding to the
smooth paths Vγ and Vγ′. By the naturality of Φ0, the homotopy formula (Theorem
C.1.6) applied to the even differential K-class x̂ := Φ0((E× [0, 1], [∇t])− (F × [0, 1], [∇′t]))
gives

Φ0

(
(E, [∇1])− (F, [∇′1])

)
− Φ0

(
(E, [∇0])− (F, [∇′0])

)
= ǎ

(∫ 1

0
ς∗t ı∂t čh(x̂) dt

)
. (4.2.7)
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But since Φ0 respects the curvature maps, one has

čh(x̂) = Čh
(

(E × [0, 1], [∇t])− (F × [0, 1], [∇′t])
)

= Ch(∇t)− Ch(∇′t)

and hence∫ 1

0
ς∗t ı∂t čh(x̂) dt =

∫ 1

0
ς∗t ı∂t

(
Ch(∇t)− Ch(∇′t)

)
dt = CS(Vγ)− CS(Vγ′).

The second equality uses [38, (1.5)], which is the Chern-Simons version of the expression
(2.1.4), i.e.

CS(Vγ) =

∫ 1

0
ς∗t ı∂tCh(∇t) dt.

In this setting the formula (2.1.5) relating string potentials and Chern-Simons forms gives

S(γ) =

∫̂
S1

CS(Vγ) and S(γ′) =

∫̂
S1

CS(Vγ′)

so that ∫̂
S1

∫ 1

0
ς∗t ı∂t čh(x̂) dt = S(γ)− S(γ′)

is exact. Recall that the S1-integration commutes with ǎ and so∫̂
S1

ǎ

(∫ 1

0
ς∗t ı∂t čh(x̂) dt

)
= ǎ

(
S(γ)− S(γ′)

)
= 0,

since ǎ vanishes on exact forms by definition. Thus applying the S1-integration map to
(4.2.7) yields ∫̂

S1

Φ0

(
(E, [∇0])− (F, [∇′0])

)
=

∫̂
S1

Φ0

(
(E, [∇1])− (F, [∇′1])

)
,

which shows that Φ1 is well-defined. It is clear from the definition and the properties of

V and
∫̂
S1 that Φ1 is a homomorphism.

One proceeds by showing that Φ1 respects the curvature, underlying class and action of
forms maps:

Curvature. To see that Φ1 respects the curvature maps, i.e. čh ◦Φ1 = š, notice that for
E− F ∈ Ǩ−1(M) as above,

š
(
E− F

)
= s(∆, φ)− s(∆′, φ′) =

∫̂
S1

(
Ch(∇)− Ch(∇′)

)
using (1.1.7). However, since the S1-integration commutes with the curvature on Ǩ•,

čh ◦ Φ1

(
E− F

)
=

∫̂
S1

čh
[
Φ0

(
(E, [∇])− (F, [∇′])

)]
=

∫̂
S1

Čh
(
(E, [∇])− (F, [∇′])

)
=

∫̂
S1

(
Ch(∇)− Ch(∇′)

)
,
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so that čh ◦ Φ1 = š as required.

Underlying class. To see that Φ1 respects the underlying class maps, one must show
that δ̌ ◦ Φ1 = δ. Now, the map Ǩ−1(M)→ K0(M × S1)

E− F 7−→ δ
(
(E, [∇])− (F, [∇′])

)
= E − F

is well-defined and coincides with the composition q∗ ◦ δ, where q : M × S1 → Σ(M+) is
the projection and δ : Ǩ−1(M)→ K−1(M) is as above. Note also that

δ̌ ◦ Φ1

(
E− F

)
= δ̌

∫̂
S1

Φ0

(
(E, [∇])− (F, [∇′])

)
=

∫̂
S1

δ
(
(E, [∇])− (F, [∇′])

)
=

∫̂
S1

(E − F )

so it suffices to show
∫̂
S1 ◦ q∗ = id acting on the image of δ. Recall (cf. [6]) that if

pr : M × S1 → M is the projection and ı : M → M × S1 is the embedding m 7→ (m, 0)
then there is a splitting K•(M × S1) ∼= im pr∗⊕ ker ı∗ since pr ◦ ı = idM . Moreover,
the quotient map q : M × S1 → Σ(M+) induces an isomorphism q∗K(Σ(M+)) → ker ı∗.
The S1-integration on K0 is defined as the composition of the projection onto ker ı∗ with

(q∗)−1, from which it follows that
∫̂
S1 ◦ q∗ = id on the image of δ since q∗(im δ) ⊂ ker ı∗.

Therefore δ̌ ◦ Φ1 = δ as required.

Action of forms. One wishes to show that Φ1 ◦ a = ǎ. To do this, first recall Remarks
4.1.8 and 4.2.11 characterising the action of forms maps in the Simons-Sullivan and the Ω
models. For {ω} ∈ Ωeven(M)/im d the element a({ω}) ∈ Ǩ−1(M) is defined as E − LCn
where E = (E, [∆, φ]) is such that rankE = n, E is trivial and S(δ, ∂; ∆, φ) = ω mod exact
for any choice (∆, φ) ∈ [∆, φ]. Fixing such a choice, there is a smooth path γ joining (δ, ∂)
to (∆, φ) on E such that

S(γ) = ω mod exact.

Writing (E,∇) for the caloron transform of (E,∆, φ), observe that

Φ1 ◦ a({ω}) =

∫̂
S1

Φ0

(
(E, [∇])− n

)
.

But, following a similar argument one also has

(E, [∇])− n = a
({

1
2πω ∧ dθ + α

})
for some α in the kernel of

∫̂
S1 since by (2.1.5)∫̂
S1

CS(Vγ) = S(γ) =

∫̂
S1

1
2πω ∧ dθ.

Hence∫̂
S1

Φ0

(
(E, [∇])− n

)
=

∫̂
S1

Φ0 a
({

1
2πω ∧ dθ + α

})
= ǎ

∫̂
S1

{
1

2πω ∧ dθ + α
}

= ǎ({ω}),

giving Φ1 ◦ a = ǎ as required.

It now remains only to show that Φ1 is an isomorphism:
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Theorem 4.2.13. The homomorphism

Φ1 : Ǩ−1(M) −→ K−1(M)

is an isomorphism that respects all the differential extension structure.

Proof. The exact sequences (4.2.5) and (C.1.1) imply exact sequences

0 −→ Ωeven(M)/im ch
a−−→ Ǩ−1(M)

δ−−→ K−1 −→ 0

and

0 −→ Ωeven(M)/im ch
ǎ−−→ Ǩ−1(M)

δ̌−−→ K−1 −→ 0.

One thus has the commuting diagram

0 Ωeven(M)/im ch Ǩ−1(M) K−1(M) 0

0 Ωeven(M)/im ch Ǩ−1(M) K−1(M) 0

// a // δ // //

��
// ǎ // δ̌ // //

��

Φ1

�� �� ��

where the rows are exact and all unlabelled vertical arrows are the identity. The five-lemma
applied to this diagram gives that Φ1 is an isomorphism.

At last, one has that the Ω model Ǩ−1 is isomorphic to the odd part of any model of
differential K-theory. Observe that the isomorphism of Theorem 4.2.13 does not depend
on the choice of model for differential K-theory used to define it; take any two models
Ǩ• and Ľ• for differential K-theory, then by Theorem C.2.2 there are unique natural
isomorphisms Ψ: Ǩ• → Ľ•, Φ0 : Ǩ0 → Ǩ0 and Φ′0 : Ǩ0 → Ľ0 respecting all of the structure
and, by uniqueness, Φ′0 = Ψ ◦ Φ0.

Define maps Φ1 : Ǩ−1 → Ǩ−1 and Φ′1 : Ǩ−1 → Ľ−1 as per (4.2.6), which are isomorphisms
respecting all of the structure by Theorem 4.2.13. For any E− F ∈ Ǩ−1(M) one then has

Φ′1
(
E− F

)
:=

∫̂
S1

Φ′0
(
(E, [∇])− (F, [∇′])

)
=

∫̂
S1

Ψ ◦ Φ0

(
(E, [∇])− (F, [∇′])

)
= Ψ ◦ Φ1

(
E− F

)
since Ψ commutes with the S1-integration maps. Therefore Φ′1 = Ψ ◦Φ1, in particular the
isomorphism Φ1 : Ǩ−1 → Ǩ−1 defined by (4.2.6) does not depend on the choice of model
of differential K-theory. Observe also that Φ1 is a natural isomorphism, which follows

from the naturality of Φ0, the fact that
∫̂
S1(f × id)∗ = f∗

∫̂
S1 and the functoriality of the

caloron transform. Thus

Theorem 4.2.14. Ǩ−1 is isomorphic to the odd part of any model of differential K-theory
via a canonical natural isomorphism respecting all of the structure, in particular it defines
odd differential K-theory.
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Remark 4.2.15. The caloron correspondence plays a crucial role in the proof of this last
result; it features explicitly in (4.2.6) as a sort of ‘differential suspension map’.

Remark 4.2.16. In Theorem 4.2.14, the isomorphism is canonical rather than unique: in
order to establish uniqueness using the results of Bunke and Schick, one requires either a
multiplicative structure or an S1-integration.

Define the structured differential extension of K-theory by setting

Ǩn(M) :=

{
Ǩ0(M) if n is even

Ǩ−1(M) if n is odd,

noting that the properties of Ǩ0(M) and Ǩ−1(M) imply that this is indeed a differential
extension of K•. Fixing a model Ǩ• of differential K-theory as above, denote by

Φ: Ǩ• −→ Ǩ•

the natural isomorphism that acts in even degree by Φ0 and in odd degree by Φ1, observing
that this respects the curvature, underlying class and action of forms maps. Define∫̂

S1

: Ǩ•(M × S1) −→ Ǩ•−1(M) (4.2.8)

by requiring that the diagram

Ǩ•(M × S1) Ǩ•−1(M)

Ǩ•(M × S1) Ǩ•−1(M)

∫̂
S1 //

Φ

��∫̂
S1 //

Φ

��

commute, i.e. for x ∈ Ǩ•(M × S1)∫̂
S1

x := Φ−1

∫̂
S1

Φ(x).

This is readily seen to define an S1-integration map, so Ǩ• must be isomorphic to any other
differential extension of K-theory with S1-integration via a unique natural isomorphism
preserving all the structure. Since Φ is natural and by definition of the S1-integration
on Ǩ• preserves all of the additional structure it is this unique isomorphism. Thus the
map Φ1 defined in (4.2.6) is the unique isomorphism (in odd degree) that respects this
particular S1-integration.

Similarly, in the case where Ǩ• is multiplicative one may also use the isomorphism
Φ: Ǩ• → Ǩ• to endow Ǩ• with a multiplicative structure by setting

x · y := Φ−1
(
Φ(x) · Φ(y)

)
,

so that Ǩ• becomes a multiplicative differential extension of K-theory. By the above,
neither this S1-integration nor this multiplicative structure depend on the choice of Ǩ•.
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Conclusions and further work

The focus of this thesis was the construction and applications of certain differential forms
associated to loop group bundles. These string potential forms were constructed using the
caloron correspondence developed in [32, 33, 41] and play the role of Chern-Simons forms
for loop group bundles. Fixing a loop group bundle Q → M , the total string potentials
are forms that live on the total space Q and depend on a fixed choice of connection and
Higgs field for Q. The relative string potentials are forms on the base M that depend on
a smooth path of connections and Higgs fields for Q. In both cases the string potential
forms describe some aspect of the dependence of the string forms—the loop group version
of Chern-Weil forms—on a particular choice of connection and Higgs field.

In the case that G is a compact, simple, simply-connected Lie group, it was shown that the
total string potential forms can be used to recover the curving of the lifting bundle gerbe of
the LG-bundle Q→M (Example 2.1.13). When G is a simply-connected Lie group, it was
shown that the total string potentials of the standard connection and Higgs field for the
path fibration PG→ G pull back to give generators for the cohomology of the based loop
group ΩG (Example 2.1.14). Moreover, in a restricted setting the total string potential
forms were used to define secondary characteristic classes for ΩU(n)-bundles. Due to
their relationship with the Chern-Simons forms and motivated by this toy example, one
expects to be able to define such secondary characteristic classes corresponding to each
total string potential. The existence of these classes is an interesting problem that merits
further research.

Motivated by the work of Simons and Sullivan in [38], who used Chern-Simons forms
to define a model Ǩ0 for the even part of differential K-theory, this thesis applied the
relative string potential forms to a similar purpose. Together with the notion of Ω vector
bundles developed in Chapter 3, the relative string potential forms were used to construct
a differential extension of the odd part of K-theory, referred to as the Ω model and
denoted Ǩ−1. A caloron correspondence for vector bundles was developed for Ω vector
bundles and played a decisive role in showing that the Ω model defines odd differential
K-theory; i.e. that Ǩ−1 is isomorphic to the odd part of any model of differential K-
theory. An isomorphism of differential extensions was constructed between Ǩ−1 and an
elementary differential extension of odd K-theory appearing in [40], referred to as the
TWZ extension. The effect of this isomorphism is two-fold as it provides a ‘homotopy-
theoretic’ interpretation of the Ω model via classifying maps and also shows that the TWZ
extension defines odd differential K-theory; a result not previously obtained.

There are a few unanswered questions that arise from the treatment of string potential
forms and odd differential K-theory presented in this thesis. Firstly, as remarked above,
there ought to be a way of using total string potentials to define secondary characteristic
classes for loop group bundles. In the case that such a construction does indeed exist,
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these classes should be related to the differential Chern character mapping from Ǩ−1 into
differential cohomology with values in Q (cf. [7, Theorem 6.1]).

Secondly, Simons and Sullivan showed that Ǩ0 has a multiplicative structure induced
by the tensor product operation ⊗ on vector bundles with connection. Since there is a
(honed) tensor product �? for Ω vector bundles equipped with connective data, it seems
reasonable that there should be a way of constructing a multiplicative structure directly
on Ǩ• := Ǩ0(M) ⊕ Ǩ−1(M) using ⊗ and �? . It should also be possible to construct
an S1-integration map directly on Ǩ• and, additionally, one should be able to define the
action of forms map on Ǩ−1 independently of the work of Tradler, Wilson and Zeinalian.

A final question that arises from the treatment presented in this thesis relates to the
construction of the Ω model, which uses structured Ω vector bundles that are classified
by the canonical bundles E(n). The canonical bundles are classifying for Ω vector bundles
equipped with Higgs fields, though this is not necessarily true when connections are taken
into account. The reason for this restriction, as observed in Remark 4.1.17, is that it
guarantees the existence of inverses, a fact that is frequently implicitly used throughout
Chapter 4. It is interesting, therefore, to ask whether such inverses exist for all structured
Ω vector bundles, in which case one should be able to define the Ω model in terms of all
such bundles, rather than just pullbacks of the canonical bundles.
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Appendix A

Infinite-dimensional manifolds

This thesis deals extensively with infinite-dimensional manifolds, in particular with loop
groups, loop vector spaces and limits of certain directed systems of manifolds—these are
all examples of infinite-dimensional manifolds. An infinite-dimensional manifold may be
thought of as an ordinary smooth manifold that, rather than being modelled over Rn
or Cn, is modelled over a generalised sort of Euclidean space. These spaces belong to a
special family of locally convex topological vector space—usually the Fréchet spaces, but
more generally sequentially complete locally convex topological vector spaces.

This appendix gives a brief treatment of Fréchet spaces and manifolds, as well as discussing
direct limit manifolds. The exposition here follows closely that of [18, 20, 41].

A.1 Fréchet spaces and Fréchet manifolds

Fréchet spaces are special locally convex topological vector spaces that admit a natural
notion of differentiability. Importantly for the purposes of this thesis, this allows one to
talk about maps between Fréchet spaces being smooth. Recall

Definition A.1.1. A seminorm on an R- or C-linear vector space V is an R-valued
function ‖·‖ : V → R such that

1. ‖v‖ ≥ 0 for all v ∈ V ;

2. ‖v + w‖ ≤ ‖v‖+ ‖w‖ for all v, w ∈ V ; and

3. ‖av‖ = |a| · ‖v‖ for all v ∈ V and scalars a.

Notice that the only property distinguishing seminorms from norms is the fact that a
seminorm need not be positive-definite; that is for a seminorm ‖·‖ on V one may have
some v 6= 0 in V for which ‖v‖ = 0.

Definition A.1.2. A locally convex topological vector space1 is a vector space V with
topology defined by a family of seminorms {‖· ‖i | i ∈ I} for some index set I. Thus a

1an equivalent definition of local convexity is that the origin has a neighbourhood basis of absolutely
convex absorbent sets; that is, convex sets U such that tx ∈ U for all x ∈ U and |t| ≤ 1 (absolutely convex )
with the additional property that for all x ∈ V there is some t such that tx ∈ U (absorbent).
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neighbourhood basis of v ∈ V is given by all sets of the form

UJε (v) := {w ∈ V | ‖w − v‖j < ε for all j ∈ J}

where J ⊂ I is finite and ε > 0.

A locally convex topological vector space is Hausdorff if and only if v = 0⇔ ‖v‖i = 0 for
all i ∈ I and metrisable if and only if the topology may be defined by a countable family
of seminorms.

Definition A.1.3. A Fréchet space is a sequentially complete Hausdorff metrisable locally
convex topological vector space.

Immediate examples of Fréchet spaces are Banach spaces, where the family of seminorms
is just the given norm. Another example of key importance in this thesis is

Example A.1.4. Let X be a compact manifold and E → X a vector bundle. The space
Γ(E) of smooth sections of E then forms a Fréchet space. The seminorms inducing the
topology in this case are given by first choosing Riemannian metrics and connections on
the vector bundles TX and E; for any v ∈ Γ(E), write Djv for its j-th covariant derivative
and set

‖v‖n :=
n∑
j=0

sup
x∈X
|Djv(x)|,

where |·| is the norm induced by the Riemannian metric. Note that the compactness of
X here is crucial.

As mentioned above, there is a sensible notion of maps between Fréchet spaces being
smooth, given by the Gâteaux derivative. Suppose V and W are Fréchet spaces, U ⊆ V is
open and f : U →W is a continuous map, then

Definition A.1.5. The (Gâteaux) derivative of f at v ∈ U in the direction of h ∈ V is

Df(v){h} := lim
t→0

f(v + th)− f(v)

t

and f is differentiable at v in the direction of h if this limit exists. One says that f is
continuously differentiable if the above limit exists for all (v, h) ∈ U × V and if

Df : U × V −→W

is continuous.

Higher derivatives are defined inductively via

Dk+1f(v){h1, . . . , hk} := lim
t→0

Dkf(v + thk){h1, . . . , hk−1} −Dkf(v){h1, . . . , hk−1}
t

and one says that f is of class Ck if

Dkf : U × V k −→W

exists and is continuous. One says that f is smooth, or of class C∞, if f is Ck for all k.

The usual definition of a manifold then generalises directly.
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Definition A.1.6. A Fréchet manifold is a Hausdorff topological space with an atlas of
coordinate charts valued in Fréchet spaces such that the coordinate transition maps are
all smooth maps .

There are direct generalisations of many other familiar concepts from differential geometry
to the Fréchet setting, in particular one may talk about tangent bundles of Fréchet man-
folds, Fréchet principal bundles and Fréchet vector bundles. For a comprehensive review,
see [20].

A.2 Mapping manifolds

There is one particular type of Fréchet manifold that features prominently in this thesis,
namely mapping manifolds. The interested reader is referred to [20, Section I.4] for a
detailed discussion.

Example A.2.1 ([20]). Let X be a compact finite-dimensional manifold and suppose that
π : B → X is a surjective submersion, with B a finite-dimensional manifold. Consider the
space of sections Γ(B) of B, that is all the smooth maps f : X → B such that π ◦ f = id.
Associated to each such section f there is a vector bundle VfB → X called the vertical
tangent bundle to B at f . The fibre of VfB at x ∈ X consists of those tangent vectors to
B at f(x) that are annihilated by dπ.

Then, provided it is not empty, the space of sections Γ(B) is a Fréchet manifold. Using
tubular neighbourhoods one can construct a diffeomorphism between a neighbourhood
of the zero section of the vector bundle VfB and a neighbourhood of the image of f in
B. Thus one obtains a bijective correspondence between sections near zero in Γ(VfB)
and sections near f in Γ(B). These maps provide coordinate charts for Γ(B) since the
transition maps are smooth. Notice that in this example the coordinate charts are not all
valued in the same Fréchet space.

Taking a smooth manifold Y and setting B = X × Y in Example A.2.1 gives the Fréchet
manifold

Map(X,Y ) := Γ(X × Y )

since a section X → X × Y is equivalent to a map X → Y . An important feature of such
mapping manifolds is that if X,Y and Z are (finite-dimensional) manifolds with X and
Y compact then precomposition by a smooth map f : X → Y defines a smooth map

f∗ : Map(Y, Z) −→ Map(X,Z).

Similarly, postcomposition by a smooth map g : Y → Z defines a smooth map

g∗ : Map(X,Y ) −→ Map(X,Z),

where here Y need not be compact.

Another important feature of mapping manifolds is that there is an easy description of their
tangent bundles using kinematic tangent vectors. A smooth path f : (a, b)→ Map(X,Y )
is equivalent to a smooth map f : (a, b) × X → Y and so for each x ∈ X one obtains a
path t 7→ f(t)(x) in Y . The tangent vector f ′(t)(x) in the t direction is then a tangent
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vector to Y at f(t)(x), so that f ′(t) is a section of the pullback f∗TY . Thus, one has the
canonical identification

Tf Map(X,Y ) = Γ(f∗TY ).

This identification is especially useful, for instance when one wishes to discuss differential
forms on Map(X,Y ).

A.3 The path fibration

Following [41], recall that for a connected Lie group the path fibration has total space

PG := {p : R→ G | p is smooth, p(0) = 1 and p−1∂p is periodic with period 2π}

and the projection
ev2π : PG −→ G

is given by evaluation at 2π. Notice that the total space PG is isomorphic to the space
of connections on S1 × G → S1, since a connection A on this trivial bundle uniquely
determines a periodic path by solving A = p−1∂p subject to the initial condition p(0) = 1
and, conversely, p ∈ PG determines a connection via p−1∂p. Thus PG is smoothly
contractible as spaces of connections are affine.

To see that PG→ G is in fact an ΩG-bundle, first take any two p, q ∈ ev−1
2π ({g}) for some

fixed g ∈ G. Let f(t) := (p−1q)(t + 2π), noticing that f(0) = 1 and also that f satisfies
the same differential equation as p−1q. By the Picard-Lindelöf Theorem, one must have
f = p−1q so that p−1q is in fact 2π-periodic. Therefore any two p, q in the same fibre of
ev2π are related by p = qγ for some γ ∈ ΩG. From this it follows readily that the right
action of ΩG on the fibres is free and transitive.

To establish the local triviality of PG, consider a normal neighbourhood U ⊂ G of the
identity (so that exp is a diffeomorphism V → U for some subset V ⊂ g). As in [41], one
may define a map

U × ΩG −→ ev−1
2π (U)

by sending
(g, γ) 7−→ exp(tξ)γ(t),

with ξ satisfying exp(2πξ) = g. The inverse of this map is given explicitly by

p 7−→
(
p(2π), exp(tp(2π)−1)p

)
.

This gives a trivialisation over the neighbourhood U of the identity. To obtain a triviali-
sation over any h ∈ G, one considers the open sets {Uh}h∈G. As G is connected, for any
h ∈ G one may choose a periodic path h̃ ∈ PG with h̃(2π) = h, then the map

Uh× ΩG −→ ev−1
2π (Uh)

given by sending
(gh, γ) 7−→ h̃(t) exp(tξ)γ(t),

with ξ as above, is a local trivialisation.

This shows that PG → G is indeed an ΩG-bundle and, since PG is contractible, it is a
model for the universal bundle.
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A.4 Direct limit manifolds

This appendix is concluded by a brief discussion of direct limit manifolds and Lie groups
following [18]. Recall that a directed system in a category C is given by a directed set
(I,≤) and a pair S := ({Xi}i∈I , {φji}i≤j) where each Xi is an object of C and each φji is
a morphism Xi → Xj in C such that

1. φii = idXi for each i ∈ I; and

2. φkj ◦ φji = φki for all i ≤ j ≤ k.

A cone over S is a pair (X, {φi}i∈I) where X ∈ C and the φi : Xi → X are such that the
diagram

Xi Xj

X

φji //

φi

��

φj

��

commutes whenever i ≤ j.

A cone (X, {φi}i∈I) over S is a direct limit of S if it has the following universal property:
for each cone (Y, {ψi}i∈I) over S there exists a unique morphism u : X → Y such that the
diagram

Xi Xj

X

Y

φji //

φi

��

φj

��
ψi

��

ψj

��

u

��

commutes for all i ≤ j. It is important to remark that direct limits do not always exist
in a given category C, but when they do exist they are unique up to unique isomorphism.
The direct limit is written

X := lim−→Xi

when the directed system S is understood.

Suppose T = ({Yi}i∈I , {ψji}i≤j) is another directed system over the same index set I, with
morphisms fi : Xi → Yi such that fj ◦φji = ψji ◦ fi for all i ≤ j. The family of morphisms
{fi}i∈I is said to be compatible with the directed systems S and T . If (Y, {ψi}i∈I) is a cone
over T it follows that (Y, {ψi ◦ fi}i∈I) is a cone over S and one writes lim−→ fi for the unique
morphism X = lim−→Xi → Y determined by the above universal property. The directed
systems T and S are equivalent if the fi are isomorphisms for each i.
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Example A.4.1 (Sets). If S := ({Xi}i∈I , {φji}i≤j) is a directed system of sets, then one
takes

lim−→Xi :=
⊔
i∈I

Xi/∼

where if xi ∈ Xi and xj ∈ Xj then xi ∼ xj ⇔ ∃k ∈ I such that φkj(xj) = φki(xi). The
maps φi : Xi → lim−→Xi are the obvious induced maps.

Example A.4.2 (Topological spaces). If S := ({Xi}i∈I , {φji}i≤j) is a directed system of
topological spaces, then the direct limit of this system in the category of topological spaces
is given by equipping the direct limit lim−→Xi of underlying sets with the final topology with
respect to the maps φi. Therefore a subset U ⊂ lim−→Xi is open (resp. closed) if and only

if φ−1
i (U) ⊂ Xi is open (resp. closed) for each i.

Example A.4.3 (Topological groups). If S := ({Gi}i∈I , {φji}i≤j) is a directed system of
topological groups, one may realise the set-theoretic direct limit G := lim−→Gi (with the
corresponding maps φi : Gi → G) as a topological group also.

Equip G with the final topology as above, writing µi : Gi×Gi → Gi for the multiplication
maps and ιi : Gi → Gi for the inversion maps. The family of maps {µi}i∈I is compatible
with the directed systems T := ({Gi ×Gi}i∈I , {φji × φji}i≤j) and S. As G × G is the
direct limit of T in the category of topological spaces, the multiplication on G is given by
the limit map µ := lim−→µi. The inversion operation on G is given by ι := lim−→ ιi. Note that
G is not necessarily Hausdorff; some authors require this condition in the definition of a
topological group.

The following result on direct limits of topological spaces is used extensively in this thesis

Proposition A.4.4 ([18]). Suppose X is the direct limit of the sequence X1 ⊆ X2 ⊆ · · ·
of topological spaces. Then

• if each Xn is locally compact then X is Hausdorff

• if each Xn is T1 then every compact subset of X is contained in some Xn.

One is now in a position to discuss direct limits of directed systems of smooth manifolds.
Direct limits of manifolds are more subtle than, say, directs limits of sets or of topological
spaces since it is not immediately clear how to obtain a smooth manifold structure on the
näıve set-theoretic direct limit.

For the following discussion, it is necessary to slightly broaden the notion of infinite-
dimensional manifolds as discussed thus far in this thesis. If one relaxes the metrisability
condition of Definition A.1.3 one obtains a (Hausdorff) sequentially complete locally convex
(s.c.l.c.) topological vector space. One may then talk about derivatives in Hausdorff s.c.l.c.
vector spaces as per Definition A.1.5, in particular there is a notion of smooth manifolds
modelled over Hausdorff s.c.l.c. vector spaces, as in Definition A.1.6.

Example A.4.5. Denote by R∞ the real vector space of R-valued sequences with finite
support. The set I of finite-dimensional subsets of R∞ forms a directed set under inclusion
and so one obtains the directed system ({i}i∈I , {φji}i≤j) of topological vector spaces, with
φji : i→ j the inclusion. This directed system has direct limit R∞ with the finite topology,
which is the final topology with respect to the inclusion maps i ↪→ R∞.

The finite topology on R∞ coincides with the finest vector space and finest locally convex
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vector space topologies. Thus, since R∞ is sequentially complete, it is a Hausdorff s.c.l.c.
topological vector space. Notice that R∞ is not metrisable so it is not a Fréchet space (see
[18, 21] for details).

Theorem A.4.6 ([18]). If M1 ⊆ M2 ⊆ M3 ⊆ · · · is a sequence of finite-dimensional
paracompact smooth manifolds such that Mi is a smooth closed submanifold of Mi+1 then
there exists a unique smooth manifold structure on the direct limit M := lim−→Mi that makes
M the direct limit of its submanifolds Mn in the category of smooth manifolds. If Mi is
modelled over Rni then M is modelled over lim−→Rni.

The proof of this fact presented in [18] uses tubular neighbourhoods to extend charts on
Mi to charts on Mi+1. The result of this procedure is a sequence U1 ⊆ U2 ⊆ U3 ⊆ · · · of
coordinate charts (with Ui ⊆Mi) and a compatible family of maps Ui → Rni . Passing to
the direct limit gives a coordinate chart for M and the collection of all charts obtained in
this fashion gives a smooth atlas for M over lim−→Rni .

In the case where each Mi = Gi is a Lie group and the submanifold embeddings Gi ↪→ Gi+1

are Lie group homomorphisms one obtains

Theorem A.4.7 ([18]). If G1 ⊆ G2 ⊆ G3 ⊆ · · · is a sequence of finite-dimensional
paracompact smooth Lie groups such that Gi is a closed Lie subgroup of Gi+1 then there
exists a unique smooth Lie group structure on the direct limit G := lim−→Gi that makes G
the direct limit of its Lie subgroups Gn in the category of smooth Lie groups.

Moreover, if Gi has Lie algebra gi then the Lie algebra of G is g := lim−→ gi.

As a concluding remark, one notices that if Θ is the Maurer-Cartan form on G—defined
by its action on χ ∈ TgG as Θg(χ) := dLg−1(χ)—and Θi is the Maurer-Cartan form on Gi
then Θ pulls back to Θi under the submanifold inclusion Gi ↪→ G.
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Appendix B

Integration over the fibre

Integration over the fibre is an important tool that is used throughout this thesis. Fibre
integration may be thought of as a special type of pushforward map that arises naturally
in the context of differential forms—in which case one is literally integrating a differential
form over the fibres of some fibre bundle—and in singular and de Rham cohomology.

In this appendix, one considers integration over the fibre on trivial bundles of the form
M ×N →M , where M and N are oriented manifolds of dimensions m and n respectively
that admit smooth partitions of unity.

B.1 For differential forms

The treatment presented here largely follows that of [3, 19]. One begins by noticing that
every ω ∈ Ωk(M ×N) is a sum of decomposable forms, that is

Lemma B.1.1. Any ω ∈ Ωk(M ×N) may be written as a sum of forms of the form

f · pr∗M ωM ∧ pr∗N ωN ,

where f ∈ C∞(M × N) and ωM , ωN are forms on M and N respectively whose degrees
add to k. The maps prM , prN are the projections of M ×N onto M and N respectively.

Proof. Compare with [19, Lemma 2.4.1]. This is straightforward in the case when M = Rm
and N = Rn since there are global coordinate charts.

For general M and N , let {(Uα, φα)} and {(Vβ, ψβ)} be atlases for M and N respectively.
Choose smooth partitions of unity {ρα} and {σβ} subordinate to {Uα} and {Vβ} respec-
tively and choose a family of smooth bump functions {bαβ} such that bαβ is supported in
Uα × Vβ and identically 1 on the support of ρασβ.

If φα(x) = (x1(x), x2(x), . . . , xm(x)) and ψβ(y) = (y1(y), y2(y), . . . , yn(y)), the restriction
ωαβ of ω to Uα × Vβ may be written as

ωαβ =
∑

|I|+|J |=k

ωIJαβ =
∑

|I|+|J |=k

(φα × ψβ)∗
(
f IJαβ dx

I ∧ dyJ
)

121



for some smooth functions f IJαβ , summing over all multi-indices I and J of total length k.
Set

f IJ :=
∑
α,β

bαβ(φα × ψβ)∗f IJαβ , ωIM :=
∑
α

ρα dφ
I
α and ωJN :=

∑
β

σβ dψ
J
β .

Then, for fixed multi-indices I and J ,

f IJ pr∗M ωIM ∧ pr∗N ω
J
N =

∑
α,β

bαβ
(
(φα × ψβ)∗f IJαβ

) (
pr∗M ρα dφ

I
α

)
∧
(
pr∗N σβ dψ

J
β

)
=
∑
α,β

ρασβbαβ
(
(φα × ψβ)∗f IJαβ

) (
pr∗M dφIα

)
∧
(
pr∗N dψJβ

)
=
∑
α,β

(ρασβbαβ)ωIJαβ

=
∑
α,β

ρασβω
IJ
αβ.

Summing over all multi-indices I and J with |I|+|J | = k gives ω and, hence, the result.

Assuming N to be compact, given a form ωN ∈ Ωk(N) and a smooth function f on M×N
write

∫
N fωN for the function on M that sends

x 7−→
∫
N
fx ωN

where fx(y) := f(x, y), noticing that this is zero if k 6= n.

Definition B.1.2. The integration over the fibre map on differential forms is the map∫̂
N : Ωk(M ×N)→ Ωk−n(M) that sends the decomposable form f · pr∗M ωM ∧ pr∗N ωN to∫̂

N
f · pr∗M ωM ∧ pr∗N ωN :=

∫
N
fωN · ωM .

Integration over the fibre is defined for general forms by invoking Lemma B.1.1 and ex-
tending by linearity, noticing that the result is independent of the chosen decomposition.

As an immediate consequence of the definition

Lemma B.1.3. If f : M →M ′ is a smooth map, then the diagram

Ω•(M ′ ×N) Ω•−n(M ′)

Ω•(M ×N) Ω•−n(M)

∫̂
N //

f∗

��

(f×id)∗

�� ∫̂
N //

commutes.

When M is also compact one also has the following
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Lemma B.1.4. For any ω ∈ Ωm+n(M ×N)∫
M×N

ω =

∫
M

∫̂
N
ω.

This is proved using the local decompositions of Lemma B.1.1 and Fubini’s Theorem on
Rm × Rn.

Importantly for constructing integration over the fibre maps in de Rham cohomology, in
the case where N is without boundary one also has

Lemma B.1.5. The integration over the fibre map commutes with the exterior derivative,
that is ∫̂

N
d = d

∫̂
N
.

Proof. As both
∫̂
N and d are linear, it suffices to prove the result for decomposable forms.

Taking coordinate charts and partitions of unity exactly as in Lemma B.1.1, let ω be a
decomposable form on M ×N . Then, for some fixed multi-indices I and J ,

ω =
∑
α,β

ρασβ (φα × ψβ)∗
(
fαβ dx

I ∧ dyJ
)
.

Writing gαβ = (φα × ψβ)∗fαβ and taking the exterior derivative, one obtains

dω =
∑
α,β

[gαβσβdρα + gαβραdσβ + ρασβdgαβ] ∧ dφIα ∧ dψJβ

=
∑
α,β

[
gαβσβdρα + gαβραdσβ + ρασβ

m∑
i=1

∂gαβ
∂φiα

dφiα + ρασβ

n∑
j=1

∂gαβ

∂ψjβ
dψjβ

]
∧ dφIα ∧ dψJβ .

If |J | = n integrating over the fibre gives∫̂
N
dω =

∑
α,β

[ ∫
N
σβgαβ dψ

J
β · dρα + ρα

m∑
i=1

∫
N
σβ

∂gαβ
∂φiα

dψJβ · dφiα
]
∧ dφIα

=
∑
α,β

[∫
N
σβgαβ dψ

J
β · dρα + ρα · d

(∫
N
σβgαβ dψ

J
β

)]
∧ dφIα

=
∑
α,β

d

[
ρα

∫
N
σβgαβ dψ

J
β

]
∧ dφIα

= d

∫̂
N
ω

as required. If |J | < n then∫̂
N
dω =

∑
α,β

(−1)|I|ρα

∫
N

[
gαβ dσβ ∧ dψJβ + σβ

n∑
j=1

∂gαβ

∂ψjβ
dψjβ ∧ dψ

J
β

]
· dφIα

=
∑
α,β

(−1)|I|ρα

∫
N
d(σβgαβ ∧ dψJβ ) · dφIα

= 0
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using Stokes’ Theorem, since N is without boundary. On the other hand,∫̂
N
ω = 0 =⇒ d

∫̂
N
ω = 0.

Since the result is clearly true for |J | > n (as this implies ω = 0), the result is proved.

This implies that there is a well-defined integration over the fibre map in de Rham coho-
mology, namely ∫̂

N
: Hk

deR(M ×N) −→ Hk−n
deR (M)

given by ∫̂
N

: [ω] 7−→
[∫̂

N
ω

]
.

By Lemma B.1.3, the diagram

H•deR(M ′ ×N) H•−ndeR (M ′)

H•deR(M ×N) H•−ndeR (M)

∫̂
N //

f∗

��

(f×id)∗

�� ∫̂
N //

commutes for any smooth map f : M →M ′.

B.2 For singular cohomology

One can also define integration over the fibre for singular cohomology with coefficients in
any ring R. The construction, which is necessarily algebraic, relies on a choice of cross
product for singular chains. The underlying principle is similar to that of the de Rham
isomorphism theorem, in which integration of differential forms is viewed as an algebraic
operation.

Let 4n denote the standard n-simplex in Rn+1. Following [23, pp. 277–278], one now
outlines how to define a product on singular chains

× : Cm(M ;R)⊗ Cn(N ;R)→ Cm+n(M ×N ;R).

The crucial ingredient is that there is a natural decomposition of the product 4m ×4n

into (m + n)-simplices given as follows. Label the vertices of 4m by v0, . . . , vm and the
vertices of 4n by w0, . . . , wn. Thinking of pairs (i, j) with 0 ≤ i ≤ m and 0 ≤ j ≤ n as
points on an m×n grid in R2, let γ be any path from (0, 0) to (m,n) formed by a sequence
of upward or rightward edges in this grid. To any such path γ one associates the linear
map

`γ : 4m+n −→ 4m ×4n

given by sending the k-th vertex of 4m+n to (vik , wjk), where (ik, jk) is the k-th vertex of
the path γ. Write |γ| for the number of squares of the grid lying below the path γ.
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If a : 4m →M and b : 4n → N are singular simplices in M and N respectively, define

a× b :=
∑
γ

(−1)|γ|(a× b) ◦ `γ , (B.2.1)

which is a singular (m + n)-chain in M × N and the sum ranges over all ‘edgepaths’ γ.
This defines the simplicial product on homogeneous elements of Cm(M ;R) ⊗ Cn(N ;R),
which is extended to all elements by linearity. Notice that the product × means different
things on both sides of the equation (B.2.1): on the left hand side it denotes the simplicial
product and on the right hand side it denotes the product map a×b : 4m×4n →M×N .

From the definition of the singular chain product, it is easy to verify that if f : M → M ′

and g : N → N ′ are continuous maps and a ∈ Cm(M) and b ∈ Cn(N) then

(f × g)∗(a× b) = f∗a× g∗b.

Moreover one can show

∂(a× b) = ∂a× b+ (−1)ma× ∂b

so that the product of two cycles is a cycle and the product of a cycle with a boundary is
a boundary. Thus the simplicial product induces a product on singular homology.

Definition B.2.1. The slant product of u ∈ Cm+n(M × N ;R) and z ∈ Cn(N) is the
singular cochain u/z ∈ Cm(M ;R) given by

u/z (c) := u(c× z)

for c ∈ Cm(M).

The interaction of the slant product with the coboundary operator is given by

Lemma B.2.2. For any u ∈ Cm+n(M ×N ;R) and z ∈ Cn(N)

δ(h/z) = δh/z + (−1)mh/∂z.

Proof. For any c ∈ Cm+1(M)

δ(h/z)(c) := h(∂c× z)
= h(∂c× z) + ((−1)m + (−1)m+1)h(c× ∂z)
= h (∂(c× z)) + (−1)mh(c× ∂z)
= δh/z + (−1)mh/∂z

as required.

Thus, the slant product on (co)chains induces the slant product in (co)homology

/ : Hm+n(M ×N ;R)⊗Hn(N) −→ Hm(M ;R).

One is now able to define integration over the fibre for singular cohomology. Take N to
be without boundary, with z ∈ Hn(N) the fundamental class of N .

125



Definition B.2.3. The integration over the fibre map for singular cohomology is the map∫̂
N : Hk(M ×N ;R)→ Hk−n(M ;R) given by

∫̂
N
u := u/z.

Following the above discussion, one notices that for any continuous map f : M →M ′ the
integration over the fibre map for singular cohomology fits into the commuting diagram

H•(M ′ ×N ;R) H•−n(M ′;R)

H•(M ×N ;R) H•−n(M ;R)

∫̂
N //

f∗

��

(f×id)∗

�� ∫̂
N //

It is interesting to examine how differential forms behave under the slant product when
viewed as singular cochains via the integration pairing:

Proposition B.2.4. If the cycle z ∈ Zn(N) represents the fundamental class of N then
for any ω ∈ Ωm+n(M ×N) one has

ω/z =

∫̂
N
ω.

Proof. Compare with [19, Lemma 2.4.9]. From the outset, one may suppose that ω is a
decomposable form, so that ω = f · ωM ∧ ωN (suppressing the pullback maps). Write
z =

∑
i ziσi for some singular n-simplices σi : 4n → N . For any singular m-simplex

c : 4m →M

ω/z (c) :=
∑
i

zi ω(c× σi)

=
∑
i

zi (c× σi)∗ω(idm× idn)

=
∑
i

zi

∫
idm× idn

(c× σi)∗ω

where idm, idn denote the identity maps on 4m, 4n respectively so that idm× idn is
a singular (m + n)-chain in 4m × 4n. Even though idm× idn is not the identity on
4m×4n, by construction of the simplicial product it is a decomposition of 4m×4n into
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(m+ n)-simplices whose orientations cancel on internal faces. Thus∑
i

zi

∫
idm× idn

(c× σi)∗ω =
∑
i

zi

∫
4m×4n

(c× σi)∗ω

=
∑
i

zi

∫
4m×4n

(c× idn)∗(idm×σi)∗ω

=
∑
i

zi

∫
4m

∫̂
4n

(c× idn)∗(idm×σi)∗ω

=
∑
i

zi

∫
4m

c∗
∫̂
4n

(idm×σi)∗ω,

where the third line invokes Lemma B.1.4 and the fourth line invokes Lemma B.1.3. Notice
that for any x ∈ 4m

(idm×σi)∗fx = σ∗i fx

so that, recalling the definition of the integration over the fibre map for differential forms,
one has ∑

i

zi

∫
4m

c∗
∫̂
4n

(idm×σi)∗ω =
∑
i

zi

∫
c

(∫
4n

σ∗i (fωN ) · ωM
)

=

∫
c

(∑
i

zi

∫
σi

fωN

)
ωM

=

∫
c

(∫
z
fωN

)
ωM

=

∫
c

(∫
N
fωN

)
ωM

=

∫̂
N
ω (c),

where the fourth line follows since z represents the fundamental class of N . Since every-
thing in sight is linear, one has

ω/z (c) =

∫̂
N
ω (c)

for any c ∈ Cm(M) and, hence, the result.
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Appendix C

Differential extensions

This appendix provides the background material on differential extensions required for
the discussion of differential K-theory in Chapter 4. The basic idea is that a differential
extension of a cohomology theory combines cohomological information with differential
form data in a non-trivial fashion.

Differential extensions of generalised cohomology theories are described by a relatively
small set of axioms, originally proposed in [5] and outlined below. Following the axioms,
some useful results are recorded. For a comprehensive review of differential extensions,
particularly differential K-theory, see [7].

C.1 Axioms for differential extensions

When dealing with differential extensions, the starting point is the generalised (Eilenberg-
Steenrod) cohomology theory that one wishes to extend. Suppose that E is a generalised
cohomology theory equipped with a natural transformation

ch : E(X) −→ H(X;V )

called the Chern character of E, where V is some graded R-vector space and H(X;V ) is
singular cohomology with coefficients in V .

Definition C.1.1 ([7]). A differential extension of the pair (E, ch) is a functor

M 7−→ Ě(M)

from the category of smooth compact manifolds (with corners) to the category of Z-graded
groups together with the natural transformations

1. R : Ě(M) −→ Ωd=0(M ;V ) := Ωd=0(M)⊗R V (the curvature);

2. cl : Ě(M) −→ E(M) (the underlying class); and

3. a : Ω(M ;V )/im d −→ Ě(M) (the action of forms),

with d the usual exterior derivative. The natural transformations R, cl and a are required
to satisfy
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1. the diagram

Ě(M) E(M)

Ωd=0(M ;V ) H(M ;V )

cl //

ch

��

R

��
deR //

commutes, with deR the map induced by the de Rham isomorphism;

2. R ◦ a = d;

3. a is of degree 1; and

4. the sequence

E•−1(M)
ch−−−→ Ω•−1(M ;V )/im d

a−−→ Ě•(M)
cl−−→ E•(M) −→ 0 (C.1.1)

is exact.

Example C.1.2. As a first example of a differential extension, observe that any character
functor (Definition 2.2.1) defines a differential extension of integral singular cohomology.
The Chern character in this case is the map HZ→ HR induced by the coefficient inclusion
Z ↪→ R.

In the case that the underlying cohomology theory E is multiplicative (i.e. is valued in
Z-graded rings) and the Chern character is a homomorphism of graded rings, one can also
require that a differential extension also respects the ring structure.

Definition C.1.3 ([7]). A differential extension Ě of a multiplicative cohomology theory
(E, ch) is multiplicative if

1. Ě is a functor to Z-graded rings;

2. R and cl are multiplicative; and

3. a(ω) · x = a(ω ∧R(x)) for all x ∈ Ě(M) and ω ∈ Ω(M ;V )/im d, with · the product
on Ě(M).

Example C.1.4. The differential characters of Cheeger-Simons (Definition 2.2.4) give a
multiplicative differential extension of ordinary integer-valued singular cohomology.

There is a special pushforward map for differential extensions that plays a central role in
obtaining the Bunke-Schick uniqueness results. Observe that any generalised cohomology
theory E has an S1-integration map∫̂

S1

: E•(M × S1) −→ E•−1(M),

that plays the role of the suspension map (see [6, Section 1] or p. 108). Passing to
differential extensions, the corresponding extra structure is

Definition C.1.5. A differential extension Ě of (E, ch) has S1-integration if there is a
natural transformation ∫̂

S1

: Ě•(M × S1) −→ Ě•−1(M)
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compatible with the natural transformations R and cl and the S1-integration maps on
differential forms and on E. One also requires

1.
∫̂
S1 pr∗M x = 0 for each x ∈ Ě•(M); and

2.
∫̂
S1(idM ×t)∗x = −

∫̂
S1x for all x ∈ Ě•(M × S1), with t : S1 → S1 the (orientation-

reversing) map given by complex conjugation.

It turns out that under certain mild conditions on the underlying cohomology theory E,
any multiplicative differential extension of E has a canonical choice of S1-integration [6, 7].

This section is concluded by recording an important consequence of the axioms. Since
differential extensions contain differential form data they are not homotopy invariant in
general; the homotopy formula expresses this failure to be homotopy invariant in terms of
differential form data.

Theorem C.1.6 (Homotopy Formula). Let Ě be a differential extension of (E, ch). If
x ∈ Ě(M × [0, 1]) and ςt : M →M × [0, 1] is the slice map ςt(x) := (x, t) then

ς∗1x− ς∗0x = a

(∫̂
[0,1]

R(x)

)

where
∫̂

[0,1] denotes integration over the fibre with respect to the canonical orientation on

[0, 1].

For a proof, see [7, Theorem 2.6].

Remark C.1.7. If one suppresses the relevant pullback maps, observe that any form ω on
M × [0, 1] is of the form ω = f · α ∧ dt + g · β for some forms α, β on M and smooth
functions f, g on M × [0, 1]. By Definition B.1.2,∫̂

[0,1]
ω :=

∫
[0,1]

f dt · α

whereas if ∂t is the canonical vector field on [0, 1] and ςt : m 7→ (m, t) is the slice map∫ 1

0
ς∗t ı∂tω dt =

∫ 1

0
ς∗t (fα) dt =

∫ 1

0
f dt · α =

∫̂
[0,1]

ω.

The Homotopy Formula may then be restated as

ς∗1x− ς∗0x = a

(∫ 1

0
ς∗t ı∂tR(x) dt

)
,

which is the form used in Section 4.2.2.

C.2 Uniqueness of differential extensions

The following result on uniqueness of differential extensions is due to Bunke and Schick.
It was proved originally in [6] and appears also in [7].
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Theorem C.2.1 ([6]). Suppose E is a multiplicative generalised cohomology theory that
is rationally even, i.e. E2k−1(pt)⊗Q = 0 for all k, and that Ek(pt) is a finitely-generated
abelian group for all k ∈ Z. Then if Ě′ and Ě are any two differential extensions of E
with S1-integration, there is a unique natural isomorphism Ě′ → Ě compatible with all the
structure (including the S1-integration).

If Ě′ and Ě do not have S1-integration, there is still a natural isomorphism of the even-
degree parts.

If Ě′ and Ě are both multiplicative, the natural isomorphism is also multiplicative.

It is important to notice that the S1-integration plays a crucial role in this result. In [6],
it is shown that without such a map there is an infinite family of differential extensions of
the odd-degree part of K-theory that have non-isomorphic group structures.

Observe also that the hypotheses of Theorem C.2.1 are satisfied by topological K-theory
on compact manifolds (with corners), so as a special case one obtains

Theorem C.2.2 ([6]). Suppose Ǩ ′ and Ǩ are differential extensions of complex K-theory.
Then there is a unique natural isomorphism Ǩ ′even → Ǩeven compatible with all the struc-
ture.

If both extensions are multiplicative this isomorphism extends uniquely to a multiplicative
isomorphism Ǩ ′ → Ǩ compatible with all the structure.

If both extensions are equipped with S1-integration this isomorphism extends uniquely to
an isomorphism Ǩ ′ → Ǩ compatible with all the structure, including the S1-integration.

Since any two differential extensions of K-theory with S1-integration are uniquely isomor-
phic, any such differential extension is called (a model for) differential K-theory. Examples
include the Freed-Lott model [15] that uses complex Hermitian vector bundles equipped
with extra form data, the cocycle model of Hopkins and Singer [26], and a model due to
Bunke and Schick that uses geometric families of Dirac operators [5]. The Simons-Sullivan
model reviewed at the beginning of Chapter 4 (see also [38]) gives a differential extension
of even K-theory and hence a model for even differential K-theory. For a detailed survey
of existing models of differential K-theory see [7].
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