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Abstract 

Nearshore processes along the sandy beaches of Adelaide are driven by the prevailing 

wind and waves. While the narrow entrance of Gulf St. Vincent and the shallow waters 

attenuate the ocean swell waves, the locally generated southerly to south-westerly waves 

are behind the net northward littoral drift transport. An important factor in the generation 

of local waves are the sea breezes, which for Gulf St Vincent result from a combination 

of a southerly ocean breeze and westerly gulf breezes, and a key question in this time 

when the climate is said to be changing is whether there is evidence that these sea 

breezes are changing. 

This study, therefore, investigates the existence of long-term changes to the gulf breeze; 

hereafter referred to as the sea breeze, over the period of August 1955 to June 2008.  

In the study of the local climate a set of criteria were developed to define and identify 

the sea breeze days on which the locally generated coastal winds are generally dominant 

in the afternoon. Considering the limitation of meteorological observations, the criteria 

employed the three-hourly near surface data, the 12-hourly upper air levels recorded 

data, and the surface temperatures of Gulf St. Vincent, provided by Advanced High 

Resolution Radiometer (AVHRR).  

Applying the methods, the period of study is divided into sea breeze and non-sea breeze 

days, where the characteristic afternoon wind in both categories is analysed. Although 

the annual percentage of observed sea breeze cases does not show any significant change 

over the period of the study, the results have demonstrated the presence of an increasing 

trend in the intensity of afternoon winds, more evidently for the selected sea breeze 

days.  

Through regression analysis of the results, the rise of the southerly component of the 

wind has been found to have a strong correlation with the surface temperature of the 



ii 

 

land, whereas the growth of the westerly component was not correlated with any local 

climate drivers.  

Following this important result, the study then went on to determine what might be 

driving this change. As the importance of urbanization on the climate of wind has been 

extensively studied by previous researchers, the growth of the Adelaide metropolitan 

area was conjectured to affect the wind climate at the planetary boundary layer. 

A next-generation mesoscale numerical model, Weather Research and Forecasting 

(WRF), was employed to simulate the climate of the area with and without the 

metropolitan area of Adelaide, where the city was replaced by the native vegetation of 

the land. From the simulations it appears that the westerly components of the winds are 

strongly affected by changes to the nature of the land, due to a combination of changes 

to the surface roughness length and modification of the surface heat budget components. 

The main findings of the statistical and numerical study of the wind climate of Adelaide 

are: 

1. The wind climate in and around Gulf St. Vincent has shown a statistically 

significant change over the last 50 years. 

2. While there has been no significant change in the number of sea breeze days, the 

current wind climate has significantly higher wind speeds more evidently on sea 

breeze days. This is likely to have an important effect on the coast, particularly if 

the trend continues. 

3. Through the component-wise analysis of wind, the change in the intensity of 

south-north component of wind intensity was found to be correlated to the 

increasing trend of land surface temperature. This is likely to explain one of the 

key drivers of the change in wind climate. 
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4. A numerical modelling exercise demonstrated the importance of the growth of 

the metropolitan area of Adelaide with the change in surface roughness and the 

change to the surface energy budget being two key elements of the change. 

In the end, there is still a need for future study to examine the possible effects of 

prolonged changes of wind characteristics on the dynamics of the shoreline, particularly 

in regard to the littoral sediment transport system.   
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1. Introduction  

1.1. Background and motivation for the research 

The dynamics of over 30 kilometres of coastline at Adelaide (Figure 1.1), South 

Australia, are very vulnerable to changes in the wind and wave climates. The issue is 

made more urgent as unwise coastal developments have altered the dynamics of the 

coast to such extent that, nowadays, the natural coastal processes do not sustain the 

beaches. Each year the placement of over 160,000 cubic metres of sand at strategic 

locations on the beaches is required to protect the coastal infrastructure and maintain the 

coastal sand dune buffers(Tucker et al., 2005). 

The wave-induced littoral drift is the most important sand movement mechanism in the 

nearshore zone, with the combination of wind-generated currents, mainly produced by 

south-westerly winds, and northerly tidal currents moving the sands in a net northward 

direction.  

As a locally generated wind, the sea breezes not only affect the wave climate but also 

contribute to the wind-blown formation of sand dunes. These breezes are created as a 

result of temperature differences between the land and sea surface and therefore are very 

sensitive to the temperature of the land surface.  

A study by Plummer et al. (1995) suggests that, since 1950 the average annual 

maximum and minimum temperatures of South Australia have increased by 0.1 - 0.2 ⁰C 

and 0.2 - 0.3 ⁰C per decade, respectively. Moreover, the results of simulation of the 

Australian continent with pre-European vegetation by Mcalpine et al. (2007), confirm 

the important role of land surface cover on near surface wind speed as it modifies the 

roughness length of the surface as well as the surface evaporation and latent and sensible 
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heat flux. The results show an overall increase of 0.2 m s
-1

 in the 10 m height wind 

speed of South Australia. 

It is also relevant that for the cities located in the vicinity of the coast, the interaction of 

urban heat island and sea-land breeze circulation has been observed to affect the sea-

land circulation pattern. It can change the sea breeze wind speed and the timing of its 

arrival (Yoshikado, 1992). 

The combination of the abovementioned factors and the globally increased mean sea 

level is likely to change the wave climate of the sandy shoreline of Adelaide (Tucker et 

al., 2005). The combination of concerns regarding the local coastal climate, increasing 

land temperatures, rising sea level pressure and the effects of urbanization and land 

cover change inspired the current research to study the sea breeze characteristics of the 

Adelaide coastline since 1955 using the record of local meteorological observations.  

1.2. Research scope and Objective 

The metropolitan city of Adelaide, with a population of 1.23 million, is the fifth-largest 

city of Australia. It is located between Gulf St Vincent to the west and the low-lying 

Mount Lofty Ranges to the east, with over 30 km of shoreline that is oriented 

approximately north-northwest/south-southeast. The sandy beaches of Adelaide are 

impacted by sea waves generated mainly by the west-southwest winds (Tucker et al., 

2005). The climate of Adelaide has been described as Mediterranean with hot, dry 

summers and mild wet winters. Figure 1.1 shows Adelaide and the surrounding areas of 

interest. 

The Gulf is relatively shallow with the deepest part being up to 40 metres. It is joined to 

the Southern Ocean through the deep and narrow Backstairs Passage and Investigator 

Strait. The presence of Kangaroo Island restricts and attenuates the entrance of large 

ocean swell that leaves the sandy beaches responsive to changes of locally generated 

waves.  



Introduction 

 

3 

 

 

Figure 1.1. The location of metropolitan Adelaide (Google Earth) 

The significant wave heights of the Gulf rarely exceed 2 metres while for 50% of the 

time the significant wave height is 0.5 metres or less. These waves, which strike the 

coastline at an oblique angle, are generated by predominantly south westerly winds 

(South Australian Coast Protection Board, 1993) and induce a littoral sediment transport 

in that direction. These winds, as demonstrated by Physick and Byron-Scott (1977), are 

a combination of westerly sea breezes from Gulf St Vincent (gulf breeze) and southerly 

breezes from the Southern Ocean, known as the ocean breeze.  
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Although the arrival time of these two breezes is different, by late in the afternoon they 

integrate and generate a south-westerly wind. These breezes have been observed to 

arrive as early as 07:00 ACST (Australian Central Standard Time) and cease as late as 

21:00. As far as the previous observational study of sea breeze of Adelaide goes, the 

wind on the eastern side of the Gulf turns to an onshore direction in the early morning, 

which is associated with the arrival of the gulf breeze and reaches its maximum velocity 

before noon, followed by a decrease in speed until mid-afternoon when the maximum 

ocean breeze hits the land. The arrival of the gulf breeze is associated with a drop in 

temperature and a rise in humidity. Due to the shallow depth of the Gulf, and relatively 

warmer water, the breeze generated over the Gulf carries moist air, while the ocean 

breeze arrival is denoted by the arrival of a late cool and drier air mass. 

The importance of locally generated waves on the sand transport of the Adelaide coast 

has been stressed in a number of reports commissioned by the Department of 

Environment, Water and Natural Resource of the Government of South Australia 

(Cooper and Pilkey, 2012). As one of the main driving forces behind the locally 

generated waves, a long-term change to the sea breeze characteristic is considered to 

have a significant role on the Adelaide coastal process and beach morphology. This fact 

prompted the current study of the available meteorological records in order to identify 

any possible changes to the sea breeze system. As part of the project, the considerable 

urban growth of the city and land cover alteration of the surrounding areas after 

settlement was also investigated as it was believed to amplify the local changes to the 

climate of the region. 

The central question is whether there is any local change to the climate of sea breeze 

over the Adelaide metropolitan areas due to urbanization and anthropogenic land cover 

change and, if so, how serious it is. 

To achieve the answer, this study develops a selection algorithm to detect sea breeze 

occurrences for the period 1955-2008 (where the data are available). The Adelaide 
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Airport station, with the longest surface level and upper air level records, has been 

chosen as the key station as it is close to the shoreline, and a fully developed sea breeze 

with inland penetration arrives at the station in the afternoon. These sea breezes 

normally reach the land a few hours after the time that the maximum temperature 

gradient over the land and sea occurs. The rotation of wind from an offshore to onshore 

direction is the main indication of the arrival of sea breezes. An observational study 

performed by Physick and Byron-Scott (1977), illustrated the sea breeze features, 

including the effects that occur on the other side of the Gulf. For the locally generated 

winds over the Gulf, the onshore component of the wind has been observed to accelerate 

to its maximum intensity sometime in the afternoon. The general behaviour of wind on 

sea breeze days was compared for two coastal stations at both sides of the Gulf. In line 

with the overall objective of the study, the time of start, cessation and the maximum 

wind occurrence is discussed.  

To examine the contribution of urbanization in the meso-scale climate of the sea breeze, 

numerical modelling was utilized to simulate the weather of the region. The model’s 

performance was validated using observed meteorological records. Different land cover 

scenarios were simulated and the results compared to estimate the possible modification 

to the meso-scale weather of the region due to human activities. 

1.3. Overview of Thesis 

This research is designed to provide an understanding of the sea breeze climate of 

Adelaide and the progressive change in it as a result of the continuous growth of the 

urban area. It includes the following chapters: 

Chapter 2. Literature review: The main focus of this chapter is an extensive review of 

previous work on global climate change, urban heat island and their impacts on the 

coastal cities weather. It includes an extensive explanation of the parameters and 

processes involved in the alteration of near surface climate as result of land cover 
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change. Examples of observation and numerical studies of climate of numbers of cities 

(including Australia) are presented.  

Chapter 3: The climate of the study area: This chapter looks at the climate of the area, 

and specifically the wind climate. The major climatic drivers of South Australia are also 

defined in this chapter. 

Chapter 4. Detection and Validation of Sea Breezes: In this chapter meteorological data 

from Adelaide Airport station are investigated to select sea breeze events for the 

duration of 1955 to 2008 while  observational record from Edinburgh meteorological 

station on the other side of the Gulf St Vincent are used to evaluate the selection 

algorithm. The changes in the wind characteristics on selected days are demonstrated 

and, where possible, the timing of sea breeze onset and cessation is determined. Since 

some of the climate oscillations of oceans have been observed to have an impact on the 

weather of coastal cities, the change of sea breeze properties such as intensity was tested 

against some relevant indices such as the SOI (Southern Oscillation Index). 

Chapter 5. Modelling the urban weather: The numerical model, Weather Research and 

Forecasting (WRF) is explained, configured and utilized to reproduce the weather of the 

Adelaide region. After the evaluation of the model’s performance, the effect of 

urbanization on local weather of the city is explained using the result of two simulations. 

The contribution of land cover change on the structure of wind, more specifically during 

warmer months with more frequent sea breeze cases, is analyzed in this chapter. 

Moreover the changes to the wind regime of observed sea breeze days (from the 

selection algorithm) of simulation period are discussed at the end. 

Chapter 6. Summary and Conclusions: The importance of sea breeze study for Adelaide 

coastline is set out and the impact of urbanization on sea breeze change is quantified, 

using the results from the previous chapters and finally the areas for further studies are 

recommended.
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2. Literature Review  

2.1. Introduction to Adelaide Coastal Climate 

The Adelaide plains are located in South Australia, between Gulf St Vincent and the 

Mount Lofty ranges. The climate of the plains is described as Mediterranean, with warm 

and dry summers and wet and cool winters. The coastline consists of fine to medium 

grade sands that, before the European settlement in 1836, was formed as sand dunes 

with an average width of 200 to 300 metres and a height of up to 15 metres. With the 

development of the Adelaide metropolitan area, and predominantly after the 1920’s, the 

dunes were mined and levelled and vegetation removed for residential purposes. The 

unstable condition of sand dunes resulted in major damage of near-shore properties in 

the 1940’s and 50’s storms (Tucker et al., 2005). 

Most of Adelaide’s current metropolitan shoreline is exposed to slow littoral drift and a 

net northerly movement of sand, driven by wave action. These low to medium energy 

waves are generated by south westerly winds that blow over Gulf St Vincent and in 

summer months are dominantly controlled by the arrival of sea breezes. These sea 

breezes are composed of westerly winds from Gulf St Vincent, called the gulf breeze 

and southerly sea breezes from over the Southern Ocean (Physick and Byron-Scott, 

1977).  

A study of Australian coastal zones by Voice et al. (2006), stresses the vulnerability of 

sandy beaches to the change of wave climate and rise in mean sea level. There have been 

a number of studies on the change of sea level on Australian beaches (Belperio, 1993; 

Watson, 2005; Church et al., 2006; Australian Bureau of Meteorology, 2010) suggesting 

an increase rate of 2.2 mm per year for inner Port Adelaide. On the other hand, wave 

climate is dominantly controlled by the sea breeze system. The following section 

describes the sea breeze climate and the local and global factors that contribute to the 

possible changes in its climate.  
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2.2. Sea breeze Circulation System 

The phenomenon of the coastal sea breeze has been noted from the earliest times. 

Aristotle, for example, planned the city of Alexandria in such a way that the alignment 

of the main streets was designed to make use of the cooling effect of the sea breeze, 

while still providing shelter from other less favourable winds (Watson, 2005). Later the 

term “sea-breeze” was mentioned in a book written in 1697 by Dampier which was first 

published by Argonaut Press in London (Dampier, 1927), however the theory of sea 

breezes has been extensively studied only since 1955, with the work by Clarke (1955)on 

sea breeze observations (Abbs and Physick, 1992). 

As a result of different thermal properties of the land and the sea, the land surface 

temperature increases more rapidly in the morning than the adjacent water temperature, 

producing a steeper thermal gradient over the land than over the sea in the lower levels 

of the atmosphere. This drives a cooling breeze known as a sea breeze which blows from 

the sea toward the land (Simpson, 1994). The sea breeze passing across the sea carries 

significant humidity and as it penetrates over the land it increases the relative humidity 

there. Onset of the sea breeze is followed by a drop in the surface temperature of the 

land (Sumner, 1977; Kala et al., 2010). In the presence of a light gradient wind, the sea 

breeze forms as a circulating flow with an offshore component, known as a return flow, 

in the upper levels of the atmosphere. The sea breeze depths can extend to a height of 

1000 m (approximately 900 hPa) above mean sea level on the South Australian coast 

(Stone, 1969; Finkele et al., 1995). Without the effect of gradient wind the horizontal 

expansion of sea breeze cells over the water is believed to be greater than those over the 

land as a result of smaller surface friction over water. The inland penetration of the sea 

breeze in mid latitudes can reach to maximum of 50 km, while in tropical and 

subtropical zones it has been observed to extend to 150 km (Abbs and Physick, 1992). 

Based on the driving processes, sea breezes can be characterized by an intensified wind 

from the offshore direction in the afternoon. During the night time, due to the greater 

cooling rate of the land, a reverse wind can blow from the land towards the sea: a land-
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breeze. The dynamics of the sea breeze circulation are affected by synoptic conditions 

and the presence of a moderate opposing gradient wind can modify the climatology of a 

sea breeze, delaying its inland penetration (Frizzola and Fisher, 1963). Bigot and 

Planchon (2003), for example, argue that a strong confronting synoptic wind with a 

speed greater than 6 to 8 m s
-1

 can disrupt sea breeze generation. 

Sea breezes have been observed to influence precipitation (Baker et al., 2001), air 

pollution (Grossi et al., 2000) and coastal processes (Masselink and Pattiaratchi, 1998; 

Masselink and Pattiaratchi, 2001). In fact, it has been suggested that there can be a 

significant impact from the sea breeze on locally generated waves as it can change the 

general sedimentation pattern (Psuty, 2005). As a demonstration of the importance of the 

sea breeze in some coastal locations, Hendrickson and MacMahan (2009) found that the 

presence of a sea breeze could increase the height of the waves by up to 25% in 

Monterey Bay, California. 

2.3. Geophysical variable that affect sea breezes 

There are a number of environmental parameters that affect the formation and 

characteristics of sea breezes; these parameters were summarized in work by Crosman 

and Horel (2010). These parameters are as shown in Figure 2.1. 
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Figure 2.1. Geophysical variable that control sea and lake breezes (Coriolis parameter f not 

shown) adapted from Crosman and Horel (2010). 

The key parameters are: 

 Ambient geostrophic wind: Geostrophic wind affects the sea breeze development 

and propagation. While a strong offshore geostrophic wind prevents sea breeze 

formation, a moderate one slows the penetration of sea breeze (Finkele et al., 1995; 

Finkele, 1998). In the study by Finkele (1998), for the Coorong region in South 

Australia, an offshore geostrophic wind of 7.5 m s
-1

 prevented any inland penetration of 

the sea breeze. 

 Atmospheric stability: Based on Monin–Obukhov similarity theory (Monin and 

Obukhov, 1954), the wind velocity at the height of z is influenced by the stability of the 

atmosphere at this level. This factor and the roughness length of the surface were 

included to correct the wind speed profile equation as below (Barthelmie, 1999):  

𝑈 =
𝑢∗

𝜅
[𝑙𝑛 (

𝑧

𝑧0
) − 𝛹 (

𝑧

𝐿
)]         (2.1) 

where Ψ is the stability correction to wind speed, 𝜅 is the von Karman constant, 𝐿 is 

Monin–Obukhov length and 𝑢∗ is the friction velocity.  
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 Atmospheric moisture: The cloudiness of the sky as a result of atmospheric 

moisture will obstruct the incoming solar radiation, leading to a relatively cooler surface 

that reduces the temperature difference between the land and water. 

 Water body dimensions: The width and the depth of the water body are the two 

main factors that determine the temperature of the water surface. It is mentioned by 

Physick (1976) that for larger bodies of water (lakes in his cases) the pressure gradient 

of attributed temperature difference is greater and results in comparatively greater 

propagation rate. 

 Terrain morphology (height and slope): The presence of hilly terrain can stop 

further inland penetration of the sea breeze (Abbs and Physick, 1992). It has also been 

found that the interaction of mountain and sea breeze circulations modifies, and in some 

cases intensifies, the near-surface circulations (Mahrer and Pielke, 1977).  

 Coriolis parameter: The presence of Coriolis force deflects the direction of wind 

away from the direction of pressure gradient force. The effect of Coriolis force is 

opposite in the northern and southern hemispheres. Masselink and Pattiaratchi (2001) 

have noted that the Coriolis force does not affect the sea breeze at the start , however the 

afternoon anti-clockwise shift of the wind is slightly associated with the presence of the 

Coriolis force. 

 Surface aerodynamic roughness length (zo): The friction force, as a product of 

surface roughness, determines the speed of near surface wind (Equation 2.1); therefore 

for the areas with greater roughness length, the sea breeze speed is relatively less than 

that over bare land covers.  

 Shoreline curvature: This factor determines the convergence or divergence of the 

sea breeze, which in some cities has been observed to generate a strong updraft, helping 

to clear the air pollution, while in some other cities, it produces a smog front (Abbs and 

Physick, 1992). 
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 The land surface sensible heat flux: Different properties and energy balances of 

the surface cause a different heating rate of the surface which leads to a pressure 

gradient force that operates from sea to land, which establishes the land sea temperature 

difference. Urbanization and land cover alteration are the main factors that are 

responsible for the change of land surface heat flux. As the city of Adelaide was built 

adjacent to a coastline, the development of the metropolis predominantly modifies the 

surface energy balance.  

2.4. Surface energy budget 

The importance of surface morphology and the thermal properties of land cover have 

been noticed in most urban climate research (Sailor, 1995; Kusaka and Kimura, 2000; 

Gero and Pitman, 2006; Lin et al., 2008; Chen et al., 2011). These parameters impact 

urban climate in different ways: change in surface energy balance due to alteration of the 

thermal properties of city buildings, reduction in leaf area index, change in albedo, and a 

change in long wave radiation emitted from the earth. 

The surface radiation budget is written as Equation 2.2 (Oke, 1988) in which 𝑄∗ is net 

radiation, 𝑄𝐻 is turbulent sensible heat flux, 𝑄𝐸 is turbulent latent heat flux and 𝑄𝑆 is net 

heat storage flux. 

SEHF QQQQQ *        (2.2) 

The 𝑄𝐹 parameter is describing any additional source of energy that is attributed to the 

nature of urban areas such as the energy perturbation of urban areas. Although 

urbanization is mainly responsible for a change of 𝑄𝐹, it should be noted that any change 

in the nature of the land modifies the surface evaporation and soil moisture and increases 

the heat storage capacity of the area. These facts lead to the formation of a relatively 

warmer near-surface atmospheric layer that is referred to as the urban heat island effect. 

Apart from temperature, the obstacle forms of buildings strongly influence the near 
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surface atmospheric layer known as roughness sublayer, especially at the city 

boundaries. It changes both the mean wind field and the turbulent field and the effects of 

the latter can extend to over several kilometres downstream and tens of metres upwards 

(Mestayer et al., 2003).  

2.5. Urban Boundary Layers  

The urban boundary layer (Figure 2.2), as part of the planetary boundary layer, consists 

of four layers: the urban canopy layer, roughness layer, inertial sub-layer and mixed 

layer (Oke, 1988; Rotach, 1993; Rotach et al., 2005). It is identified as a layer above the 

city surface with a height several times larger than the average building height. Its 

character is affected by the nature of the city (roughness and surface temperature). As 

Uno and Ueda (1988) observed in his study of the city of Sapporo in Japan, the urban 

boundary layer can reach a height of 59 m. The city of Sapporo has a population of 1.6 

million and an average building height of 25 m and the 30-40% of the city is covered by 

buildings. 
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Figure 2.2. The urban layer stratifications (after Oke, 1988)  

The urban canopy layer ranges from the ground to average height of buildings and 

includes the space between buildings and below the roof tops in which the climate is 

dominated by the surface thermal and aerodynamic nature of urban land cover (albedo, 

orientation, thermal property, etc.). The release of stored heat from the building surface 

of the urban canopy layer is slower than the rural environment and it increases the 

temperature difference between them, and reaches its maximum several hours after 

sunset (Johnson et al., 1991). Urban surface morphology studies emphasize the 

importance of the urban canopy layer in the development of urban heat island rather than 

the anthropogenic heat emission (Uno and Ueda, 1988; Arnfield, 2003; Zhang et al., 

2008).  

The roughness sub-layer with height of up to 5 times of the height of surface roughness 

elements (buildings and trees) is affected by the extended urban turbulent flow (Nelson 
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et al., 2007). In this layer, the turbulent flux of momentum, energy, moisture and 

pollution are height dependent. 

The inertial sub-layer, with a height of 10% of the height of urban boundary layer and 

located above the roughness layer, is where turbulent vertical fluxes are roughly 

constant, and the flow field is horizontally homogeneous hence under ideal 

circumstances (e.g. stationary conditions). The Monin–Obukhov (MO) similarity theory 

(Monin and Obukhov, 1954) is applied in this layer (Rotach et al., 2005; Nelson et al., 

2007; Castillo et al., 2011). 

The convective mixed layer, known as the urban outer layer and capped by an inversion 

layer, is where the convective mixing occurs on  a large-scale and its components and 

stability are driven by buoyancy forces (Castillo et al., 2011). 

At the inversion layer, at the top of the urban boundary layer, the vertical potential 

temperature gradient changes from negative to positive, unlike the layer beneath which 

makes it more distinguishable from the urban boundary layer and this inversion traps 

aerosols emitted from the earth’s surface. At the top of the inversion layer, the 

atmospheric potential temperature lapse rate turns positive, and makes the atmosphere 

above a homogeneous stable layer (Uno and Ueda, 1988). 

The structure of urban boundary layer is mainly controlled by urban morphology and 

radiation fluxes.  

2.6. Thermal Properties and the Urban Street Canyon Effect 

Changes to the thermal properties of the surface due to land cover modification from 

vegetation to artificial increases the absorption of short wave radiation during the day 

and therefore alters the re-emission of the long wave radiation during the night and 

creates what is referred to as a nocturnal urban heat island. Furthermore, a reduction in 

the evaporation rate due to faster water canalization and changes in the surface pavement 
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specifications modify the energy balance between latent and sensible heat and lower 

transpiration as a result of low vegetation cover. Canyon geometry has a multiple effect 

on the energy budget of the city by reducing the long wave radiation within city streets 

and reflecting the short wave radiation between the canyon surfaces. The sheltering 

nature of the canyon alters the turbulent transfer of heat inside the city canopy layer. 

Anthropogenic climate modification, due to heat and pollution intensification, releases 

heat to the atmosphere and changes the city energy balance (Johnson et al., 1991). 

Through a sensitivity test over the city of Taipei, it has been noticed that an increase of 

100 W m
-2

 in the simulation can increase the surface temperature of the surface by 

nearly 0.31 ⁰C (Lin et al., 2008).  

2.7. Urban Heat Island 

As cities develop, the land surface is modified from natural/semi-natural vegetation to 

buildings and roads. This modification has been observed to change the temperature of 

the air in the lower surface layer where higher temperatures have been recorded for the 

cities compared to surrounding rural/non-urbanized areas (Figure 2.3). This is known as 

an urban heat island. The main causative factors of heat island formation can be 

summarized as (Oke et al., 1991):  

1. Change of the surface substance: due to modification of land cover material the 

albedo, emissivity and heat capacity of materials alters, leading to greater sensible heat. 

On the other hand lower vegetative cover and the presence of surface water drainage 

systems in the urban environment reduce the evaporation from the surface and decrease 

the latent heat. 

2. Increase in anthropogenic heat and pollution: this factor impacts the incoming 

long-wave radiation receipt and warms up the urban environments.  
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3. Canyon effect of urban buildings: the presence of sheltering features of urban 

buildings modifies the heat transmission and short wave and long wave radiation 

through the streets.  

As the heat storage of materials that make up the surface of urban areas are greater than 

those of natural materials, and due to difference in net long wave radiation emission and 

thermal admittance between urban and rural environment at night time, urban areas are 

exposed to slower nocturnal cooling compared to the neighbouring rural area and 

consequently stay warm for some hours after sunset. This fact is known as a nocturnal 

urban heat island (Oke, 1981). 

                   

Figure 2.3. The Thermal Differential of City and its adjacent areas  (Goodman, 1999) 

However, as a result of shading effects of buildings in some cities surrounded by large 

urban parks the temperature has been observed to be comparatively lower than the 

neighbouring green areas during the daytime as a result of the shading effects of the 

buildings  and  this has been named as an urban cool island (Freitas et al., 2007; Shigeta 

et al., 2009). 

For the city of Adelaide, observations by Erell and Williamson (2007) over four months 

revealed a temperature difference of up to 9 ⁰C between a city park ring and the central 

business district (CBD), which happened mainly before sunrise. However, their  

observation of 9 day temperature of Adelaide CBD canyon in May 2000 (Erell and 
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Williamson, 2006) indicated  that on a sunny day, the temperature of near surface 

canyon of the CBD can be cooler than neighbouring suburbs up to 5⁰C. 

2.7.1. Heat Island Types and Circulation 

Based on the Voogt and Oke (2003) classification, there are three special types of urban 

heat island known as surface heat island, canopy layer heat island and boundary layer 

heat island.  

1. Surface Heat Islands, which can be typically depicted by thermal infrared image of 

cities, refers to the highest temperature of urban surface such as buildings and roads. 

2. The canopy layer heat island produced by streets micro-climate processes, in which 

the air temperature over the canopy layer is higher in urban areas compared to the 

natural surroundings. 

3. The boundary layer heat island, that is based at about roof level and in which the 

urban boundary layer can extend upwards, and in some cases can reach the height of 1 

km. 

The presence of a boundary layer heat island increases the depth or thickness of the 

urban boundary layer and creates an isolated atmospheric island over the city, known as 

urban plume, that leads to an internal thermal advection and consequently forms a wind 

circulation over the city (Oke, 1987; Eliasson and Holmer, 1990). Figure 2.4 shows the 

circulation over an urban area in calm weather conditions, with the crest of the profile 

approximately over the centre of the city. With a rise in the temperature differential 

between the city and its rural surrounding, the circulation intensity increases. Generally, 

the primary factors contributing to the intensity of heat island circulation are the size of 

the urban area, the temperature gradient between the city and surrounding area, and the 

basic stratification of the atmosphere (Yoshikado, 1992). The urban heat island 



The Climate of Study Area 

 

19 

 

circulation has been observed to start after sunset when the cooling process of the city is 

slower than that in the natural neighbouring areas (Eliasson and Holmer, 1990; Haeger-

Eugensson and Holmer, 1999). 

 

Figure 2.4. A schematic diagram of urban plum and the heat island circulation 

Although a light gradient of regional wind increases the vertical component of heat 

island circulation higher speed winds reduce the vertical component of urban heat island 

more abruptly than the horizontal component and lead to a decline of the circulation 

intensity. As the speed of local winds grow the boundary layer dome skews (becomes 

quite asymmetrical) along with the leeward shifts of the peak point and the height of 

heat island circulation decreases (Yoshikado, 1992; Freitas et al., 2007).  

2.7.2. Urban heat island impact 

Urban-modified climate of the city and formation of heat island circulation have a range 

of effects due to the increase of the air temperature and can cause damage to human 

health (Rosenzweig et al., 2005; Zhang et al., 2008). For instance urban heat island 

effects increase the number of heat wave cases and consequently has shown a higher 

potential for heat related mortality (Patz et al., 2005). The chemical processing of 

emitted pollutants  is  also affected due to rise in the temperature (Makar et al., 2006). 

Moreover, the stagnation of concentrated pollution over cities as a consequence of heat 

island circulation increases the smoke exposure impact on people (Dong and Dong, 

2012).  
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2.7.3. Characteristics of Urban Heat Island in Different Cities Worldwide 

There have been large number of urban heat island intensity studies in both northern 

hemisphere countries such as the United States, South Korea, Mexico and Greece 

(Jauregui, 1997; Kim and Baik, 2002; Cynthia et al., 2005; Han, 2008)and southern 

hemisphere countries such as Australia and Brazil (Morris and Simmonds, 2000; Freitas 

et al., 2007). Based on a city’s climate, size, population, distance from the sea and 

morphology, there can be a vast diversity in urban heat island characteristics as they 

differ in precipitation, anthropogenic modification intensity, urban ventilation, their 

thermal inertia and leaf area index. For instance, urban heat island intensity is larger in 

the dry season nights and this will vary with climate type. In Seoul, it is larger in autumn 

and winter (Kim and Baik, 2002)while in Mexico City it is larger during summer nights 

(Jauregui, 1997). 

There are a number of studies in which the presence of an urban cooling island have 

been recognized during the day and this has been related to urban canopy structure 

known as sky view factor In this case, building shadows decrease the direct solar 

radiation incident on the area and keep the city centre cooler than lower density 

suburban areas. An example of such phenomena is illustrated in Figure 2.5 from the 

study of urban cool island in Okayama city in Japan by (Yoshinori et al., 2009). 
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Figure 2.5. Temperature distribution in daytime of 13 of August 2009, Okayama city in Japan -

dark grey and brown shading represents commercial areas and mountain respectively 

(Shigeta et al., 2009) 

For Australian cities, in the 1970s different research efforts have been conducted on 

urban heat island observation that indicate the presence of a strong urban rural 

temperature difference of 6.8 °C over the city of Melbourne. For the city of Adelaide, 

with a population of 870,000 people in 1974, the city’s air temperature was observed to 

be 4.4 ⁰C higher than the surrounding rural area (Torok et al., 2001). In the most recent 

study of Adelaide canyon temperature that has been taken place over the period of 5 

months , the urban heat island intensity, measured as the difference between the 

temperature of the CBD and surrounding suburbs, has been observed to reach to up to 9 

⁰C after sunset, while the daily urban cool island (due to presence of urban canyon 

effect) can be as high as 5 ⁰C (Erell and Williamson, 2006; Erell and Williamson, 2007). 

For the city of Melbourne, it has been observed that for 75% of the days in the period of 

1973-1999, the city was hotter than its surroundings (Morris and Simmonds, 2000). 
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2.7.4. Interaction of Urban Heat Island and Sea breeze 

For cities located in the neighbourhood of the coast, the urban heat island circulation, 

attributed to the presence of the city, interacts with the sea breeze circulation 

(Yoshikado, 1994; Ohashi and Kida, 2002; Cenedese and Monti, 2003; Freitas et al., 

2007). A numerical study by Ohashi and Kida (2002) suggests that the interaction 

normally happens in the morning and intensifies the sea breeze circulation and with the 

inland penetration of sea breeze acting similarly to regional wind, shifts the centre of 

heat island circulation toward the inland suburban areas. However a numerical study by 

Dandou et al. (2009) emphasizes on overall decrease of surface wind intensity as a result 

of building frictional effects. The significance of the interaction is governed by the 

combination of the the size of city, its distance from the coast and the intensity of urban 

heat island (Yoshikado, 1994; Cenedese and Monti, 2003; Freitas et al., 2007). 

In small cities located along the shore (i.e. zero distance from the shore), the urban heat 

island circulation does not develop to the mature stage before the arrival of the sea 

breeze. As the size of the city grows and is shifted inland, the interaction between the 

sea breeze and urban heat circulation modify the onset, penetration and intensity of sea 

breeze. For a larger city a sufficient distance from the sea, the existence of rural-urban 

circulation over the inland side of the city (opposed to the sea breeze circulation) 

increases the sea breeze front intensity as it penetrates to the city and modifies the 

convergence flow pattern over the city (Yoshikado, 1992; Yoshikado, 1994; Cenedese 

and Monti, 2003; Freitas et al., 2007). On the other hand, the presence of cities prevents 

further inland penetration of the sea breeze. This, in addition to the change of surface 

roughness, is a result of sea breeze and heat island circulation (Freitas et al., 2007). 

The stagnant region of the suburban area on the inland side of a coastal city and the 

presence of heat island circulation leads to a delay in the inland penetration of the sea 

breeze which, as a consequence, has a significant effect on the development of the 

daytime heat island. An expansion of the urban width increases the height of the thermal 

internal boundary layer and the vertical and horizontal velocity of circulation. The same 
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result is expected with an anthropogenic heat enhancement (Sarkar et al., 1998; 

Cenedese and Monti, 2003). 

A laboratory experiment by Cenedese and Monti (2003), reveals the effect of sea breeze 

on sea breeze circulation to be similar to the impact of a regional onshore flow as it 

moves the centre of heat island plumes, where the urban heat island intensity controls 

the magnitude of the shift. Figure 2.6, taken from their work, illustrate the deformation 

of heat island circulation in the presence of a sea breeze. This fact has also been 

concluded in a numerical study of the interaction of sea breeze and urban heat island by 

Yoshikado (1992). 

 

Figure 2.6. An example of the longest trajectories that originated upwind (open circles) and 

downwind (full circles) of the plume axis in the presence of a sea breeze, taken  from a study by 

Cenedese and Monti (2003), x/D = 0 represents the centre of the urban area. 

Although there has been much research on the interaction of urban heat island and sea 

breeze circulation (Yoshikado, 1992; Yoshikado, 1994; Kambezidis et al., 1995; Sarkar 

et al., 1998; Kusaka and Kimura, 2000; Marshall et al., 2004; Childs and Raman, 2005; 

Freitas et al., 2007; Chen et al., 2011), the contribution of long-term modification to the 

characteristics of the sea breeze has not yet been covered in any study.  Therefore, as 

one of the objectives of the current study, there was a substantial need to develop an 
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algorithm to identify sea breeze cases for as long a time period as possible for which the 

appropriate meteorological observations were available. 

2.8. Sea Breeze Detection Methods 

Identification of sea breeze days has been an objective of many previous studies (Stone, 

1969; Borne et al., 1998; Furberg et al., 2002; Bigot and Planchon, 2003; Dunsmuir et 

al., 2003), wherein most of them the characteristics of a sea breeze day have been 

studied. It is evident from these studies that the availability of meteorological data, 

topography and climate of the study area determine the accuracy of the selection method 

(Azorin-Molina et al., 2011).  

In most of the sea breeze day selection methods, the surface wind characteristics have 

been taken into account since the presence of an intense offshore wind prevents the 

formation of a sea breeze. Therefore the diurnal reversal of wind direction from offshore 

to onshore was used as an identifier for a sea breeze day in research carried out by 

different researchers (Stone, 1969; Steyn and Faulkner, 1986; Pattiaratchi et al., 1997; 

Borne et al., 1998; Tijm et al., 1999; Masselink and Pattiaratchi, 2001; Furberg et al., 

2002; Miller and Keim, 2003; Azorin-Molina and Martin-Vide 2007; Azorin-Molina and 

Chen, 2009). A rapid change in the intensity of wind was considered in some cases: 

Masselink and Pattiaratchi (2001) Azorin-Molina and Martin-Vide (2007) and Azorin-

Molina et al. (2011). 

An abrupt drop in the surface temperature of the land along with a sudden increase in the 

humidity can also be a feature of the onset of a sea breeze. Where records of autographic 

instruments such as hygrographs and thermographs are available, the formation of a sea 

breeze is, therefore, observable. This indicator was introduced in studies by Stone 

(1969), Sumner (1977), Physick and Byron-Scott (1977), Abbs (1986) and Azorin-

Molina et al. (2011). 
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In the study by Borne et al. (1998), a steady-state condition of the 700 hPa wind was 

included in the sea breeze day criteria, as the climate at this level was considered to be 

unaffected by the sea breeze circulation, whereas Dunsmuir et al. (2003) included the 

change of the 900 hPa wind as an indicator for sea breeze occurrence, since the sea 

breeze return flow has been observed to extend to this level. 

A day with a sky conditions known as broken sky (cloud cover of 5 to seven oktas) or 

overcast (8 oktas) is assumed to reduce the possibility of sea breeze occurrence as it 

slows down the heating process of the land. This factor, and the presence of a 

temperature gradient over the land and sea, was employed in studies by Furberg et al. 

(2002), Borne et al.(1998), Miller and Keim (2003) and Steyn (2003). 

In practice, researchers will use a combination of several of these identifiers. For 

example, Borne et al. (1998) used a set of six filters to determine a sea breeze day 

considering the change in the characteristics of the upper air level and surface level 

wind. They attempted to evaluate the accuracy of the method, by comparing the days 

they identified as sea breeze days with those of an independent researcher. Although the 

activities associated with the start of a sea breeze were neglected in their method, the 

comparison showed an agreement of greater than 75%. In fact, the difference between 

the number of sea breeze cases, are mainly attributed to the selection algorithm (Azorin-

Molina et al., 2011) and  cannot be referred to strictly as the accuracy of the method. 

Furberg et al. (2002), following the work of Steyn and Faulkner (1986), selected sea 

breeze days as those with a higher temperature over the land as the main factor, together 

with a dominant offshore wind during the night and early morning and an onshore wind 

during the daytime. Azorin-Molina et al. (2011) introduced two selection algorithms, 

where each was based on different aspects of sea breeze climatology. Their manual 

technique considered the shift in the wind direction as well as changes in temperature 

and relative humidity for a sea breeze occurrence, while their computer-based method 

examined different features of sea breeze processes in a day. Their methods were 

evaluated using the results of independent, previous researchers. The manual approach 
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was compared with the output of a method developed by a researcher from the regional 

climate group from the University of Goteborg (Sweden), while the computer-based 

approach was examined against a selection technique developed by Prtenjak and 

Grisogono (2007).  

One of the conclusions reached by Azorin-Molina et al. (2011) is that the selection of 

sea breeze days is strongly related to the criteria employed and yet, for a study where 

long-term patterns and behaviour are being sought, this is an issue. In terms of verifying 

a sea breeze detection method, it is not clear that simply comparing one method to 

another provides much benefit. There is a need, therefore, for a sea breeze detection 

method that can be verified based on meteorological arguments. This formed one of the 

aims of the current study.  

Simultaneously to the observational method on urban-modified climate of sea breeze, 

numerical simulations were provided to reproduce the sea breeze climate for different 

scenarios of adjacent land cover. These models help to investigate different possibilities 

and also project potential future climate changes. As part of the study, the contributions 

of urban land cover to the wind characteristic of sea breeze days were simulated and 

possible consequences were discussed. 

2.9. Numerical Simulation of climate  

With an increasing awareness of greenhouse impact on change to the climate of different 

regions, there has been a considerable interest by the scientific community in simulating 

complex physical systems using numerical models. The history of development of these 

models was described by Lynch (2008). These models, which are primarily developed as 

the General Circulation Models (GCM), use mathematical equations to simulate the 

interactions of the atmosphere, oceans, land surface, and ice on a global scale. The 

GCMs, also use Atmospheric Circulation Models as a core to provide the circulation of 

the atmosphere. To be able to simulate the regional climate, a downscaling approach was 
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used and the general analysis of global models were supplied as initial and boundary 

conditions for the Regional Climate Models (RCM), which employ the detailed 

topography and physical parameterization to simulate climate at the mesoscale level,  in 

higher resolution. 

The atmospheric models are principally governed by the physical conservations of mass, 

momentum and energy (Kiehl and Ramanathan, 2006). Different models use different 

approaches to solve the physical equations and therefore they require different types of 

data for validation Schneider and Dickinson (1974).  

The general form of conservation law in Cartesian coordinates can be written as 

Equation 2.3.  

𝑑Φ

𝑑𝑡
+ ∇. (𝐹 + ΩV)-H = 0         (2.3) 

in which, ∇ is divergence (shown in Equation 2.4 for velocity), Ω is any quantity (such 

as mass, energy and momentum), therefore ΩV  is the transport flux, F is flux of Ω in the 

absence of fluid transport and H is a source or sink of Ω. 

∇.v =
𝜕𝑢

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
+

𝜕𝑤

𝜕𝑧
         (2.4) 

Deriving the equation for heat of a single phase material, the amount of heat per unit 

volume is 𝜌𝑐𝑝𝑇, where 𝑐𝑝 is the specific heat (energy per unit mass per degree Kelvin) 

at constant pressure and T is the temperature. Considering the heat flux in the absence of 

transport as 𝐹 = −𝑘∇T, where k is the thermal conductivity and the heat transport flux 

is 𝜌𝑐𝑝𝑇 𝑉, the simple equation of conservation of the heat is  

𝑑𝜌𝑐𝑝𝑇

𝑑𝑡
+ ∇. (𝜌𝑐𝑝𝑇𝑉) = ∇. 𝑘∇T + H       (2.5) 
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in which H is the combination of all sources of heat (𝜌𝑄). For a constant 𝑐𝑝and 𝑘, and 

using Equation (2.3), this equation can be rewritten as  

𝑑𝑇

𝑑𝑡
+ 𝑉. ∇T = 𝜅∇2T + H/𝜌𝑐𝑝        (2.6) 

where 𝜅 = 𝑘/𝜌𝑐𝑝 , is the thermal diffusivity. 

Equation 2.5 is called the thermodynamic equation and, as mentioned, is in Cartesian 

coordinates. Expressing the equation of motion in pressure coordinates, where the 

coordinate of constant geopotential altitude is replaced by the isobaric surface, the scalar 

equation, considering the Coriolis force as 𝑓 = 2Ω𝑠𝑖𝑛𝜙, will be  

(
𝑑

𝑑𝑡
)

𝑝
=

𝜕

𝜕𝑡
+

𝜐

𝑎 cos 𝜙
(

𝜕

𝜕𝜆
)

𝑝
+

𝜈

𝑎
(

𝜕

𝜕𝜙
) + 𝜔

𝜕

𝜕𝑝
      (2.7) 

in which p is pressure, 𝜔 is vertical velocity in term of rate of change of pressure (i.e. 

𝑑𝑝

𝑑𝑡
.) and 𝜆,𝜙 represent longitude and latitude, respectively. 

Considering the flux form of the thermodynamic equation for atmosphere, the predictive 

equation for temperature can be written as Equation 2.8 (Kiehl and Ramanathan, 2006) 

in which Qrad is net radiative heating, 𝑉 is horizontal vector velocity, Qcon is net 

condensational heating, DH is diffusive and boundary layer heating.  

𝑐𝑝
𝜕𝑇

𝜕𝑡
= −𝑐𝑝𝑉. 𝛻𝑇 + 𝑐𝑝𝜔 (

𝜅𝑇

𝑝
−

𝜕𝑇

𝜕𝑝
) + 𝑄̃𝑟𝑎𝑑 + 𝑄̃𝑐𝑜𝑛      (2.8)  

Similarly conservation of mass leads to the continuity of atmospheric circulation as in 

Equation 2.9 (Kiehl and Ramanathan, 2006)  

𝜕𝜔

𝜕𝑝
= −𝛻.v           (2. 9) 
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The conservation of momentum, is obtained from Newton’s second law of motion and in 

the form of atmospheric circulation is written in Equation 2.10. 

𝜕𝑣

𝜕𝑡
= −v. ∇v − 𝜔

𝜕𝑉

𝜕𝑝
+ 𝑓𝑘 × v − ∇Φ + 𝐷𝑀      (2.10) 

where k, is the unit vector in the vertical direction, Φ is the geopotential (Equation 2.11) 

and DM = (Dλ, Dϕ) is the turbulent transfer of momentum.  

𝜕Φ

𝜕𝑝
= −

𝑅𝑇

𝑝
          (2.11) 

where, R is the gas constant. Equations 2.8, 2.9 and 2.10, along with equation of state 

2.12, and continuity equation for moist air 2.13, are the atmospheric primitive equations 

(Trenberth, 1992). 

𝑝 =
𝑅𝑇

𝑣
           (2.12) 

𝜕𝑞

𝜕𝑡
= −v. ∇q − 𝜔

𝜕𝑞

𝜕𝑝
+ 𝐸 − 𝐶 − 𝐷𝑞       (2.13) 

Development of climate modelling is facilitated by observational data, either from field 

or global satellites, or a combination of both, and the models are constantly evaluated 

against observational records. These models not only have been used to understand the 

atmospheric climatic system and forecast future possible climate, but have been 

performed to reproduce the mechanism of climate in past and more importantly to 

examine different case scenarios.  
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2.9.1. Regional Climate Models (RCMs) 

Regional Climate Models, as described by Pielke and Roger (2013), are mainly affected 

by surface terrain and topography such as valleys, sea and urban areas and their 

mesoscale features are forced by geographically- induced circulations.  

Similar to GCMs, a mesoscale model numerically solves equations of conservation of 

mass, energy and momentum, in limited area domains and therefore uses outputs from 

global climate simulations or analysis to derive their boundary condition information: a 

process called nesting. 

RCMs benefit from downscaling, either dynamical or statistical techniques to provide 

the ability of nesting for even higher resolution (Feser et al., 2011). The dynamical 

approaches, known as spectral nudging, utilize low-pass filtering methods to compute 

the reference climate at higher resolution, while the statistical downscaling applies 

statistical relationships to compute the inner nesting variable from nesting parents. In 

order to prevent any deviation arising between the global and the regional models as a 

result of downscaling, the widely used technique of spectral nudging is applied and was 

first suggested for use in regional atmosphere modelling by Von Storch et al. (2000).  

There are two interactive modes of one-way or two-way nesting approaches, of which 

the latter benefits from feedback of higher resolution information interactively while in 

the former, the information for the higher resolution is derived from coarser resolution 

regions (Giorgi and Mearns, 1991).  

Figure 2.7 shows a schematic of a nesting in a regional climate model within a global 

climate model (Rasch, 2012). 
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Figure 2.7. an example of Nesting in a regional climate model with the horizontal grid shown in 

black line, boundary of buffer zone in red line and vertical column indicating the 

atmospheric layers by the model, from Rasch (2012). 

Like GCMs, the regional models are also evaluated primarily using observational data; 

however intercomparison of models can significantly improve systematic errors and 

uncertainties.  

The history of mesoscale climate modelling and some case studies has been extensively 

explained by Pielke and Roger (2013).  

2.9.2. Application of RCMs 

Mesoscale models have helped scientists to understand regional climate processes and 

have been used in previous studies to test different hypotheses. The contribution of 

different regional forcings on climate variability was examined using RCMs (Rasch, 

2012). Furthermore the Earth’s physical geographical features at the mesoscale were 

simulated by RCMs. 

2.9.2.1. Simulation of Sea-land breeze  

The circulation of sea and land breezes over flat terrain has been the most studied 

mesoscale phenomena in both observational and theoretical method (Pielke and Roger, 

2013). It has firstly been modelled using a two-dimensional nonlinear numerical model 

by Estoque (1962) and followed by many since (Moroz, 1967; Physick, 1976; Mahrer 
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and Pielke, 1977). With an improvement in computing capability, three dimensional 

simulation of these phenomena was performed following Mcpherson (1970) in work on 

the effect of coastline irregularity on the sea breeze circulation. The important role of sea 

breeze in pollution distribution was also studied using three dimensional models (Pielke 

and Roger, 2013). 

2.9.2.2.  Simulation of Land cover change and urban Climate 

Like sea breeze circulation, the effects of urban circulation on local weather were 

simulated after the influence of urbanization on climate and consequently on human 

health were discovered. With an increasing number of pollution-related deaths, 

meteorological models have been used to simulate the transport and dispersion of 

pollutants as well as the effect of urban developments on the wind, temperature and 

moisture.  

The effect of heat islands on synoptic scale weather was modelled in a series of recent 

studies (Mihalakakou et al., 2004; Gero and Pitman, 2006; Freitas et al., 2007; Lo et al., 

2007; Han and Jin Baik, 2008; Simpson et al., 2008; Zhang et al., 2008; Cheng and 

Chan, 2012).  

Moreover the role of changes in land surface on climate change of different regions 

around the world was simulated using numerical models. For Australia, 200 years of 

change to the surface land use were simulated by Narisma and Pitman (2003), 

employing a mesoscale model (MM5), suggesting that change of native vegetation cover 

of the land to non-irrigated and non-harvested grass land reduces the surface evaporation 

and leads to rainfall reduction as well as increase in mean and maximum temperature. In 

a different study by Gero and Pitman (2006), the effect of land cover properties on 

storms in the Sydney basin were modelled and it was found that velocities within storms 

developing near the southern boundary of the basin, are greater with current agricultural 

land cover, compare to the native pre-European vegetation.  
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2.9.3. Weather Research and Forecasting Model (WRF) 

The National Center for Atmospheric Research (NCAR) is one of the pioneers in climate 

modelling, starting in the early 1960s and continuing with state of the art, 

comprehensive climate models. In the 1990’s the collaboration of NCAR, National 

Center for Environmental Prediction (NCEP) from the National Oceanic and 

Atmospheric Administration (NOAA), Forecast System Laboratory (FSL), the Air Force 

Weather Agency (AFWA), the Naval Research Laboratory, the University of Oklahoma 

and the Federal Aviation Administration (FAA) developed a next-generation mesoscale 

model, known as Weather Research and Forecasting (WRF) model, to serve both 

purposes of research and operational forecasting. The equations employed in the model 

are relatively simple, yet sophisticated enough to include cloud microphysics and land-

surface dynamics, to simulate complex atmospheric processes.  

The pre-processing system of WRF (WPS), converts the outputs of Global Data 

Assimilation System (GDAS) to an understandable format to be used as initial and 

boundary condition for WRF model.  

The WRF system is designed with two separate dynamical cores, the Non-hydrostatic 

Mesoscale Model (NMM) and the Advanced Research WRF (ARW), and offers 

numerous options to describe physical processes in the atmosphere and for energy and 

momentum exchanges with the land and sea surfaces. With the broad spectrum 

application across scales ranging from metres to thousands of kilometres, the modular 

single-source code of WRF is efficient in massively parallel computing environments 

(Janjic et al., 2010). 

2.9.3.1. The major feature of ARW and the governing equations 

The ARW core solves fully compressible Euler non-hydrostatic equations in a terrain 

following vertical coordinate system to simulate the three dimensional real-data 

atmospheric system with one-way, two-way or moving nest options. The numerous 

physics options of the model offer different categories of: 
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 Microphysics: this option provides atmospheric heat and moisture tendencies 

such as water vapour, cloud and precipitation processes. 

 Cumulus parameterization: the effects of shallow clouds and sub-grid-scale 

convection are performed here. 

 Planetary boundary layer (PBL) is responsible for unresolved turbulent heat 

fluxes due to eddy transport within the planetary boundary layer and throughout 

the atmosphere. 

 Surface layer: this scheme is responsible for friction velocity and exchange 

coefficient that enable the calculation of surface hat and moisture fluxes by the 

land surface models and surface stress in planetary boundary layer scheme.  

 Land surface model: provides heat and moisture flux over land points and sea-ice 

points, using atmosphere information from the radiation scheme, radiative 

forcing from radiation scheme and precipitation forcing from microphysics and 

cumulus scheme. 

 Atmospheric radiation: atmospheric heating due to the absorption, emission, 

reflection and scattering of shortwave and long wave radiation from the Sun and 

the ground and within the atmosphere are provided with these schemes.  

Four types of lateral boundary condition are possible within the model known as: 

symmetric, open, specified and periodic. The bottom boundary condition sets the normal 

velocity to zero while the top boundary enforces the Cartesian vertical velocity to be 

zero. 
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The interaction between the model’s physical parameterizations is shown in Figure 2.8. 

PBL represent planetary boundary layer scheme, SW and LW are shortwave and long 

wave radiation, SH and LH are sensible and latent heat, and Qv is mixing ratio for water 

vapour. 

 

Figure 2.8. The interactions between the five major physical parameterizations used in the 

WRF-ARW (Dudhia, 2010) 

Similar to Equation 2.7, the total derivation operator in any coordinate system can be 

written as  

(
𝑑

𝑑𝑡
)

𝑝
=

𝜕

𝜕𝑡
+ 𝜐⃗. ∇π + 𝜋̇

𝜕

𝜕𝜋
         (2.16) 

where 𝜋 represents the choice of coordinate system, 𝜋̇ =
𝐷𝜋

𝐷𝑡
 and 𝜐⃗ = (𝜐, 𝜈) is the two-

dimensional Cartesian wind vector. 

The ARW equations use the terrain-following hydrostatic-pressure vertical coordinate 

denoted by  and defined as  
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 =
𝑝ℎ−𝑝ℎ𝑡

𝑝ℎ𝑠−𝑝ℎ𝑡
=

𝑝ℎ−𝑝ℎ𝑡

𝜇
           (2.14) 

in which ph  is the hydrostatic component of pressure (at top is pht and surface is phs); 

and  decreases monotonically from 1 at the surface to 0 at the upper boundary layer of 

model domain.  

The flux form variables in the model are: 

𝑉⃗⃗ = 𝜇𝑑 v⃗⃗ = (𝜇𝑑u, 𝜇𝑑v, 𝜇𝑑w) = (U,V,W)      (2.15) 

Θ = 𝜇𝑑𝜃          (2.16) 

Ω = 𝜇𝑑𝜂̇          (2.17) 

where 𝜇𝑑 represents the mass of dry air in the column. 

Derived from first principles, the continuity equation and the Navier Stokes equations, 

the moist Euler equations for x,y,z momentums in the model are written as (Skamarock 

et al., 2007).: 

x-momentum: 
𝜕U

𝜕𝑡
+

𝜕(Uu)

𝜕x
+

𝜕(Vu)

𝜕y
+

𝜕(Ωu)

𝜕η
+ 𝜇𝑑𝑎

𝜕P

𝜕x
+

𝑎

𝑎𝑑

𝜕𝑃

𝜕𝜂

𝜕𝜑

𝜕x
= 𝐹𝑈   (2.18) 

y-momentum: 
𝜕V

𝜕𝑡
+

𝜕(Uv)

𝜕x
+

𝜕(Vv)

𝜕y
+

𝜕(Ωu)

𝜕η
+ 𝜇𝑑𝑎

𝜕P

𝜕y
+

𝑎

𝑎𝑑

𝜕𝑃

𝜕𝜂

𝜕𝜑

𝜕y
= 𝐹V   (2.19) 

z-momentum: 
𝜕W

𝜕𝑡
+

𝜕(Uw)

𝜕x
+

𝜕(Vw)

𝜕y
+

𝜕(Ωw)

𝜕η
+ g(𝜇𝑑 −

𝑎

𝑎𝑑

𝜕𝑃

𝜕𝜂
) = 𝐹W   (2.20) 

Also the conservation of heat, mass and water are as shown in Equations 2.21 to 2.23: 
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Conservation of heat: 
𝜕Θ

𝜕𝑡
+

𝜕(Uθ)

𝜕x
+

𝜕(Vθ)

𝜕y
+

𝜕(Ωw)

𝜕η
= 𝐹Θ    (2.21) 

Conservation of mass: 
𝜕𝜇𝑑

𝜕𝑡
+

𝜕U

𝜕x
+

𝜕V

𝜕y
+

𝜕Ω

𝜕η
= 0     (2.22) 

Conservation of water: 
𝜕Qm

𝜕𝑡
+

𝜕(Uqm)

𝜕x
+

𝜕(Vqm)

𝜕y
+

𝜕(Ωqm)

𝜕η
= 𝐹Qm

   (2.23) 

𝑄m = 𝜇𝑑qm with qm mixing ratio for water vapour, cloud, rain, ice . 𝑎𝑑 is the inverse 

density of the dry air and 𝑎 is the inverse density of the full parcel (1 𝜌⁄ ). 

The equation for material derivative of the definition of geopotential is written as  

𝜕φ

𝜕𝑡
+ 𝜇𝑑

−1(
𝜕(Uφ)

𝜕x
+

𝜕(Vφ)

𝜕y
+

𝜕(Ωφ)

𝜕η
− gW) = 0      (2.24) 

The hydrostatic equation used in the model is: 

𝜕φ

𝜕𝜂
= 𝜇𝑑𝑎𝑑          (2.25) 

and the equation of state is: 

p = p
0

(
𝑅𝑑𝜃𝑚

𝑝0𝑎𝑑
)

𝛾

         (2.26) 

where 𝛾 = 𝑐p 𝑐v⁄ =1.4 and p
0 

=1000 hPa with 𝜃𝑚 = 𝜃[1 + (Rv Rd)q
v

⁄ ] and where 

φ = gz is the geopotential, Θ is the potential temperature, p is pressure, F is forcing 

terms for U, V,W, 𝜃 (horizontal component of velocity in x, y direction, vertical 

component of velocity and potential temperature respectively).  

The Advection in WRF is simulated using the following equation: 
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𝜕𝜑

𝜕𝑡
= −

𝜕(Uφ)

𝜕x
= −U

𝜕𝜑

𝜕x
        (2.27) 

To include the map projection in the equations, a map scale ratio of earth is defined as 

𝑚 =
(Δx,Δy)

distance on the earth
 which redefines the momentum variable as U=𝜇𝑑u/𝑚, V=𝜇𝑑v/𝑚, 

W=𝜇𝑑w/𝑚 , Ω=𝜇𝑑𝜂̇/𝑚.  

The right hand side of Equations 2.18, 2.19 and 2.20 contains the Coriolis and curvature 

terms, which can be written as: 

𝐹𝑈𝑐𝑜𝑟
= + (𝑓 + u

𝜕𝑚

𝜕𝑦
− v

𝜕𝑚

𝜕𝑥
) V-eW cos𝛼𝑟 −

uW

𝑟𝑒
     (2.28) 

𝐹V𝑐𝑜𝑟
= − (𝑓 + u

𝜕𝑚

𝜕𝑦
− v

𝜕𝑚

𝜕𝑥
) U-eW sin𝛼𝑟 −

vW

𝑟𝑒
     (2.29) 

𝐹𝑊𝑐𝑜𝑟
= +𝑒(Ucos𝛼𝑟 − Vsin𝛼𝑟) + (

uU+vV

𝑟𝑒
)      (2.30) 

where 𝛼𝑟 is local rotation angle between y-axis and the meridians, Ψ is the latitude, 𝑓 =

2ΩesinΨ , = 2ΩecosΨ , Ωeis the angular rotation rate of the earth and 𝑟𝑒 is the radius of 

the earth. 

The meso-scale meteorological model, WRF, has been used in a variety of coastal 

situations to investigate this interaction between the ocean and adjacent coast. Studies 

have looked at the ability of the model to reproduce temperature behaviour (Giannaros et 

al., 2013) and to predict the comfort levels in the city (Giannaros and Melas, 2012). The 

effect of coastal circulation on pollutant transport has also been a focus of many studies 

(Challa et al., 2009; Yerramilli et al., 2010; Hernández-Ceballos et al., 2013). Others, 

not necessarily associated with coastal sites, have looked at modelling the effect of 

increasing temperatures due to the urban heat island effect and the implications for urban 
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infrastructure (Lin et al., 2008; Miao et al., 2009; Salamanca et al., 2010; Cheng et al., 

2012; Tomlinson et al., 2013).  

Performance of WRF models in precipitation forecast of Indian monsoon was compared 

against other atmospheric models (MM5, RSM, ETA) in a paper by Das et al. (2008) . It 

was shown that the WRF and MM5 models have performed better where the quantity of 

rainfall was favoured, however the distribution of rainfall was predicted relatively more 

accurately with RSM and ETA models.  

In Australia, the WRF model has been employed for different purposes, from 

reproducing a storm event in Sydney basin (Gero, 2006) to simulation of drought 

situations (Meng et al., 2011) and fire weather- the weather condition that increase the 

risk of large-scale bush fire- (Clarke et al., 2013) in south-east Australia. In addition, the 

performance of the model’s different schemes have been evaluated for different regions 

of the continent (Evans and Matthew, 2010; Evans et al., 2012; Andrys et al., 2013; 

Evans and Mccabe, 2013). 

The sensitivity of the model’s performance to physics parameterization on simulation of 

rainfall events in South-East Australia has been tested, using 36 multi-physics ensemble 

(Evans et al., 2012). The physics options of planetary boundary layer, cumulus, micro-

physics and radiation schemes were all tested. They concluded that in modelling the 

precipitation, the cumulus physics scheme plays a decisive role, while mean sea level 

pressure and wind are more sensitive to both cumulus and planetary boundary layers 

scheme. 

In a different study, WRF-ARW was implemented over the Houston area by Chen et al. 

(2011) to simulate the interaction between an urban heat island and sea breeze 

circulation. They applied the WRF models, coupled to an Urban Canopy Model (UCM), 

to simulate the UHI of the Houston metropolitan area. The models evaluation has shown 

an acceptable performance in capturing the nocturnal heat island intensity and diurnal 
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wind rotation, however the rate of rural daily temperature range were comparatively 

underestimated whereas the wind velocity at low level (below 1 km) was overestimated 

by 2-3 m s
-1

 . 

The overall performance of the models for different regions in the world is closely 

associated with the choice of the model’s physical schemes and the studied atmospheric 

variable and is advised to be evaluated against observations (Chen et al., 2011).  

2.10. Summary 

The present chapter has reviewed the previous studies of urban heat island and sea 

breezes in different cities and explained the state of the art numerical modelling that has 

been used to study development of these phenomena in past, present and future.  Apart 

from relatively old studies of Adelaide sea breezes, less is known about the 

characteristic of this phenomenon and its climate over the time. On the other hand, the 

development of the city of Adelaide has been recently observed to affect the near surface 

temperature. As the metropolitan of Adelaide expansion has been accelerated since 

1950, there is a potentiality for the sea breeze system to be affected by these changes. 

Therefore, the current study aims to investigate the changes to the sea breeze regime 

associated with human settlement along the coast of the city of Adelaide.  
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3. Climate of the Study Area 

3.1. Description of the Adelaide Metropolitan Area 

The city of Adelaide, located in the southern part of the Adelaide plains surrounded by 

Gulf St Vincent to the west and the Mount Lofty ranges to the east (of which the highest 

point is 726 metres above mean sea level) has a Mediterranean climate with warm to 

hot, dry summers and cool to mild winters. Humidity is usually low and oppressive 

conditions rarely last for longer than one or two days. With the current population of 

1.23 million (Australian Bureau of Statistics, 2011), the city is the fifth largest city of 

Australia. Since 1955 the metropolitan area has shown an extensive increase of over 

700,000 in population with relatively minor growth in the central business district. The 

Adelaide metropolitan coastline is approximately 30 km long from Kingston Park to 

Outer Harbor and oriented approximately from north-northwest to south-southeast.  

3.2. The main feature of climate in Adelaide  

The location of the sub-tropical high pressure ridge is mainly responsible for the aridity 

of most of the continent and determines the climate of Australia. The counter-clockwise 

wind circulation around anticyclones in the southern hemisphere generates a general 

westerly flow on the southern part of the sub-tropical ridge which is normally centred 

between 30⁰ and 35⁰ S in winter and moves to between 35⁰ and 40⁰ S in summer. In 

southern Australia, the occasional slow-moving anticyclones generate prolonged periods 

of excessive hot weather known as heat-waves, which normally occur in much of the 

inland areas; however the coastal regions can also be affected by this extremely hot 

weather for a few days. A lack of major topographic obstructions in Australia allows the 

occasional band of moisture and cloud to extend from the northwest to the south of the 

continent which brings rainfall to southern Australia. In the period from 1977 to 2000, 

the average daily maximum temperature and rainfall for Adelaide varied from 15.2 ⁰C 
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and 79.9 mm in July to 29.3 ⁰C and 12.7 mm in February (Australian Bureau of 

Statistics, 2012).  

3.2.1. Wind climate 

The seasonal wind-rose for 9 am and 3 pm for Adelaide airport station from 1995-2004 

are shown in figure 3.1.  

Although the morning wind of autumn and winter months blows from the north and 

north-east direction, there is not any dominant direction for the 9 am winds of warmer 

seasons, however as shown in Figure 3.1, around 40 percent of afternoon wind in 

autumn and spring and more than half of the afternoon winds in summer has been 

observed to arrive from a south-westerly direction. The sea breeze flow in these months 

contributes most of the south-westerly component. 

 

 

 

Figure 3.1.a. Seasonal wind rose in Adelaide for summer, 9 am on left and 3 pm on right  

(Australian Burea of Meteorology, 2014a) 
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Figure 3.1.b. Seasonal wind rose in Adelaide, 9 am on left and 3 pm on right (Australian Burea 

of Meteorology, 2014a) 
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During the warmer months, another common wind, known as a gully wind is 

experienced mainly at night from the adjacent foothills of the Mount Lofty ranges, 

occasionally extending to several kilometres westward. Gully winds are basically the 

north-easterly winds that have been funnelled by the gullies of the western side of the 

Mouth Lofty ranges (Sha et al., 1996). 

3.3. South Australian Major Climate Drivers 

Although the climate of South Australia differs from one year to the next, there are a few 

atmospheric phenomena that mainly control the general climate of the region. The main 

climate drivers for South Australia are listed and discussed in the following sections 

(Australian Bureau of Meteorology, 2010) . 

 

. 

Figure 3.2. Climatic drivers of Australia (Australian Bureau of Meteorology, 2010) 

3.3.1. The El Niño Southern Oscillation 

 The well-known El Niño Southern Oscillation (ENSO) has been measured using the 

pressure difference between Tahiti and Darwin, and is normally related to the change of 

surface temperature of the equatorial Pacific Ocean. This oscillation cycles between two 
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extremes of El Niño and La Niña. For Australia the El Niño phase is associated with 

droughts, while La Niña years bring more rainfall and floods (Australian Bureau of 

Meteorology, 2010). Although there have been more studies on the effects of the 

Southern Oscillation events on rainfall in Australia, as it generally affects the pressure 

system over the continent, hypothetically, there is a possibility that the South Australian 

temperature is influenced by this phenomenon. It has also been reported that presence of 

either of the phases lowers the sea surface heights of Australian southern coasts as a 

result of the existence of anomalous longitudinal subsurface flow (Holbrook et al., 

2009). 

3.3.2. The Indian Ocean Dipole 

This climatic system, similar to the Southern Oscillation, is defined using the 

temperature anomalies of the western equatorial Indian Ocean and the eastern part. 

When it is in phase with ENSO it enhances the impact of El Niño and La Niña events 

over Australia and while out of phase ENSO and IOD lessen their impacts. 

A positive IOD (Indian Ocean Dipole) was observed to reduce the rainfall amount over 

Southern Australia whereas a negative value increases it. 

3.3.3. Southern Annular Mode 

Known as Antarctic Oscillation (AAO) the Southern Annular Mode is characterized by 

north – south movement of the westerly wind belt across the south of the Australian 

continent that influences the strength and position of cold fronts and mid-latitude storm 

systems. A positive value of the AAO Index represents strong westerly winds towards 

Antarctica and normally weakens the higher pressures and westerly winds over southern 

Australia, whereas a negative value shows the presence of westerly wind bands that 

expand towards the equator and bring stronger low pressure systems over southern 

Australia with an increase in storms and rains. 
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The Southern Annular Mode indices have been recorded since 1979 and are available 

through the Climate Prediction Center of the National Oceanic and Atmospheric 

Administration (Climatic Prediction Center, 2005). 

3.3.4. Sub-Tropical Ridge 

The sub-tropical ridge is a band of high pressure which is a major driver of southern 

Australia’s climate and mainly brings cold fronts in winter and produces fine and dry 

weather in summer. Although the location of the ridge varies from the central part of 

Australia during winter to the southern part of the continent in summer, the daily 

latitudinal movement of the ridge is very small; however as argued by Drosdowsky 

(2005) some studies suggest a shift of 3 degrees south to the summer’s centre of the 

ridge in the long-term, which has brought more droughts to Tasmania. 

A study by Williams and Stone (2009) reveals the significant effect of the monthly 

anomaly of the latitude of the ridge (L as it has been referred to) on seasonal rainfall of 

Australia. They also suggest the presence of a significant relation between L and the 

Antarctic Oscillation Index and Southern Annular Mode. 

In addition to these systems already mentioned, there are also a few synoptic features 

that greatly impact the climate of South Australia, mainly the rainfall pattern and 

amounts, and are listed in the following sections. 

3.3.5. Cloud bands 

Cloud bands are described as the presence of a predominant layer of clouds that stretch 

from the north-west to the south-east of Australia. They are generally classified into two 

types: oceanic and continental. The difference between the two types is in the northern 

extension of the cloud cluster which in the case of the oceanic cloud bands stretch to the 

oceans. The effect of cloud bands on the Australian rainfall has been previously studied 
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by Wright (1997), in which he highlighted the 20 percent contribution of this system to 

cool seasons rainfall over the agricultural part of South Australia. 

3.3.6. Frontal Systems 

A frontal system is generally a transition of a cold front from west to east across the 

Southern Ocean and in intense cases is associated with heavy rainfall. Frontal systems 

can happen at any time of the year but have been mainly observed during the cold 

months, namely May to August. 

3.3.7. Cut-Off Lows 

Similar to a frontal system, a cut-off low which is associated with the presence of a low 

pressure system over southern Australia, affects cold seasons by bringing more rainfall 

to the region. 

3.3.8. Blocking Highs 

This system happens when the travelling high-pressure cells move to the south (about -

45⁰ latitude) and slow down to a speed of less than 20 degrees of longitude in a week. In 

colder months, when the sea surface temperature is higher than the land, the system is 

generally observed to locate over the Australian continent, while in summer, it is 

generally found over the sea. Blocking highs have been documented to be responsible 

for some of South Australian hot and dry conditions. 

The climate drivers of South Australia and their impacts are summarized by climate 

tools for Australian farmers as in Table 3.1. 
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Table 3.1: Climatic drivers of South Australia 

 

3.4. Previous study of sea breezes in the region 

Previous studies of sea breezes in the region suggest the presence of an opposite sea and 

land breeze for the two sides of a semi enclosed body of water such as St Vincent’s 

Gulf. In the study of sea breeze presented by Physick and Byron-Scott (1977) for the 

period of 1972 to 1974 the sea breezes have been categorized into five different groups, 

based on the daily synoptic situation. A summary of the wind characteristic on sea 

breeze days is illustrated in Table 3.2, adopted directly from their work. In their 

classification, there has not been any evidence of sea breeze formation on the days with 

a strong gradient wind from the south to northeast direction (clockwise), however the 

days with light variable synoptic winds in Adelaide have been observed to experience 

sea breezes with the maximum intensity of 4.5 m s
-1

 sometime between 14:00 and 16:00 

Climate driver Time of Impact Duration Potential impact

Frontal System
all year round with great impact during

winter

between a few days

to a week
more rainfall

Cut-Off Lows
all year round (most common in

autumn and winter)

between a few days

to a week

sustained, and often heavy, rainfall and

strong and gusty winds and high seas

Northwest Cloud 

Bands

March to October, with the highest

frequency between April and

September

between a few days

to a week
bring widespread, and often heavy, rainfall

hot and dry conditions if the high is in the

Tasman Sea

increased chance of cut-off lows if the high is

south of the Bight

winter and spring
fog and frost if the high is centered near

South Australia 

colder southwesterly winds and showery

condition in winter 

lowers the temperature and more rainfall in

summer

Negative Phase- increase rainfall 

positive phase- less rain and higher

temperature in winter

positive phase - more rain and lower

temperature in summer and spring

positive phase-less rain

Negative Phase- more rain

El Niño- Warmer surface temperature and less 

rainfall

La Nina -cool surface temperature and more

rainfall

Blocking Highs

all year round
from several days to

several weeks

The Sub-Tropical 

Ridge
all year round ongoing

El Niño Southern 

Oscillation 

(ENSO)

all year round seasons to year

Southern Annular 

Mode
all year round

10 days to two

weeks

Indian Ocean 

Dipole

May to November, with the greatest

impact between June and October
up to several months
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local standard time. The change of wind to an onshore direction was documented to 

occur between 08:00 and 11:00 in Adelaide and cease sometime between 17:00 and 

20:00. The characteristics of wind during sea breeze days on a site on the opposite side 

of the gulf have also been included. As the study was undertaken more than 30 years 

ago, the observations may not be relevant to the current weather pattern and the ongoing 

effects of urbanization. 

Table 3.2: A summary of sea breeze day characteristic adopted from Physick and Byron-Scott (1977) 

 

About 20 years later, a numerical study by Finkele (1998) examined sea breezes inland 

and offshore propagation speeds under the presence of an offshore gradient wind. The 

model was evaluated against observational measurements at South Australia’s Coorong 

coast from another study by Finkele et al. (1995). Finkele (1998) found that geostrophic 

winds, with a strong offshore component of more than 7.5 m/s, prevented inland 

propagation of sea breezes. 

Gradient wind

Shoreline Adelaide
York 

Peninsula
Adelaide

York 

Peninsula
Adelaide

York 

Peninsula
Adelaide

York 

Peninsula
Adelaide

York 

Peninsula

Pre-dawn strength (m 

s-1)
4.0 2.0-2.5 5.0 4.0 <6.0 5.0 3.5 2.0 3.0

and direction south-east
east to north-

east
south-east north-east

north to north-

east
north north-east north-east north-west

Time of changeover 

from land to sea (CST)
1100 0900-1000 - 1000-1300 0700-0800 variable - 0800 0600-0800

Direction to which 

wind changes

south to 

south-west
south-west

north-west then 

south-west

north-east then 

south-east
north-west

east to 

north-east

west then 

south-west
north-east

Maximum velocity (m 

s-l) 
7.0 4.0-5.0 7.0 4.5 4.5 7.0 4.5 4.5 4.0-5.0

and time (CST) 1400 1400 1700-1800 1400 1600-1700 1500 1400-1600 1400-1600
1100-1200 and 

1600-1700

Time of changeover 

from sea to land (CST)
1700 1900 - 1900 - 1600-1700 2100 2000 2000

Direction to which 

wind changes
south-east

south-east 

to east
-

south to south-

east
-

north to 

north-east

north to 

north-west
south-east variable

Strength (m s-l) and 2.0 1.0-1.5 6.0 3.5-4.0 1.0-1.5 3.0 3.0 2.0 1.0

direction at midnight south-east north-east
south to 

south-east
norh-east

north to north-

east

north to 

north-east

north to 

north-west

east to north-

east
variable

south to south-east south-east to east east to north-east north-east to north- Light variable

south to 

south-east 

winds at 6.0-

7.0 ms-1 

throughout 

the day and 

night
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4. Adelaide Sea breeze 

4.1. Adelaide Mesoscale Meteorology 

As previously mentioned, Adelaide has a temperate Mediterranean climate with hot, dry 

summers and mild winters. The presence of a subtropical high pressure belt has been 

observed over the region in December, with a displacement to the south in following 

months. The report on climate change for South Australia by the Commonwealth 

Scientific and Industrial Research Organisation, known as CSIRO, (Mcinnes et al., 

2002) reveals an average increase of 0.17⁰C per decade in South Australia’s maximum 

temperature since 1950, a rate of increase that is comparatively faster than the Australian 

continent as a whole. It has also been predicted that the annual average temperature of 

the Adelaide area will increase by 0.3° to 1.3° by 2030 and 0.6° to 3.8° by 2070 

(Suppiah et al., 2006). 

Previous studies of the Adelaide metropolitan heat characteristics were mainly focused 

on the architectural effects of street canyons and energy consumption on the climate of 

the central business district (CBD), suggesting the presence of a night-time Urban Heat 

Island (UHI) and daytime Urban Cool Island (UCI). It has also been observed that, by 

the arrival of a sea breeze in the afternoon of summer months, the temperature of the 

CBD area decreased significantly, however the UHI intensity increases as heated air 

above the western suburbs reaches the city, leaving the city warmer than the suburbs and 

surrounding parklands (Erell and Williamson, 2007; Guan et al., 2013). It should be 

noted that the UHI in the work by Erell and Williamson (2007) has been considered as a 

temperature difference between the CBD and the surrounding suburbs. 

The climate of the Adelaide sea breeze is largely influenced by the presence of Mt Lofty 

to the east. An analysis of the wind spectra by Lyons (1975), confirmed that locally 

generated winds, (sea breezes for coastal sites, and gully winds for foothills) in summer 
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are the major source of kinetic energy of wind flows, while the synoptic winds are 

significantly dominant during the winter. The Adelaide shoreline has been observed to 

experience an interaction of two sea breeze systems, one generated over Gulf St Vincent, 

bringing warm moist air, while the other arrives later in the day generated over the 

Southern Ocean and is mainly referred to as a continental sea breeze. The arrival of the 

latter is characterised by a cooler and drier air mass. With continuous surface 

observation of the weather, the arrival of the two breezes can be observed through 

changes in temperature and relative humidity (Physick and Byron-Scott, 1977). 

4.2. Detection and Validation of Sea Breezes  

As mentioned earlier, sea breeze detection has been an objective of a number of studies, 

where the defining criteria vary, based on the availability of the observed meteorological 

records. The longest meteorological data for a coastal location near Adelaide were 

collected at the Adelaide Airport station. The data, as shown in Table 4.1, include 3- 

hourly surface readings of the temperature, wind speed and direction and 6-hourly upper 

air wind speed and direction. 

For the current study where the long-term change to the wind characteristics of sea 

breezes is the aim, there have been a number of obstacles in terms of data availability. 

As has been explained in the literature review, a sea breeze day can be detected either 

thorough its commencement features such as an abrupt change in the surface climatic 

observation (i.e. decrease in temperature, increase in humidity or sudden increase in 

onshore wind velocity (Physick and Byron-Scott, 1977; Sumner, 1977)) or it can be 

recognized using a continuous characteristic of the day such as a gradual shift of wind to 

an onshore direction (Borne et al., 1998). In order to select a day as a sea breeze day, 

and considering the frequency of observation (3-hourly), the selection criteria were 

formed to first select the days with the potential of sea breeze occurrence and then detect 

the surface wind characteristics of a fully developed sea breeze. Therefore the Adelaide 

Airport station, as a coastal site with the longest surface and upper air level records, was 
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selected. Later in the chapter, the characteristics of selected sea breeze days on the other 

side of the gulf are also analysed using the Edithburgh station on Yorke Peninsula.  

4.2.1. Adelaide Airport 

With the establishment of Adelaide Airport at West Beach in 1954/55, a meteorological 

station was established at the airport, which has recorded meteorological data from 

1955, providing both surface data and observations from the upper air levels. The station 

height is 2 m above Australian Height Datum (AHD) with the barometer located at the 

height of 8.2 metres. 

The frequency of surface data records has been increased from 8 times per day in 1955 

to 48 time a day since January 1985. The meteorological data that have been recorded 

are listed in Table 4.1.  

Table 4.1: Adelaide airport station. Data supplied by Australian Burea of Meteorology (2014a) 

Observation Commence Month 
Frequency(average 

daily) 

Single day 

missed 

Full month 

missing 

Air Temperature February 1955 8.0 15 0 

Dew Point February 1955 8.0 15 0 

Mean Sea Level Pressure February 1955 8.0 15 0 

Soil Temperature February 1955 2.0 26 0 

Total Cloud Amount February 1955 8.0 15 0 

Wind Speed February 1955 8.0 15 0 

Wind Direction February 1955 8.0 15 0 

Upper Air Data 

Upper Air Temperature June 1954 2.0 256 0 

Upper Air Wind Speed January 1955 4.0 55 15 

Upper Air Wind 

Direction 
January 1955 4.0 55 15 
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There has been some replacement of observation equipment for the station, the details of 

which are attached as Appendix A along with the location of the instruments. The 

observations of wind speed and direction at surface level were started in 1955 using a 

Dines pressure tube anemometer (PTA) which was later replaced by a Synchrotac cup 

anemometer (CGA) in 1988. As mentioned in a study by Miller et al. (2013), previous 

work on a comparison of different anemometer types indicates that the mean wind speed 

observation with two instruments shows comparatively close results. However the 

experiments undertaken by Smith (1981) and Logue (1986) suggest a slight 

overestimation of the mean wind recorded by cup generator anemographs compared to 

pressure tube anemographs. It has been documented that for the mean wind speeds 

greater than Beaufort 5, regardless of the time of the day, the mean ratio of observation 

by cup-generators are less than 1.25% higher than the records of pressure-tube 

anemographs, whereas for the class of 3 and 4 on the Beaufort scale, the daytime wind 

has been observed to be up to 5% overestimated for the stations where a cup generator 

was used (Logue, 1986). 

In contrast, wind gusts recorded by cup-generators have been observed to be 

approximately underestimated by 5 percent in most cases. These correction rates have 

been illustrated in a graph, shown in Figure 4. 1 (Logue, 1986). 

 

Figure 4.1. Mean ratios CGA/PTA for mean wind speed (R ) and gust wind (R̒ ) of day (solid 

line) and night (pecked line) and all observation (dotted line), from (Logue, 1986) 
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Following Logue (1986), the wind speeds were corrected for the purpose of this study to 

bring them all to a common standard. The adjustments were applied to daytime wind of 

Beaufort force 3 and 4, applying the 1.05 and 1.025 increase of mean wind speed 

records of the Dines pressure-tube anemometer. 

4.2.2. Edithburgh 

As the sea breeze has been observed to occur on the other side of the Gulf, the station of 

Edithburgh, located at the southern end of Yorke Peninsula, was selected to investigate 

the characteristics of wind on the identified sea breeze days. 

The station is located at the distance of 1 km from the shoreline, 6 m above mean sea 

level. The observations started in 1984, but continuous hourly records of the near surface 

wind and temperature only started from 1993. Figure 4.2 illustrates the location of the 

selected stations. 

 

Figure 4.2. Location of Adelaide airport and Edithburgh stations. 
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4.2.3. The Sea Breeze Identification algorithm 

To identify sea breeze days for Adelaide a set of criteria (or filters) has been developed 

to detect sea breeze formation and its subsequent penetration inland. Since analysis of 

long-term variations in sea breeze characteristics was the main objective of the study, it 

was necessary to obtain consistent meteorological observations for a long period with 

the highest possible temporal resolution. The Australian Bureau of Meteorology 

supplied meteorological data from 1955 for Adelaide Airport, which were used in this 

study, including three-hourly observations of wind speed and direction (10 m above 

ground level) and air temperature (1.2m above ground level) and six-hourly observations 

of the weather at upper air levels (using radiosondes). In the study by Crooks and 

Brooks (1987), the sea breeze was observed to arrive at the coast with an angle of 

between 190 and 310 degrees (inclusive); as the readings of wind direction are at the 

interval of 10 degrees, in order to include these values, the sea breeze sector is referred 

as an angle between 180 to 320 (exclusive) in the current study. 

The records from the Advanced Very High Resolution Radiometer (AVHRR) from 

NOAA, discussed in (Townshend, 1994), were supplied to provide the surface 

temperature of Gulf St Vincent. The data collection started in 1981 but for the period 24 

August 1981 to 13 December 2008, there were only 2081 records available 

(approximately 21%). In order to produce an estimated value for sea surface 

temperature, the data were interpolated using Matlab’s (Matlab, 2010) piecewise cubic 

interpolation of spline and pchip (Piecewise Cubic Hermite Interpolating Polynomial). 

The results were averaged for each day of the year over the period from 1981 to 2008 

and were considered as sea surface temperatures for each day of the year from 1956 

(Figure 4.4). The correlation between available data and estimated values is 0.98 with a 

standard error of 0.65 ⁰C. The sensitivity of the algorithm to the sea surface temperature 

is provided later in this chapter.  

Previous studies, as explained in the literature review, tried to use distinguishable 

characteristics of a sea breeze day in order to identify them from synoptic scale flows, 
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therefore they have mostly utilized available near surface or upper level air records of 

meteorological stations. The selection criteria in this study were customized to be 

applied to the longest available record of data and to be able to detect sea breeze related 

modifications to the weather and reject large scale changes. Consequently, the following 

filters were introduced and implemented to select a sea breeze day: 

1. Presence of a positive temperature difference between land and sea surface 

2. Early afternoon wind speed at 700 hPa with an offshore component of no greater 

than 7.5 m s
-1

. 

3. One of the following conditions in surface wind observations: 

 Presence of a calm condition or an offshore wind in the early morning with a 

rotation to the sea breeze sector in the afternoon followed by a calm or 

offshore wind in evening and late night. 

 In days where morning or evening winds are predominantly a light breeze 

from the sea breeze sector, the afternoon wind intensity should exceed  

1.5 m s
-1

. 

4. Moreover, for a day to be considered as a sea breeze day, the afternoon wind 

direction was required to be from the sea breeze sector for 2 subsequent readings (at 

least 3 hours flow).  

Although the vertical temperature gradient over the land initiates the formation of sea 

breeze circulation, the presence of a temperature difference between the sea and land 

surfaces is the fundamental driver of sea breeze development; therefore, greater 

temperature over the land has been included as the first condition for a day to be selected 

as a sea breeze day. The temperature of Adelaide Airport station was used as the land 

surface temperature. The more inland station of Kent Town (approximately 8.5 

kilometres further inland) has shown an average temperature difference of 0.64 degree 
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higher than the airport, (since the start of its operation in 1977). The second criterion 

excludes the days with strong opposing gradient winds (Finkele, 1998), and only 

considers the days for which there is a greater potential for a sea breeze to form. 

The last filter considers the fact that the main specification of a sea breeze is the rotation 

of wind to the onshore direction accompanied by an increase in wind speed. Filters 1, 3 

and 4 have been applied to the surface wind observations. 

4.2.4. Method Assumptions 

Wind speeds of less than 2 m s
-1

 were taken as a light breeze (Beaufort scale); therefore 

weaker afternoon winds were ignored in the selection process. The increase in velocity 

of more than 1.5 m s
-1

, as explained by Azorin-Molina and Martin-Vide (2007), were 

previously applied in different sea breeze studies.  

Due to the low frequency of observations (3-hourly surface and 12-hourly upper air level 

records), the selection method is likely to underestimate the sea breeze days frequency 

as some potential sea breezes with shorter duration are not detected. However the 

selected cases provide a set of days with fully developed sea breeze conditions that 

continue for at least 3 hours. 

4.3. The Results 

The selection algorithm was applied to the data set using Visual Basic codes developed 

by the author.  Since there were periods of missing data in the observational records that 

were used in the detection method, the sea breeze cases for each time period are 

presented as the percentage of sea breeze occurrence.  

For the period of study, August 1955 to June 2008, which included 95% data coverage 

for surface and upper air level observation, 26.6% of the days (4893 days) were 

identified as sea breeze days.  
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Figure 4. 3. The frequency of sea breeze event for each season, the box shows the lower and the 

upper quartile.   

The percentages of possible sea breeze cases (hereafter sea breeze cases) in each season 

are plotted in Figure 4.3. Seasons are defined as: March to May as autumn, June to 

August as winter, September to November as spring and December to February as 

summer. 

As expected, summer months have the most sea breezes with an average of 42% and a 

maximum of 58% of the days, while on average only 10% of winter days were observed 

to have sea breezes. This frequency of sea breeze occurrence in Adelaide coastline is 

less than that on the coastline of Perth in Western Australia, studied by Masselink and 

Pattiaratchi (2001). For the period of their study (1949-1997), on average, more that 197 

days of the year (54%) and about 62% of days in summer were identified as sea breeze 

days. The lower potentiality of sea breeze events in Adelaide is attributed to the location 

of the coastline and the more restricted selection algorithm. Being located along the 

shore of the Indian Ocean, the sea breeze system of the coastline of Perth is known to be 

one of the strongest and most active systems in the world (Pattiaratchi et al., 1997). On 

the other hand, the selection of sea breeze days in the study by Masselink and 
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Pattiaratchi (2001) was solely based on the behaviour of surface winds at 9 am (local 

time) and 3 pm and therefore may overestimate the number of sea breeze days. 

4.4. Sensitivity analysis 

4.4.1. Sea surface temperature 

As there has been an assumption made for the temperature of the sea surface, a 

sensitivity test was carried out to examine the change in the number of selected sea 

breeze days, applying the actual value of temperature for days when actual sea surface 

data were available.  

For the days where the actual record of sea surface temperature was available, the 

criteria were applied again and the number of sea breeze days’ number was computed. 

Figure 4.4 shows the assumed sea surface temperature (solid line) compared with the 

actual measurement with the radiometer. The land surface temperature is also included 

as black dots. 

 

Figure 4.4. Available (green dots) and averaged (red line) sea surface temperature against the 

observed land surface temperature for each day of the year 
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In the colder months (150to 270 days) with lower dispersion, there is a good agreement 

between the measured and replaced sea surface temperatures compared to warmer 

months. However for the warmer months as the observed land surface temperatures are 

notably higher than sea surface temperatures, the averaging of the temperature of sea 

surface does not imply any significant error.   

It should be noted that since the start of sea surface temperature measurement with 

AVHRR (a very high resolution radiometer) in August 1981, the records are only 

available for 21% of the days. Using the explained method for sea breeze detection on 

the 2033 days with actual sea surface temperature data only 633 days were selected as 

sea breeze days (31.1%). On the other hand, applying the averaged sea surface 

temperature (used in selection algorithm) for the same days, resulted in 643 cases (32.6 

%) of sea breeze days, increasing the numbers by only 1.5 %. As there were no sea 

surface temperatures available prior to 1981, and the total error of using the average 

value only caused an error of 6.6%, the averaged values of sea surface temperature for 

each day of the year were used for the entire time period of study.  

4.4.2. Sensitivity to land surface temperature 

As mentioned in the literature review, previous studies on sea breeze identification used 

a temperature difference between land and sea as one of the characteristics of a sea 

breeze day. While in some studies, any positive difference between averaged daily air 

temperature over land surface and sea surface temperature were accepted (Furberg et al., 

2002), others use a minimum threshold between the land maximum temperature and sea 

surface temperature (Borne et al., 1998). Watts (1955) found that a temperature 

difference of as little as 2 degrees was enough for sea breeze formation.  

In this study, the temperature at 1.2 m height of Adelaide Airport station was used as the 

near surface air temperature, however due to its location the airport station is 

comparatively cooler than other inland stations.  
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From 1977, the station at Kent Town was operated at a distance of 8.5 km inland from 

Airport station. To test the sensitivity of the temperature criteria, in the selection 

algorithm, the first criterion was replaced by presence of a greater than 2 ⁰C temperature 

difference between land and sea surface, in which the near surface (1.2m) air 

temperatures of Kent Town were considered as land temperature. Reapplying the new 

criteria resulted in a change of less than 3.2 percent in the number of sea breeze days. 

4.4.3. Sensitivity to surface level wind speed criteria  

In the selection algorithm a wind speed of equal to or less than 1.5 m s
-1

 was chosen as a 

light wind, based on Beaufort scale, however the wind speed observations were recorded 

with irregular intervals (0, 0.5, 0.6, 1, 1.1, 1.4, 1.5, 2.1, 2.2, 2.5, 2.6 ,… m s
-1

). In order 

to analyse the sensitivity of the selection criteria to the value chosen to represent a light 

wind, an error of ± 0.5 m s
-1

 was applied to the observed data. 

It was found that a positive error of 0.5 m s
-1

 in wind speed will decrease the number of 

sea breeze days from 4893 to 4876 days (0.3%), while a -0.5 m s
-1

 change results in an 

increase of 37 days to the number of sea breeze days (0.7%). Based on this it was 

assumed that the sea breeze day algorithm was not sensitive to the specification of the 

value for a light wind. 

4.5. Characteristic of the wind at opposing shoreline of St Vincent Gulf 

The selected sea breeze days based on the Adelaide data were examined using the wind 

data from the meteorological station at Edithburgh, located on the western side of St 

Vincent Gulf. As the collection of observation of this site started from 1993, the 

corresponding period was examined for both sites.  

The hodographs of the wind for averaged sea breeze and non-sea breeze days are shown 

in Figure 4.5 where each point on the hodograph refers to the end of the vector of 
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averaged wind at that time. The hodographs were plotted over the map outline of the 

area to make comparison and evaluation easier.  

 

Figure 4.5. Wind hodograph of sea breeze (full line) and non-sea breeze days (dotted line) for 

both sides of the gulf (1993-2008). The circles show the wind speed at the interval of 1 m/s.  

The averaging was done for each component of wind over the period of 16 years for sea 

breeze and non-sea breeze days separately. There is an evident difference between the 

behaviour of the sea breeze and non-sea breeze days at Edithburgh. It is worth noting 

that the chosen sea breeze days for all locations have been based on application of the 

detection filters to the Adelaide Airport observations. 

The directions of afternoon wind on the afternoon of non-sea breeze days are similar for 

Adelaide and Edithburgh, whereas the sea breeze day winds show a different 

characteristic at the Edithburgh station. Figure 4.6 shows the U and V components of 

averaged west-to-east and south-to-north components, respectively, at Edithburgh and 

Adelaide for sea breeze and non-sea breeze days, as selected for Adelaide.  For sea 

breeze days, the night-time U-component (between 21:00 and 09:00 the next day) is 

from the east (i.e. negative) for both locations but stronger at Edithburgh due to its more 

exposed location.  During the early part of the sea breeze day the U-component changes 

sign from offshore to onshore and increases in strength at Adelaide Airport, whereas at 
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Edithburgh, the U-component becomes more negative and more onshore as expected for 

a sea breeze at Edithburgh, being on the opposite side of Gulf St. Vincent (Figure 4.6a). 

Later in the sea breeze day, the U-component weakens in magnitude at both locations, 

becoming offshore at Adelaide but not at Edithburgh.  This difference may be explained 

by the relative strength of sea breezes and land breezes on the larger land mass (Xian 

and Pielke, 1991) east of Adelaide compared with the narrow peninsula to the north and 

west of Edithburgh. The V-components have a similar pattern at both locations but are 

stronger at Edithburgh due to its greater exposure to southerlies (Figure 4.6c).  The V-

component on sea breeze days becomes negative at Adelaide but not at Edithburgh, 

probably again connected with the greater local land mass and the offshore land breeze 

at Adelaide. The fact that the observed sea breeze direction is not perpendicular to the 

shoreline is due to the location of the Gulf in the vicinity of the ocean, and the presence 

of the continental sea breeze from the south, which shifts the resultant wind southerly as 

has been previously noted by Physick and Byron-Scott (1977). 

For non-sea breeze days the U-components at both Edithburgh and Adelaide are 

similarly positive and peak during the afternoon, albeit more strongly at Adelaide 

because it is less sheltered from westerlies than Edithburgh (Figure 4.6b). The V-

components for non-sea breeze days have a similar pattern at both locations but are 

stronger at Edithburgh due to its greater exposure to southerlies (Figure 4.6d). 

Thus the hodographs and wind components at Adelaide and Edithburgh show quite 

similar behaviour on non-sea breeze days but are significantly different on sea breeze 

days due to Edithburgh’s location on the opposite side of Gulf St. Vincent. The 

differences are consistent with the circulation patterns expected on a sea breeze day at 

Adelaide. Other differences may be explained by the differences in exposure and local 

land mass. 
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Figure 4.6. Average sea breeze days’ U-component (a) and V-component (c) of Adelaide Airport 

(solid line) and Edithburgh (dashed line). Same for non-sea breeze days (b) and (d) 

respectively. 

4.6. Long-term trend  

4.6.1. Some considerations on statistical analysis of data 

There have been a few changes in weather observation practice, which make it difficult 

to come to a conclusion about the long-term changes in the surface wind observations. 

Apart from changes to the instrumentation that have been applied to observation data, 

the commencement of daylight saving and change in the frequency of observation can 

have a large impact on the time series analysis of observations. The change in daylight 

saving was important because while data collection continued at 3 hourly intervals they 

were shifted from the pattern of 00:00, 03:00, 06:00, etc. during the non-daylight saving 

days to 23:00, 02:00, 05:00 etc. during the daylight saving days. Therefore, to avoid any 

systematic error in the long-term analysis of wind data due to implementation of 
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Daylight Saving Time (DST) since 1972, and the change of observational frequency in 

1985, the data were analysed for three separate time periods of 1955-1972, 1972-1985 

and 1985-2007.  

For the period of 1972 to 1985 the DST in South Australia started from early October 

each year and ended at early March of the next year. Therefore, through seasonal 

averaging of data i.e. summer (Dec-Feb), autumn (Mar-May), winter (June-Aug) and 

spring (Sep-Nov), this change to the local time would affect spring and summer 

observations. In order to avoid any possible error in averaging, the period of 1972-1985 

has not been included in the spring and summer analysis, whereas since autumn months 

are not affected by the time advancement of DST the long-term analysis of data is 

applicable. As a consequence the following analyses are discussed on a seasonal basis, 

excluding winter months due to the lower number of sea breeze cases. 

As discussed earlier, the afternoon winds of sea breeze days are a combination of a 

locally generated gulf breeze (from the west), and southerly ocean breezes, while the 

Coriolis induced rotation of wind may slightly shift the afternoon wind anticlockwise.   

To individually assess the alteration of each of the breezes, south-north (V) and west-

east (U) components of wind were examined separately. 

4.6.2. Summer 

The three months of December to February are regarded as summer months. As already 

mentioned, the introduction of daylight saving from 31/10/1971 to 27/02/1972 meant 

that the 3 hourly records of winds were shifted one hour and this makes the comparison 

inappropriate, therefore the period of 1972-1984 was omitted from observations and the 

remaining data were analysed for trend detection.  

To avoid any misinterpretation of data as a result of the reduction in the number of 

records, a plot of the U component of averaged sea breeze days, 15:00 wind for two 
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cases of (a) entire observations and (b) with exclusion of 1972-1984 are shown in Figure 

4.7. 

 

Figure 4.7. U component of 15:00 hour for entire period (a) and excluding 1972-1984 (b). 

The change of data collection time from 15:00 to 14:00 on 13 years observational record 

does not make any significant impact on the growth rate of the 15:00 wind intensity on 

sea breeze days, as the linear regression slopes of (a) and (b) are 0.0198 and 0.0195 per 

year, respectively. 

There is a similar pattern of behaviour for other observational records, as shown in 

Figure 4.8. 
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Figure 4.8. U component of 12:00 hour for entire period (a) and excluding 1972-1984 (b) and 

similarly for 21:00 data (c,d).  

As mentioned in the literature review, the arrival of the locally generated sea breeze, the 

gulf breeze, has been observed to be as early as 10:00 (Physick and Byron-Scott, 1977) 

and as the next readings of the data were at 12:00, the wind components at 15:00, 18:00 

and 21:00 were examined, and the results presented in Table 4.2. 

The linear regression analyses were applied to the values and some selected statistical 

measurements used to determine the significance of the trend lines.  

 Regression coefficient: defines the rate of change of dependent variable (wind 

speed in this case).  

 Standard error: defines the standard deviation of sampling distribution and is 

calculated as the square root of the variance of the regression coefficient. 

 R
2
 (R square): known as the coefficient of determination, is the percent of the 

total variation in the dependent variable (wind speed) that is explained by the 

independent variables (time). 
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 t statistic: determines how significant the difference between the regression 

coefficient and zero line is at 95 percent significance level, whereas the p-value 

defines the actual level of significance of the regression coefficient. The (two 

tail) p-value of 0.01 (from Table 4.3) implies 1-(20.01)= 98% confidence that 

the coefficient of V component wind speed of 18:00 is about 0.0018.  

 The normalized root mean square error (NRMSE): a non-dimensional form of 

root mean square error (RMSE) and is calculated by dividing RMSE by the 

average observed values.   

 Durbin-Watson Statistic: this statistical test detects the presence of first order 

autocorrelation between time series values. A value of 2 of this test means that 

there is not any autocorrelation in the sample. The 1% significant point of lower 

and upper critical value for the data size of 52 are 1.324 and 1.403, therefor the 

value of less than 1.324 or more than 2.767 (4-1.324) reject the null hypothesis 

of non-autocorrelated errors in favour of the hypothesis of positive first-order 

autocorrelation. If the test statistic value lies between the two limits (1.324 and 

1.403 or 2.597 and 2.767), the test is inconclusive. 

Table 4.2 Results of regression analysis of U-wind component in summer –excluding the 1972-1984 

records, the significant regression values are bolded.  

U 

Time 
Regression 
Coefficients 

standard 
error 

R2 f stat t stat p-value 
NRMSE of 
residuals 

Durbin-Watson 
stat 

S
B

 

12:00 0.020 0.42 0.42 26.44 5.14 0.00 0.12 0.90 
15:00 0.019 0.53 0.29 15.02 3.88 0.00 0.14 2.07 
18:00 0.005 0.68 0.02 0.62 0.79 0.44 0.91 1.39 
21:00 -0.015 0.45 0.27 13.46 -3.67 0.00 -0.31 1.89 

N
O

N
_S

B
 12:00 0.001 0.91 0.00 0.01 0.10 0.92 0.41 2.06 

15:00 0.002 1.06 0.00 0.04 0.19 0.85 0.50 2.25 
18:00 -0.006 1.08 0.00 0.37 -0.61 0.55 1.04 2.00 
21:00 -0.007 0.76 0.03 1.04 -1.02 0.31 1.25 1.97 

 

 The value of the two tail F distribution (f stat) at 95% level is 5.3. 
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Analysis of the regression results indicates that the slope parameter is significantly 

different from zero at the 5% level for afternoon wind of sea breeze days at 12:00, 15:00 

and 21:00, suggesting an increase in the wind intensity over time. however the Durbin-

Watson value of 0.9 reject the null hypothesis and it means that there is an 

autocorrelation between the data. By comparison, the non-sea breeze days afternoon 

winds do not show any significant changes to the wind strength.  

Having over 35 data points, the large values of the t-statistic (critical value of two tail T 

test for sample size of more than 30 at 95% significance level is 2.04), along with 

significantly low p-values (< 0.05) and considerably lower normalized root mean square 

errors of residuals indicate the presence of a significant increasing trend at the 5% level 

in the strength of the mentioned afternoon wind of sea breeze days. Moreover, the value 

of the standard error of regression of the mentioned afternoon wind component is 

comparatively lower than other times. The changes in the 15:00 and 21:00 hour wind 

intensities for the same 52 year period were analysed and found to be 1.01 ± 0.53 m s
-1

 

and -0.8 ± 0.44 m s
-1

, respectively. The negative sign of the regression coefficient 

demonstrates the easterly direction of 21:00 hour winds.  

The north- south component analysis is given in Table 4.3. 

Table 4.3 regression analysis of V-wind component in summer –excluding the 1972-1984 records 

V 
Time 

Regression 

Coefficients 

standard 

error  
R2 f stat t stat p-value 

NRMSE of 

residuals 
Durbin-Watson 

stat 

S
B

 

12:00 0.004 0.65 0.01 0.53 0.72 0.47 0.38 2.21 

15:00 0.005 0.69 0.02 0.69 0.83 0.41 0.17 1.76 
18:00 0.014 0.53 0.18 8.15 2.86 0.01 0.13 1.52 
21:00 0.018 0.45 0.33 18.41 4.29 0.00 0.23 1.40 

N
O

N
_S

B
 12:00 -0.003 0.67 0.01 0.19 -0.44 0.66 0.24 1.54 

15:00 -0.001 0.77 0.00 0.01 -0.11 0.91 0.18 1.92 
18:00 0.005 0.61 0.00 0.75 0.86 0.39 0.13 2.09 
21:00 0.013 0.50 0.17 7.42 2.72 0.01 0.14 1.72 
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In the case of the V component of afternoon winds on sea breeze days, it is clear that the 

18:00 and 21:00 hour southerly winds are progressively growing with an average of 0.74 

± 0.53 m s
-1 

and 0.94 ± 0.45 m s
-1 

increases
 
over the period of 52 years. However, as 

shown in Table 4.3, the south to north component of the 21:00 hour wind on non-sea 

breeze days is suggesting an increase, similar to the 18:00 hours sea breeze days, of 0.67 

± 0.50 m s
-1 

from 1956 to 2007. It suggests that generally the afternoon south-easterly 

wind at 21:00 is increasing, which might be associated with more continental scale 

changes to the wind regime. The Durbin-Watson test of data reject the presence of any 

autocorrelation for 18:00 of sea breeze abd 21:00 of non-sea breeze days; however the 

results for 21:00 hours sea breeze days is inconclusive. It is worth noting that the 

regression coefficient with a t value of greater than 1.96 and the corresponding p-value 

of 0.025 and below are significant at a 95 percent level. Figure 4.9 illustrates the 

southerly component of averaged summer wind at 18:00 and 21:00 of sea breeze days 

and 21:00 of non-sea breeze days, excluding the period of 1972-1984. 

 

Figure 4.9. V component of 18:00 (a) and 21:00 (b) winds of sea breeze days and 21:00 (c) wind 

of non-sea breeze days. 
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4.6.3. Autumn 

The autumn months of March, April and May were not affected by daylight saving time 

advancement, since for the period 1972-1985 the DST normally ended within the first 

week of March, therefore the analysis includes the entire data set. 

Similar tables to those shown previously are provided for autumn for the duration of 

1956 to 2007.  

Table 4.4 Result of regression analysis of U-wind component in autumn 

U Time 
Regression 

Coefficients 

standard 

error  
R2 f stat t stat p-value 

NRMSE of 

residuals 
Durbin-Watson 

stat 

S
B

 

12:00 0.010 0.53 0.08 4.64 2.15 0.04 0.18 1.63 
15:00 0.019 0.49 0.27 18.42 4.29 0.00 0.15 1.90 
18:00 0.001 0.53 0.00 0.01 -0.08 0.94 0.91 1.78 
21:00 -0.020 0.37 0.41 35.07 -5.92 0.00 -0.40 1.90 

N
O

N
_S

B
 12:00 0.004 0.73 0.01 0.42 0.65 0.52 0.52 2.17 

15:00 0.009 0.87 0.03 1.37 1.17 0.25 0.46 1.90 
18:00 -0.011 0.67 0.03 3.23 -1.80 0.08 1.10 1.98 
21:00 -0.019 0.49 0.26 17.16 -4.14 0.00 1.12 2.28 

 

The westerly component of averaged summer wind at 18:00 and 21:00 of sea breeze 

days and 21:00 of non-sea breeze days are plotted in Figure 4.10. 
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Figure 4.10. U component of 15:00 (a) and 21:00 (b) wind of sea breeze and 21:00 (c) wind of 

non-sea breeze days. The grey line shows the five years moving average.  

Similar to the summer months, the westerly wind component is showing a rising trend, 

particularly at 15:00 with an average increase of 1.0 ± 0.47 m s
-1

 within the 52 years of 

the study, a growth of between 16% and 45% in the velocity of averaged wind. In the 

same period the easterly wind at 21:00 was found to have a comparable growth of 1.0 ± 

0.37 m s
-1 

(between 75% to 152% increase in averaged wind speed) for identified sea 

breeze days. In the case of non-sea breeze days, the averaged wind vector at 21:00 has 

shown a change of direction from offshore to onshore within the period of study. 

From Table 4.5, the sea breeze V component from 15:00 to 21:00 is showing an 

increasing trend, with rises in velocity of 1.07 ± 0.78 m s
-1

, 1.43 ± 0.57 m s
-1

 and 1.04 ± 

0.48 m s
-1

, respectively. Considering an averaged velocity of 2.57 m s
-1

, 2.42 m s
-1 

and 

0.96 m s
-1

 in southerly wind component at these times of the day, the percentage of 

increase is relatively higher for 21:00 winds (between 60% and 156%). Nevertheless, the 
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southerly components of wind of 15:00, 18:00 and 21:00 in non-sea breeze  cases have 

also increased 0.84 ± 0.72 m s
-1

, 0.69 ± 0.48 m s
-1

 and 0.66 ± 0.36 m s
-1

, respectively. 

With an average of 1.41 m s
-1

, 1.85 m s
-1 

and 1.03 m s
-1 

for the period of 1956 to 2007, 

the percentage of increase in the wind velocity is relatively lower than on sea breeze 

days. There should be noted that for all of the mentioned time, there is no 

autocorrelation between the time series values.  

Table 4.5 Result of regression analysis of V-wind component in autumn 

V Time 
Regression 

Coefficients 

standard 

error  
R2 f stat t stat p-value 

NRMSE of 

residuals 

Durbin-

Watson stat 

S
B

 

12:00 0.009 0.79 0.03 1.38 1.17 0.25 1.27 2.30 
15:00 0.021 0.78 0.14 8.05 2.84 0.01 0.3 2.40 

18:00 0.028 0.60 0.33 25.02 5.00 0.00 0.25 1.94 

21:00 0.020 0.48 0.29 20.58 4.54 0.00 0.48 2.26 

N
O

N
_S

B
 12:00 0.007 0.69 0.02 1.22 1.10 0.27 1.33 1.80 

15:00 0.016 0.74 0.10 5.52 2.35 0.02 0.52 1.73 
18:00 0.013 0.50 0.10 8.36 2.89 0.01 0.27 2.09 
21:00 0.013 0.37 0.22 13.78 3.71 0.00 0.36 2.07 

 

In Figure 4.11 the southerly component winds at 15:00, 18:00 and 21:00 for both cases 

are plotted.  
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Figure 4.11. V component of sea breeze (left) and non-sea breeze  (right) at 15:00 (a,b), 18:00 

(c,d) and 21:00 (e,f). 

4.6.4. Spring 

For the three months of September to November, the same considerations as the summer 

months have been applied, noting that due to unavailability of the data in 1992, this year 

was omitted from the analysis.  
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Table 4.6 Result of regression analysis of U-wind component in spring –excluding the 1972-1984 and 

1992 records 

U 
Time 

Regression 

Coefficients 

standard 

error 
R2 f stat t stat p-value 

NRMSE of 

residuals 

Durbin-

Watson stat 

S
B

 

12:00 0.010 0.47 0.12 5.13 2.27 0.03 0.13 1.56 
15:00 0.014 0.39 0.29 14.45 3.80 0.00 0.11 1.76 
18:00 0.013 0.48 0.17 7.62 2.76 0.01 0.89 1.45 
21:00 -0.021 0.40 0.46 30.11 -5.49 0.00 0.33 1.47 

N
O

N
_S

B
 12:00 0.010 0.88 0.04 1.54 1.24 0.22 0.34 2.33 

15:00 0.006 0.99 0.01 0.44 0.66 0.51 0.36 2.07 
18:00 0.005 1.03 0.01 0.28 0.53 0.60 0.66 2.20 
21:00 0.004 0.88 0.01 0.24 -0.49 0.63 0.93 2.39 

 

The coefficient of determination (R²), in Tables 4.2, 4.4 and 4.6, suggest that the 

increase is more significant for the seasons of summer and autumn; however as 

highlighted in the Table 4.6, the perpendicular wind component to the shore (U) is 

showing an increase in velocity at all afternoon times on selected sea breeze days, most 

noticeably at late afternoon, while there are not any significant changes to the remaining 

days afternoon wind behaviour. The growth of wind intensity for 15:00 and 21:00 are 

0.72 ± 0.39 m s
-1 

and 1.08 ± 0.4 m s
-1 

respectively, whereas the easterly component of 

wind of selected sea breeze days is showing a distinctive rise of 1.24 ± 0.62 m s
-1

 for the 

period of 53 years on the intensity of 18:00 hour wind (between 21% to 135% of 

averaged wind intensity). The averaged afternoon U component of wind on sea breeze 

days are plotted in Figure 4.12.  For 12:00 the p-value of 0.03 implies that the regression 

coefficient is not significant at preferred level of 95 percent, but is significant at 1-

(20.03) =94% level. The Durbin-Watson statistic test reject presence of any 

autocorrelation for all of the afternoon time data. 
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Figure 4.12. The U component of sea breeze day 12:00 (a), 15:00 (b), 18:00 (c) and 21:00 (d) 

wind. 

In the case of V-wind component, similarly there is not any significant change in the 

wind velocity of non-sea breeze days. However observation of the southerly component 

at 18:00 and 21:00 wind on sea breeze days is suggesting an increase of 1.24 ± 0.62 m s
-

1
 and 0.76 ± 0.45 m s

-1
 in velocity. The 1.83 and 1.53 value for autocorrelation test 

means that there is no autocorrelation between in the time series. 

Table 4.7 Result of regression analysis of V-wind component in spring –excluding the 1972-1984 and 

1992 records 

V Time 
Regression 

Coefficients 

standard 

error 
R2 f stat t stat p-value 

NRMSE of 

residuals 

Durbin-

Watson stat 

S
B

 

12:00 0.003 0.80 0.00 0.15 0.39 0.70 1.19 2.15 
15:00 0.015 0.81 0.10 4.04 2.01 0.05 0.32 2.03 
18:00 0.024 0.62 0.32 16.60 4.07 0.00 0.25 1.81 
21:00 0.015 0.45 0.25 11.96 3.46 0.00 0.48 1.53 

N
O

N
_S

B
 12:00 -0.017 0.99 0.08 3.13 -1.77 0.09 1.21 2.12 

15:00 -0.014 0.94 0.06 2.44 -1.56 0.13 0.61 2.10 
18:00 -0.004 0.83 0.06 0.20 -0.45 0.66 0.37 2.05 
21:00 -0.002 0.63 0.00 0.16 -0.39 0.70 0.41 2.03 
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Despite the presence of a growth in the intensity of 15:00 southerly wind on sea breeze 

days, shown in Figure 4.13(a), considering the value of t test and p-value, it is not 

significant at the 95% confidence level. 

 

 Figure 4.13. The V component of sea breeze day 15:00 (a), 18:00 (b) and 21:00 (c) wind. 

4.7. Daily cycle of wind  

Hodographs of the average of selected sea breeze winds for the duration of the study 

(1955-2007) were plotted for the non-sea breeze days (Figure 4.14).  
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Figure 4.14. Sea breeze (solid line) and non-sea breeze days (dashed line) hodograph (1955-

2007) for Adelaide airport. The sea breeze sector (180°-320°) is illustrated as a blue curve. 

The circles show the wind speed at the interval of 1 m/s. 

Evidently, on sea breeze days, the shoreline is facing a complete rotation from onshore 

to offshore with the maximum wind intensity happening around 15:00 local standard 

time. 

For the period 1985-2007, where the half hourly surface observation is available, the 

time of sea breeze onset and cessation have been analysed. Therefore the time that an 

onshore wind intensity increases or an offshore wind shifts to the sea breeze sector (from 

180 to 320 degrees), has been considered as the start of the sea breeze, and the rotation 

of wind to offshore direction or a decline of its strength has been assumed as its end. 

As one of the characteristic parameters of a sea breeze day, the frequency of average 

time of start, end and maximum sea breeze intensity are plotted in Figure 4.15. 
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Figure 4.15. The frequency of time of sea breeze start (a) cessation (b) and maximum (c) (1985-

2007) in each season. 

As the number of sea breeze cases in winter months (June, July and August) is relatively 

low (less than 10 % of the winter days), these months were excluded from the figures. 

Apparently sea breezes start comparatively later in autumn than summer and spring, 

which is related to approximately 1 hour’s delay in the time of sunrise. It is also 

observed that the summer sea breezes cease relatively later than in the other two seasons, 

attributed to the 14 hours duration of daytime compared to autumn and spring with 11.3 

and 12.9 hours. 

Where most sea breezes of spring and autumn reach their maximum intensity sometime 

between 12:00 to 16:00 hours, there have been 22% of cases in summer, where the 
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maximum sea breeze reaches the Adelaide Airport after 16:00. The most observed time 

of sea breeze start, end and maximum for each month is plotted in Figure 4.16. 

  

Figure 4.16. Monthly averages of sea breeze start-end and maximum (1985-2007). 

For each month (excluding winter) the maximum sea breeze intensity is averaged over 

the period of 1985-2007. The result suggests a maximum wind velocity of 7.1 m s
-1

 in 

January to 4.9 m s
-1 

in May, while the direction on which the wind blows is constantly 

from south west (varies from 225 degrees in January to 256 in September).The 

maximum wind velocity and associated direction is shown in Figure 4.17.  

 

Figure 4.17. Average of maximum sea breeze direction and speed (1985-2007). The numbers on 

the arrows are the wind speed in m s
-1
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It is evident in Figure 4.17 that the maximum wind intensity on sea breeze days has a 

considerably stronger southerly component during the warmer months of December to 

February, whereas in September the maximum wind approximately blows from the 

direction perpendicular to the shore line. 

4.8. Analysis and discussion 

The annual percentage of sea breeze occurrences for the period 1956 to 2007 is plotted 

in Figure 4.18. Analysis shows that there is not any significant change to the frequency 

of sea breeze events for the period of the study, however the number of selected sea 

breeze days does vary with time. 

On the other hand, the intensity of the afternoon wind has shown a distinctive trend for 

the same time period. Section 4.5 has addressed these changes extensively and Table 4.1 

demonstrates the summary of the time where the changes were observed. 

 

Figure 4.18. Percentage of annual sea breeze events for the period of 1956-2007, the line shows 

the 5-year moving average.  

It is concluded from the results of the statistical analysis of the 3-hourly wind intensity, 

that irrespective of the season, the 15:00 hour westerly onshore winds in the set of 

identified sea breeze days are progressively increasing over time, whereas for non-sea 

breeze days there has not been any significant change to the intensity of the observed 
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wind. Similarly, the 21:00 hour easterly wind on sea breeze days has shown a 

comparative increase of velocity, the only exception is in autumn where non-sea breeze 

days have followed a similar growth pattern to non-sea breeze days. Moreover, the 

easterly wind at 12:00 in summer and 18:00 in spring are suggesting an increasing trend 

in the intensity.  

Table 4.8 The time of observed significant increase of the component of afternoon and evening winds 

 

For the south-north wind direction, there is a greater tendency of intensification in the 

late afternoon southerly wind speed. This is the time that has been documented for the 

arrival of the Southern Ocean breeze in the Adelaide region, normally with some delays 

from the near shore observations. In most cases, either the increase only was observed 

for sea breeze days or the growth rate for sea breeze cases has been predominantly 

greater than for non-sea breeze days. 

As the maximum intensity of gulf breezes previously observed to arrive on land by mid-

afternoon, followed by late arrival of ocean breeze (Physick and Byron-Scott, 1977), the 

growth of the 15:00 hour westerly wind and the 18:00 hour southerly wind indicate the 

presence of a progressive modification to the driving forces behind the sea breeze. 

The correlations between the average intensity of the wind component for each 

subsequent reading are summarized in Table 4.9. The high correlation factors shown for 

the V readings (0.86 to 0.96) demonstrate that the southerly winds (V) are generally 

caused by synoptic scale flows that are steady over the whole afternoon. This is similar 

for the non-sea breeze days’ westerly winds (U) where the correlations vary between 

0.84 and 0.87. On the other hand, because the sea breeze days westerly components are 

considered to be result of locally generated winds, they vary independently and have 

much lower correlation coefficients (0.32 to 0.44). 

sea breeze days Non sea breeze days sea breeze days Non sea breeze days sea breeze days Non sea breeze days

U 15:00, 18:00, 21:00 - 15:00, 21:00 - 15:00, 21:00 21:00

V 18:00, 21:00 - 18:00, 21:00 21:00 15:00, 18:00, 21:00 15:00, 18:00, 21:00

Spring Summer Autumn
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Table 4.9 The correlation between each afternoon wind component and the next reading. 

 

U V 

 

12:00 and 

15:00 

15:00 and 

18:00 

18:00 and 

21:00 

12:00 and 

15:00 

15:00 and 

18:00 

18:00 and 

21:00 

Sea breeze days 0.44 0.40 0.32 0.87 0.88 0.86 

Non-sea breeze days 0.84 0.87 0.85 0.96 0.96 0.96 

Examples of the correlation are plotted in Figure 4.19. 

  

Figure 4.19. The 18:00 (X axes) against 15:00 (Y axes) wind component for Sea breeze days 

U(a) , V (c) component (m s
-1

) and similarly for non-sea breeze days (b, d) 

4.8.1. Effect of Change to the Land surface temperature 

As the temperature difference between the land and sea is the essential causative factor 

of a sea breeze circulation, it implies that the increase to the intensity of the afternoon 

wind on sea breeze days might be related to a possible increase in the temperature of 

land surface or decrease of sea surface temperature which the latter is not supported by 

the global sea surface warming .To test this hypothesis the data from Adelaide Airport 

station were used. The anomalies of the 1.2 metre height maximum and minimum 
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temperature of the station are plotted in Figure 4.20. The anomalies are the departure of 

temperature from long-term average of 1956 to 2007. 

 

Figure 4.20. Anomaly of 1.2 m maximum (a) and minimum (b) temperatures in Adelaide 

Airport.  

Evidently there are upward trends in both maximum and minimum temperatures.  

However, as is indicated on the graph, the rate of increase in minimum temperature is 

considerably higher than that of the daily maximum. One of the main factors that 

contribute to different daily heating rate is the change of the land surface cover to 

substances with greater heat storing capacities.  

To examine the role of increasing temperature in afternoon wind intensity, the monthly 

averaged maximum temperatures of sea breeze and non-sea breeze days were compared 

against the afternoon wind component of south-north and west-east and the results are 

summarised in Table 4.10. Regardless of the day’s categorization as sea breeze or non-

sea breeze , the afternoon southerly winds intensity, associated with continental sea 

breeze, are significantly correlated (0.63 to 0.81) with the maximum daily temperature, 

so that the increase of wind velocity in these cases can be partially explained by a rise in 

maximum daily temperature. 
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Table 4.10 Correlation coefficient between monthly averaged U and V components of wind and maximum 

temperature for sea breeze and non-sea breeze days.  

  

15:00 18:00 21:00 

U (west- 

east) 

Sea breeze days 0.08 -0.12 -0.48 

Non-sea breeze days -0.22 -0.22 -0.30 

V (south-

North) 

Sea breeze days 0.63 0.73 0.66 

Non-sea breeze days 0.75 0.80 0.81 

 

Given that the V component of afternoon wind is mainly associated with the arrival of 

the ocean breeze, while the U component is mainly attributed to the locally generated 

gulf breeze, distinctly higher correlation demonstrates the role of land surface 

temperature on ocean breeze intensity. It should be emphasised that the near surface 

temperature of Adelaide airport station has been used in this analysis and as this station 

is located in the vicinity of the shoreline and constantly exposed to the cooling effect of 

onshore winds; its temperature should not be considered as surface temperature of 

Adelaide metropolitan areas.  
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Figure 4.21. Plot of maximum temperature against monthly averaged V components of wind on 

sea breeze days, at 18:00 (a) and 21:00(b) and non-sea breeze days (c, d respectively) . 

As the maximum daily temperature has a strong correlation with the afternoon V 

component of the wind for both cases of sea breeze and non-sea breeze, the increase in 

the surface temperature is likely to be the major causative factor of growth of southerly 

wind components. 

Since the warmer months are shown to have higher percentage of sea breeze events, the 

de-trended values of maximum temperature were compared against the percentage of sea 

breeze occurrence to identify any correlation. Figure 4.22 shows the percentage of 

observed sea breeze days against the mean maximum monthly temperature at Adelaide 

airport. It suggests an increase of 10 percent in the likelihood of sea breeze occurrence in 

a month if the mean maximum temperature of the month increases by 5 degrees. 
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Figure 4.22. Plot of monthly averaged maximum temperature and the percentage of selected sea 

breeze days.  

4.8.2.  Effect of Other Climate Drivers 

In Chapter 3, the climate drivers for the region of South Australia were discussed of 

which a few have been characterised, using an index value. As these phenomena 

generally have an oscillatory pattern, they do not correlate with any continuous events 

such as temperature trend or, in this case, the intensity of the afternoon winds but it 

might amplify or lessen them to some extent. Therefore the fluctuations of each 

component of afternoon wind around the trend line, the de-trended values (Figure 4.23), 

were compared against the oscillation indices. The phenomena with indices are El Niño 

- Southern Oscillation, Indian Ocean Dipole and Southern Annular Mode. 

The Southern Oscillation Index (SOI) as the monthly averaged pressure difference 

between Tahiti and Darwin has been recorded since 1876 and the values are provided by 

Australian Burea of Meteorology (2014b). 

The Indian Ocean Dipole (IOD) is measured as the temperature anomaly of the western 

equatorial Indian Ocean and the eastern part and has been recorded since 1958. The data 

were provided by the National Oceanic and Atmospheric Administration (NOAA) and 
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are available from the Japan Agency for Marine-earth Science and Technology database 

(Jamst, 2014). 

The Southern Annular Mode or Antarctic Oscillation Indices (AOI) have been 

documented since 1979 and are available through the Climate Prediction Centre of the 

National Oceanic and Atmospheric Administration (Climatic Prediction Center, 2005). It 

has been calculated from sea-level pressure (SLP) anomalies south of 20S. 

 

Figure 4.23. Averaged southerly wind component of January 18:00 (a) and 21:00 (b) with actual 

value (gray dots) and de-trended value (black dots). 

Despite the potential for some interactions, correlation analysis of each of the indices 

with the de-trended monthly averaged wind intensity of each component has shown no 

significant relation between any of these climate drivers and the intensity of afternoon 

winds. Although applying 3 years and 5 years filtering increases the correlation for some 

cases, the high correlations are sporadic and irregular. It does not provide any distinctive 

conclusion to support the hypothesis of the presence of any significant correlation 

between one of the indices and the afternoon wind components. The results of the 

analysis are attached in Appendix B. 

4.8.3. Effect of local climate drivers and urban heat island  

The comparison of the afternoon wind component with the land surface temperature and 

driving forces of the South Australian climate have verified the climatic forces behind an 

increasing trend of afternoon northerly wind component of both sea breeze and non-sea 
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breeze days and afternoon easterly component of non-sea breeze days, however there 

has not been any relation between afternoon U-component of sea breeze days with these 

elements. As the westerly sea breezes of the coastal city of Adelaide have been 

generated over the Gulf St Vincent, it is more likely to be driven by local climatic 

forces. 

With a growth of more than 150 percent in the population of Adelaide metropolitan area 

from 1954 to 2011(Australian Bureau of Statistics, 2012), shown in Figure 4.24, the 

dwelling density of the city has increased significantly. This change will not only 

increase the energy consumption but is also accompanied with a conversion of natural 

land surfaces to buildings and roads. Therefore the city’s local environment is going 

through an increasing anthropogenic modification that leads to formation of an urban 

heat island. 

The ongoing development of urban areas with heat-holding structures generates heat 

storage processes during the daytime, and increases the sensible heat flux. As a result, 

the air above the urban canopy, in absence of any considerable anthropogenic heat, have 

been observed to increase to a similar temperature as nearby rural areas in daytime and 

significantly higher temperatures at night. However, continuous growth in the 

population of the city and an increasing demand for energy amplifies the daytime 

temperatures by increasing the anthropogenic heat emission. This fact, along with the 

increase of residential density, contributes to a modification of the surface energy 

balance and can result in greater surface temperatures of the region. 

Figure 4.24 shows the distribution of population density in metropolitan area and the 

residential development during 1910-2011, denoting the CBD residential density to be 

lower than nearby suburbs.  
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Figure 4.24. Adelaide Metropolitan population (Australian Bureau of Statistics, 2012). 

The majority of the growth and expansion of Adelaide metropolitan has occurred 

between 1960 and 1986, with a conversion of north-east and southern surroundings. 

 As explained in the literature review (Section 2.7.4), the concurrence of urban heat 

island circulation and sea breeze circulation, in coastal cities, has been known as an 

interaction of two circulations, which might enhance or diminish one another. Therefore, 

in the case of the developing city of Adelaide, there is a possibility of afternoon wind 

increase being linked to the continuous change of the urban surface. Apart from the 

increase in the anthropogenic heat in urban areas, the expansion of the city results in 

change to the thermal property of material and the surface roughness. 

It has been discussed in Section 2.4 that the change to the heat balance of the surface in 

urban areas, forms a relatively warmer land surface and in the case of coastal cities this 

results in stronger sea breeze activities. At the same time, a rise in the height of the 

buildings will lead to an increase in the roughness length of the surface. As the near 

surface wind speed is determined by surface friction force, an increase to the roughness 

length decreases the propagation speed of sea/land breezes.  
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Figure 4.25. Adelaide City expansion since 1910 (State of Environment, 2011) on right and 

population density in 2012 (Abs, 2013) on left. 
 

To test the possible contribution of land development and urbanization on the 

characteristic of afternoon wind regime, the weather of the region was reproduced using 

a sophisticated numerical model: Weather Research and Forecasting (WRF). The 

simulations were conducted for two different land covers: one with the urban in its 

current condition, and the other with urban being replaced by its previous native 

vegetation. In the next chapter, the possible changes to the near surface wind conditions 

are discussed and the changes to the sea breeze intensity examined. 
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5. Numerical Modelling of the urban climate  

In the previous chapter, the long-term changes to the southerly and westerly components 

of the afternoon wind were discussed and it was concluded that the increase of land 

surface temperature has significantly contributed to the long-term growth of the 

southerly component of afternoon winds, which are largely associated with the arrival of 

the continental ocean breeze. However, comparison of the westerly components of wind 

with the various driving forces of South Australian climate did not show any correlation. 

As mentioned in the previous chapter, the study of the South Australian sea breeze by 

Physick and Byron-Scott (1977) suggested that the afternoon westerly component of the 

sea breeze is associated with a locally generated sea breeze, referred to as the gulf 

breeze, and this implies the possibility of the effect of urban-modified weather 

(anthropogenic climate modification) on the wind characteristics of the Adelaide 

metropolitan area. 

Previous studies have suggested the presence of an urban heat island over the city of 

Adelaide (Coppin, 1979; Oke, 1982; Elnahas and Williamson, 1997; Erell and 

Williamson, 2007) where Erell and Williamson (2007) have found a temperature 

difference of 6.7 ⁰C at sunrise between the CBD and the parklands ring around the city. 

This suggests the presence of a nocturnal urban heat island over the area. It has also been 

concluded that during the day, ignoring the considerable anthropogenic heat, the city 

centre would be cooler than the surrounding area, owing to the effects of street canyons.  

In this chapter the contribution of Adelaide metropolitan areas establishment and growth 

to the local climate of the Adelaide plain is assessed by simulating the weather of the 

region. For this purpose, the Weather Research and Forecasting model (WRF) was 

chosen from several numerical modelling options, due to its proven capability to 

simulate the weather of coastal cities (Lin et al., 2008; Evans and Matthew, 2010; Chen 
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et al., 2011; Mohan and Bhati, 2011; Carvalho et al., 2012a; Evans et al., 2012; 

Hernández-Ceballos et al., 2013). 

The simulations were conducted for two case scenarios: the first a control run (CTL), 

which replicates the weather of the area with its present condition as an urban, built-up 

area, and the second a run with the metropolitan area being turned back to its native 

vegetation (NTV) as reported in Bradshaw (2012). It should be noted that the conversion 

of the land does not include cropland and pastures.  

5.1. WRF model principles 

The Weather Research and Forecasting (WRF) model was developed by collaboration 

between the US National Center for Atmospheric Research (NCAR), the US National 

Centers for Environmental Prediction (NCEP), the US National Oceanic and 

Atmospheric Administration (NOAA), US Forecast System Laboratory (FSL), the US 

Air Force Weather Agency (AFWA), the US Naval Research Laboratory, the University 

of Oklahoma and the US Federal Aviation Administration (FAA) and provides multi-

nested domains to facilitate broad use across scale ranges from metres to thousands of 

kilometres and offers multiple dynamic cores and physical schemes. The model contains 

sets of preliminary processing programs known as WPS (WRF Pre-processing System), 

for producing initial and lateral boundary conditions, which converts existing gridded 

data from an external source (including meteorological data, topography and land use 

index) to a WRF legible format. Later the data will be processed with forward 

integration by the Advanced Research WRF (ARW) solver. The major features of ARW 

and the governing equations were discussed in the literature review in Section 2.9.3.1. 

5.2. Models initial and boundary conditions 

The WRF model’s pre-processing system, WPS, produces the initial and lateral 

boundary conditions for WRF, supplied by the operational global reanalysis datasets 
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(final data analysis) from the US National Centers for Environmental Prediction (NCEP 

FNL). The data are produced by the Global Data Assimilation System (GDAS), using 

observational data, collected by Global Telecommunications System (GTS)and other 

sources. These data include the surface pressure, sea level pressure, geopotential height, 

air temperature, sea surface temperature, soil temperatures moistures and liquids, ice 

cover, mixing ration for rain, cloud and ice, relative humidity, u- and v- winds, vertical 

motion, vorticity and ozone concentration on a 1.0 × 1.0 degree grid and were provided 

every six hours, since August 1999, for 36 sigma levels from the surface to 50 mb by the 

US National Centers for Environmental Prediction (2000). In the vertical, level data are 

available for total of 26 mandatory levels from 1000 mb to 10 mb, in the surface 

boundary layer, and at some sigma layers, the tropopause, and a few others. 

 The terrestrial input data in the Model are adapted from NESL’s Mesoscale and 

Microscale Meteorology Database which provided land use and topography data with a 

resolution of 10 minutes, 2 minutes and 30 seconds. 

In order to be able to simulate the area in a high resolution of 3 km by 3 km, the option 

of two-way nesting was used. This option allows the model to simulate all domains 

simultaneously and interpolate the finer grid boundary condition from coarse grid 

forecasts and replace the data from one domain to another at any time step. 

With the limitation of downscaling ratio of maximum 5, the 1 degree by 1 degree 

(approximately 111.12 km) input files needed to go through telescoping nesting to a 

parent domain (D1) of 27 km by 27 km, modelling the central and eastern Australia, to a 

second domain (D2) of 9 km by 9 km, covering South Australia, and to the finest 

domain (D3) of 3 km by 3 km. which is centred at latitude 35.39
o
 south and longitude of 

137.85
o
 and spanning the Adelaide plain, Gulf St Vincent, Yorke Peninsula and 

Kangaroo Island. The location and dimension of the three domains are shown in Figure 

5.1. 
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Figure 5.1. Layout of model domains, D1, D2 and D3, with enlarged Domain 3 shown on the 

right (Google Earth, 2013).  

5.3. Simulation set-up 

The outputs from WPS were fed to the WRF modelling system for reproduction of the 

weather over southern Australia, with the finer domain located over the metropolitan 

area of Adelaide.  

The WRF model allows different physical parameter combinations to simulate different 

climate zones. Out of all possible combinations, the WRF/Noah LSM/Urban-Canopy 

Coupled Models were adopted in order to represent the nature of man-made surfaces of 

the urban canopy, including shadowing from buildings and surface reflection. 

The NOAH land surface model was added to the PSU/NCAR mesoscale model of MM5 

and, as described by Chen and Dudhia (2001), is able to reproduce the seasonal variation 

of soil moisture and represent the dynamics of land forcing at fine scales. The model is a 

4-layer soil temperature and one layer canopy model in which the root zone, 

evapotranspiration, soil drainage and runoff have been considered. Coupled with the 

urban canopy model, this model improves the urban simulation and considers the surface 
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emissivity and surface albedo to provide the sensible and latent heat flux to the 

boundary-layer scheme.  

In this study, the Noah LSM is coupled with a single layer urban canopy model (Figure 

5.2). This model, introduced by Kusaka et al. (2001) considers the urban geometry, 

shadowing effects of buildings, the logarithmic profile of the wind, and energy and 

momentum exchange between the urban surface and atmosphere to provide the surface 

temperature in, and heat fluxes from roof, wall and roads. The three different categories 

of density of urban area, and the added option of an anthropogenic diurnal heating cycle 

allows more accurate simulation of the urban heat island effects.  

 

Figure 5.2. Schematic of single-layer urban canopy model (from Chen et al., 2011) 

Other physical options that were selected for the current study include: 

 Microphysics scheme of WRF Single Moment 3 classes (WSM3): Three 

hydrometeor categories of vapour, cloud water/ice and rain/snow make the 

scheme computationally efficient and result in a realistic distribution of clouds 

and an increase in the accuracy of the vertical heating profile of the 

freezing/melting processes (Hong et al., 2004). As the simulated area of southern 

Australia generally does not experience days with temperatures below freezing, 
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the WSM3 is sufficiently capable of simulating thunderstorms and heavy 

rainfalls, two more observed types of weather in the region. 

 Radiation Schemes: the absorption, reflection, emission and scattering process in 

the atmosphere and at the surfaces are provided by radiation schemes; hence these 

are the main forces that regulate the surface energy budget. Clouds, water vapour 

distribution, and the concentration of carbon dioxide, ozone and trace gases 

control the radiation within the atmosphere. The temperature at the surface and 

the height of the planetary boundary layer are governed by accurate calculation of 

both shortwave and longwave radiation. WRF radiation schemes treat the 

atmosphere in individual columns with a thickness of much less than the 

horizontal grid length(Skamarock et al., 2007). 

 The NCAR Community Atmosphere Model (CAM) for shortwave and longwave 

radiation scheme: with 19 discrete intervals for shortwave and 2 for the longwave 

spectrum, this scheme has the ability to handle the optical properties of several 

aerosol types and absorption by trace gases. The scattering and absorption of 

cloud water droplets is included. The cloud cover fraction is calculated and in 

unsaturated regions the overlapping assumption is used (Skamarock et al., 2007). 

Having been applied in many climate scenarios, the scheme has been extensively 

evaluated and has been confirmed to perform well when combined with Noah 

LSM (Mooney et al., 2012; Warrach-Sagi et al., 2013). 

 The Eta surface layer scheme follows Janjic (2002) and is based on the similarity 

theory of Monin and Obukhov (1954). This scheme provides meteorological 

variables in the first vertical layer including the surface layer and the typical 

observational heights of 2 m for temperature and 10 m for wind and the transfer 

coefficient is calculated by the similarity theory. It calculates friction velocities 

that provide the surface heat and moisture fluxes for the planetary boundary layer 
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schemes. There are three particular boundary layer options, from which the 

Bougeault and Lacarrere scheme was selected for this study. 

 Planetary boundary layer BouLac scheme of (Bougeault and Lacarrere, 1989) is 

classified as one-and-a-half order Turbulent Kinetic Energy (TKE) closure 

scheme. The comparison studies of different planetary boundary layer schemes 

under stable condition by Shin and Hong (2011) has shown better performance 

for simulation in which the BouLac scheme was applied. Simulation of thinner 

surface layers and local vertical mixing are only possible when TKE schemes are 

chosen. Providing a consistent prediction of TKE, the BouLac scheme performs 

better in experimental verifications. 

The terrestrial input data for simulation CTL has been adapted from NESL’s Mesoscale 

and Microscale Meteorology Database which provides land use and topography data 

with a resolution of 10 minutes, 2 minutes and 30 seconds and 24 categories of USGS 

land use parameters.  

As mentioned earlier, to study the effect of an increase in the area of the urban and 

suburban built up areas on wind characteristic, in a separate simulation (NTV) the land 

cover of the metropolitan area of Adelaide was converted back to its native vegetation. 

Therefore the pre-European vegetation were adopted from a National Vegetation 

Information System (NVIS) provided by the Department of Sustainability, Environment, 

Water, Population and Communities of Australian Government (2007). As the data set 

suggests (Figure 5.3), the majority of native vegetation of Eucalypt Woodlands, Mallee 

woodland, scrubland which covered the Adelaide plain and surrounding areas including 

Yorke Peninsula and Kangaroo Island, were converted to cropland, building and roads 

and non-native vegetation. 
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Figure 5.3. The change of vegetation in South Australia since 1750 (Department of the 

Environment and Water Resources, 2007). 

The WRF model gets the land use, vegetation and soil parameters from the tables 

provided in the program. It also has the ability to use the USGS 24 land use categories 

which classifies the urban category as urban and built up, from which the chosen 

characteristic was second category (high density) in an urban parameter table 

(URBPARM.TBL).   

 

Figure 5.4. Land cover index from the model for CTL simulation (left) and NTV (right). 
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The values in the table were modified to address the current spatial distribution of 

population density. Figure 5.4 shows the land cover index of both simulations and Table 

5.1 lists the values of physical parameters for the land cover of metropolitan for different 

simulations. 

Table 5.1 Physical parameters of different land covers of metropolitan area. 

Land Category 
Urban and Built up (average 

building height= 5 m) 

Mixed scrubland and 

grassland 

Albedo  

roof 0.2 

0.22~0.3 building wall 0.2 

ground 0.2 

Emissivity 

roof 0.9 

0.93~0.95 building wall 0.9 

ground 0.95 

Fraction of urban land 

without vegetation 
0.80 -------- 

Anthropogenic heat (W m
-2

) 35 -------- 

 

The categorization of the 3 classes of urban density, included as a property of each class 

in the urban parameter table, is based on the height of buildings and the width of the 

road and roofs. As the grid size of the finest domain is 3 km by 3 km, the exact 

simulation of the metropolitan area is not possible and so the values of the urban table 

were modified to address the characteristics of most of the Adelaide suburbs. Therefore 

the urban area has been modelled as a relatively high density residential area with an 

average height of 5 m for buildings with standard deviation of 3m, roof and road width 

of 9.4m and 20 percent of the land covered with natural vegetation. 

5.4. Validation of model 

The simulations were originally conducted for a period of a year starting from 1
st
 

January to 30
th

 December of 2005. This period has been selected so that the model could 
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be evaluated for different locations around the Gulf and over the Adelaide Hills as 

hourly observation for different meteorological stations around Adelaide Airport and 

other side of the Gulf were available for this time period. There are 7 stations in the 

study area with valid observations for the period of 2005, as shown in Figure 5.5, and for 

which the results of simulation with current land cover could be evaluated for surface 

temperature, wind direction and wind speed.  

 

Figure 5.5. Location (displayed by red flags)of available meteorological stations for the period 

of simulation(Google Earth, 2013), Adelaide metropolitan area is shown by yellow line. 

As illustrated in the Figure 5.5, Adelaide Airport, Kent Town, Parafield and Edinburgh 

RAAF stations are located inside the metropolitan boundary and the Mount Lofty station 

is sited east of the range. The Edithburgh and Kingscote meteorological stations record 

the data of two small towns in Yorke Peninsula in the west and Kangaroo Island in the 

south of Gulf St Vincent. 
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5.4.1. Statistical Metrics 

The model’s performance was evaluated using the following statistical measures: 

 r (the Pearson correlation coefficient) 

The coefficient r determines the strength of linear relationship between model and 

observations and is represented by: 

𝑟 = [
∑ (𝑂𝑖−𝑂̅)(𝑀𝑖−𝑀̅)𝑁

𝑖=1

√∑ (𝑂𝑖−𝑂̅)2(𝑀𝑖−𝑀̅)2𝑁
𝑖=1

]         5.1 

 RMSE ( Root mean square error) 

The RMSE considers error compensation due to opposite sign differences and is 

calculated as  

𝑅𝑀𝑆𝐸 = √∑ (𝑂𝑖−𝑀𝑖)2𝑁
𝑖=1

𝑁
         5.2 

 Index of agreement (IA) 

This dimensionless index determines the model skill in predicting the variations about 

the observed mean, and is calculated as 

𝐼𝐴 = 1 −
𝑁.𝑅𝑀𝑆𝐸2

∑ (|𝑂𝑖−𝑂̅|+|𝑀𝑖−𝑂̅|)2𝑁
𝑖=1

         5.3 

 Bias error 

The mean bias provides the information on the overestimation/underestimation of any 

variable by the model and is defined as: 
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𝑀𝐵 =
1

𝑁
∑ (𝑂𝑖 − 𝑀𝑖) 𝑁

𝑖=0           5.4 

In the equations, the summations are performed over the total number of model-

observation pair values (N) and Oi and Mirepresent the i
th

 observed and modelled values 

and 𝑂̅ and 𝑀̅ are the averaged values for the observations and model, respectively. 

The results of statistical comparisons in 7 mentioned locations and for 3 variables are 

summarized in Table 5.2. 

Table 5.2 Statistical evaluation of simulation of temperature, wind speed and direction at different 

locations. 

 
Temperature Wind speed (m/s) wind direction 

 

IOA r 
RMSE 

(⁰C) 

MB 

(⁰C) 
IOA r 

RMSE 

(m/s) 

MB 

(m/s) 
IOA r 

RMSE 

(degree) 

MB 

(degree) 

Adelaide Airport 0.96 0.92 2.23 -0.11 0.83 0.70 2.19 0.36 0.94 0.89 53.32 -1.88 

Edithburgh 0.94 0.89 2.15 0.30 0.82 0.69 2.02 0.20 0.96 0.92 43.03 -1.01 

Edinburgh RAAF 0.96 0.93 2.44 0.18 0.80 0.53 2.19 -0.09 0.93 0.88 57.06 -2.14 

Parafield 0.96 0.93 2.57 -0.32 0.77 0.62 2.26 0.74 0.93 0.88 57.12 6.58 

Mount Lofty 0.87 0.84 4.25 2.65 0.72 0.57 2.82 -0.01 0.92 0.86 63.81 13.18 

Kent Town 0.96 0.93 2.39 -0.03 0.62 0.52 2.91 1.91 0.93 0.87 59.58 6.67 

Kingscote 0.91 0.84 3.05 0.47 0.73 0.58 2.70 1.19 0.94 0.89 55.92 -1.37 

 

The proposed configuration of the model’s physical scheme reproduces the surface 

temperature with RMSE below 3⁰ C in most cases. The positive value of mean bias error 

in Edithburgh, Edinburgh RAAF, Mount Lofty and Kingscote stations demonstrates 

overestimation of the variable for these four locations while other sites show an 

underestimation of less than 0.5 degree in temperature predictions. The 0.96 of index of 

agreement for Kent Town supported by a correlation of 0.93 and mean bias error of 

close to zero, demonstrates the model’s capability to predict the heat island that is 

developing in the urban areas. 
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The wind speed has a satisfactory performance, with the highest correlation of 0.70 for 

the Adelaide Airport station. The ability of the model to simulate the wind intensity 

inside the urban canopy (Kent Town) is poor with the mean bias value of 1.91 ms
-1

, that 

is attributed to underestimation of aerodynamic roughness length over the urban area. 

With an average of 0.36 ms
-1

 mean error bias in wind speed, the Adelaide airport values 

are slightly overestimated.  

With the index agreements of between 0.92 and 0.96 and correlations of between 0.88 

and 0.92, the predicted wind directions are comparatively closest to the observation 

values, particularly for Adelaide Airport, Edithburgh and Kingscote.  

Comparing the results with other studies (Jiménez et al., 2010; Papanastasiou et al., 

2010; Mohan and Bhati, 2011; Carvalho et al., 2012a; Carvalho et al., 2012b; Meir et 

al., 2013) the model performs well and captures the interaction between the urbanized 

region and the atmosphere in terms of temperature, wind speed and wind direction with 

similar accuracy. These studies used different datasets for initial and boundary 

condition, from NCEP (Papanastasiou et al., 2010; Mohan and Bhati, 2011; Carvalho et 

al., 2012a; Carvalho et al., 2012b) to data from European Centre for Medium-Range 

Weather Forecast (Jiménez et al., 2010; Meir et al., 2013), and applied various 

combinations of physical schemes. Regarding the simulation of near surface 

temperature, Meir et al. (2013) have noted a good performance of the model in 

reproducing extreme heat events over New York city with an average RMSE of 2.5⁰ 

over 27 sites. A high value of index of agreement (0.8) in temperature prediction has 

been documented in the study by Papanastasiou et al. (2010), however Mohan and Bhati 

(2011) pointed out that applying different physical schemes slightly affects the 

performance of the model in simulating meteorological variables. 

Similarly the capability of the model in wind reproduction is associated with the 

selection of the model’s parameterization (Mohan and Bhati, 2011), where the results of 

the statistical analysis of the wind data in research by Papanastasiou et al. (2010) have 
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shown that with a maximum correlation coefficient of 0.97 the model captures the 

direction of wind with relatively high accuracy. Furthermore, concerning the wind 

speed, the results of the studies by Jiménez et al. (2010) and Carvalho et al. (2012a) 

have shown the weak performance of the model in simulating the areas with regional 

features such as hills, valleys and mountains. Likewise  Papanastasiou et al. (2010) has 

pointed out the underestimation of the model in the surface roughness length while 

simulating the urban areas.  

In order to demonstrate a statistical summary of model performance for different 

variables and different locations, the Taylor value is also provided. In this application 

the model is compared to an “observed” reference with the standard deviation of each 

station being normalized with the respective observed data and its associated root mean 

square difference (RMSD) plotted in relation to the pattern correlation through Equation 

5.5. 

𝐸2 = 𝜎𝑂
2 + 𝜎𝑀

2 + 2𝜎𝑂𝜎𝑀𝑅         5.5 

in which, 𝐸 is the debiased root mean square difference (𝐸2 = 𝑅𝑀𝑆𝐸2 − 𝑀𝐵2), R is 

correlation coefficient and 𝜎𝑂 and 𝜎𝑀 are the standard deviations of observation and 

models values, respectively. The values are normalized by being divided by the standard 

deviation of the observations. 𝐸̂ =
𝐸

𝜎𝑂
 , 𝜎̂𝑀 =

𝜎𝑀

𝜎𝑂
 , 𝜎̂𝑂 = 1. 

The comparison of performance of model for different coastal and inland locations is 

demonstrated in Figure 5.6. The more accurate the results, the closer the values get to 

the unit radius circle and the unit correlation line.  
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Figure 5.6. Taylor diagram of statistical values for all stations for three variables: temperature 

(circles), wind speed (squares) and wind direction (triangles). 

Better predictions would produce higher correlation with standard deviation closer to the 

observations. For such simulations the values locate closer the normalized standard 

deviation of 1 and closer to x-axis (where the correlation is 1). 

As shown in Figure 5.6, the modelled temperatures at different stations correspond well 

with the observations with a correlation of more than 0.8 and identical standard 

deviations between observed and predicted values for most of the locations. Similarly, 

the simulated wind directions show high correlation with observed value (0.86 to 0.92) 

and approximate average of 10 percent higher standard deviation for predicted values.  

The wind speed behaviour varies for different stations with acceptable performance for 

Edinburgh RAAF and Adelaide Airport and poor results in Mount Lofty and Kent 

Town. The lower correlation of the wind results in Kent Town and Mount Lofty is 

basically due to the location of the meteorological stations, as unlike the airport statins 
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these two stations are closely surrounded by buildings and woodlands respectively. 

Overall, as the characteristic of wind at the coastal site of Adelaide Airport is the main 

interest of the current study, the performance of the model is acceptable. 

Examples of the comparison between observed and modelled values of temperature at 

2m height, wind speed and wind direction at 10m height for Adelaide Airport for the 

period of February 2005 are plotted in Figure 5.7. 
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Figure 5.7. The performance of model to simulate 2m temperature (a), 10m wind speed (b) and 

10m wind direction (c) in Adelaide airport in February 2005. Blue dots represent the 

observation and black lines are the model’s outputs.  
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5.5. Modelling Metropolitan with pre-European Land cover 

The possibility of a contribution from a change in the land surface cover on the near 

surface climate was tested by replacing the urban surface with pre-settlement native 

vegetation. Details of the land cover of the area were provided by the Department of 

Environment of the Australian Federal Government and suggest the native vegetation to 

have been eucalyptus woodlands with a tussock grass understorey for the metropolitan 

area. In order to implement the changes to the model, the urban and built up category of 

land in the finest scale domain was converted to mixed shrub land and grassland.  

The surface friction force is strongly associated with the land surface vegetation and 

therefore changes to the surface from woodland to built up increases the surface drag 

force and reduces the near surface wind velocity. Moreover the littoral drift and Aeolian 

transport at coastline of Adelaide has been discussed to be sensitive to the wind climate 

over the gulf of St Vincent, therefore and in order to be able to analyse the possible 

changes to the climate of near surface wind without any friction related disruption, the 

wind data at a grid point over water were selected for study. As the finest grid lines are 

sized in 3 kilometres, the adjacent point over the water would be 1.5 kilometres further 

than shoreline. 

5.5.1. Temperature 

The change to the temperature at 2 m height at a coastal location (Adelaide Airport) and 

an inner suburb (Kent Town) are plotted in Figure 5.8. The average daily cycle of 

temperature at these two points was computed over the period of simulation. 
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Figure 5.8. The Averaged daily cycle of temperature simulated with current land cover (black) 

and Native vegetation (blue) at an inner suburb (a), a coastal point (b) and the difference 

(c)=(a)-(b). 

As expected the transformation of land surface from natural shrubby plants to buildings 
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emission of stored heat in the urban canopy and therefore the temperature difference is 

greater in suburban areas. Evidently, the conversion of land surface cover from natural 

to urban had greater impact on the temperature of the inner suburb than the coastal 

location. It is clear that the average temperature difference of the mentioned locations is 

almost doubled during the morning and early afternoon. It confirms the significant 

impact of urbanization to the local climate change and once more underlines the fact that 

the observed temperature of the coastal site of Adelaide airport does not reflect the near 

surface temperature of metropolitan area (Section 4.8.1). 

The difference between hourly averaged temperature of the simulation with current land 

cover (CTL) and simulation with native land cover (NTV) for an inner city location is 

plotted in Figure 5.9. While for all selected months, the early morning and night time 

temperatures are distinctly higher in CTL simulation, the time of maximum temperature 

difference between two simulations occurs around sunset time, which, as shown in the 

figure, is about two hours earlier in the cold months of May and July.  

 

Figure 5.9. The difference between an hourly averaged temperature of an inner city location of 

two simulation (T CTL – TNTV) for two cold months of May and July and two warm months of 

January and March. 
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The individual comparison of each time step reveals a variation of between -3.5 and 6.5 

degrees between two simulations temperature (considering a subtraction of simulations 

with native land cover from current surface coverage) for a location inside the city 

boundary corresponding to Kent Town.  

 An example of the difference in temperature distribution over the area is plotted for two 

times of 7 pm in 2005-11-01 and 11 am of 2005-11-12 (Figure 5.10). The dashed line is 

the latitude location of -35 degree where the southern boundary of city is located.  

 

 

Figure 5.10. Two examples of 2m height temperature (⁰C) distribution over the area for two 

times steps; CTL (left) and NTV (right). 
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As the models have been run in a two-way nesting mode, the feedback from the interior 

domain at each time step, overwrites the overlapped region of the parent domain. This 

would lead to the appearance of difference in scales of much bigger than modified land 

cover scale and therefore the different surface temperature in two simulations may 

appear at any location (as some can be seen in Figure 5.10). The heated surface of the 

urban area at 7 pm of November 11 can clearly identify the location of metropolitan area 

of Adelaide.  

5.5.2. Wind Speed 

The WRF model generates the south–north (V) and west–east (U) component of the 

wind as separate variables; therefore the wind speed and direction of each time step were 

calculated using Equations 5.6 and 5.7. 

 𝑊𝑆 = (𝑈2 + 𝑉2)
1

2⁄          (5.6) 

𝑊𝐷 = 𝐴𝑟𝑐𝑇𝑎𝑛 (
𝑉

𝑈
) + 180°        (5.7) 

Winds from the west and south are considered as positive.  

The analysis of wind speed over the Adelaide metropolitan area has shown an average 

difference of 0.5 m s
-1

 in the speed at 10 m height between the two simulations. The 13 

to 25 of January wind speed for urban areas with different land cover simulation is 

plotted in Figure 5.11 (this date is just selected as an example). Since the differences are 

systematic but more noticeable in the high speed winds, the dissimilarity of land surface 

friction force (roughness length), only explains part of the wind speed dissimilarity. It 

appears that the characteristic of wind is also relatively related to the land surface 

properties.  

To better evaluate the impact of land cover change on the strength of onshore winds and 

to avoid the effect of the surface drag force, the simulated data over water were 

analysed.  
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The comparison of simulations (Figure 5.12) suggests the presence of stronger wind 

over water when the metropolitan area is converted to natural vegetation at night (an 

example of which is shown with green ovals) and slightly weaker wind speed during the 

afternoon (blue ovals in the figure).  

To minimize the drag force of surface and for the following 4 the averaging has been 

done for a location 3 km west of Adelaide Airport and over water hereafter refer as the 

water point. 

The plot of monthly averaged vertical profiles of west-east and south-north winds in the 

lowest 2 km, resulting from the simulation with current land cover of the urban area, is 

provided in Figure 5.13. For an easier comparison the cold months were separated from 

warmer months. 
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Figure 5.13. The monthly averaged u-wind component of the water point at lowest 2 km level of 

warm months (lines) and cold months (dashed line) at times of 0600, 0900, 1200, 1500, 

1800 and 2100. The red and blue lines demonstrate the average of warm and cold months, 

respectively. 
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It appears that the U (west-east) components of wind of warmer months of January to 

April, November and December (with average of daily maximum temperature of 

considerably greater than 20°C) at lower elevation change direction from easterly to 

westerly (onshore) at sometime between 9 to 12 and grow in intensity until 3pm in the 

afternoon and by 6 pm they start moving back to the easterly direction and by 9 pm 

change to land breezes, whereas in most of the cold months of May to October winds are 

from the west during the period from 6 am to 9 pm. 

The graph of V (south-north) component of wind, associated with the continental breeze, 

indicates the rotation of northerly to southerly  wind, most likely due to Coriolis effect, 

to happen at some time between 12 and 3 pm and persist in growing in strength until 6 

pm so that by 9 pm there is still a relatively strong southerly component to the wind. 

However the colder months are expecting a northerly wind component all through the 

day. 

It should be noted again that the graphs has been provided for the water point, located 

over water and 3 km west of Adelaide Airport.  
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Figure 5.14. Same as Figure 5.13 for V-wind component.  
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For a better comparison of the response of onshore wind component to the change of the 

surface land cover in metropolitan areas, the wind profile of both simulations averaged 

for warmer months of January to April, November and December (hereafter referred to 

as WMP) are illustrated in Figure 5.15.     
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Figure 5.15. The warm period time-averaged U (two left columns) and V (two right columns) 
component of the water point simulated with CTL (black dots and thin line) and NTV (blue 
dots and thin dashed line) at times of 0600 and 0900 (top row), 1200and 1500 (middle row), 
1800 and 2100 (bottom row).  
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Early in the morning, the easterly component of wind (offshore) is stronger when the 

urban land cover has been replaced by native vegetation and the rotation of wind to 

onshore westerly direction occurs later. Before 3 pm, the time that the westerly wind has 

had its full strength, the westerly wind component of simulation with urban land cover is 

slightly stronger at lower levels (below 400 m). Sometime between 6 pm and 9 pm the 

westerly (onshore) wind rotates to an offshore direction and grows in strength more 

noticeably with the absence of an urban area. The south-north component of wind does 

not show any significant difference in strength. Over the period of warmer months 

(November to April) and for each hour of the day, 10 m wind vectors has been averaged 

and the results, in form of a hodograph, is illustrated in Figure 5.16. The hodograph 

helps to demonstrate the changes to an hourly wind over the course of a day. The labels 

show the time and the circles represent the wind intensity interval of 1 m s
-1

. 

 

Figure 5.16. The hodograph of time-averaged wind of WMP at 10m height of the water point for 

CTL (black dots and line) and NTV (blue dots and line) simulations. The circles show the 

wind speed intervals of 1 m s
-1

 and the numbers denote the Australian Central Standard 

Time. An example of averaged wind vector for the hour of 1400 in CTL run is demonstrated 

by an arrow.  
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The time-averaged hodograph of the water point suggests that with the presence of an 

urban land cover, the morning wind shifts to an onshore direction, slightly earlier and 

grows relatively stronger and quicker than when it is replaced with vegetation. By 5 pm 

both simulations result in relatively similar wind components but the nocturnal offshore 

winds are significantly stronger over water when the adjacent land is covered with 

woodlands. The difference of the wind strength over water declines as it goes further 

over water. Figure 5.17 illustrates the horizontal extent of the difference of the 9 am 

wind (upper row) and 9 pm (lower row). The X-axis shows the intensity of east-west 

component of wind in m s
-1

. The differences between two simulation’s 9 pm offshore 

winds are observed to 21 km further over water while the 9 am difference disappear after 

12 km distance from the shore. 
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Figure 5.17. The averaged U-wind component profile of WMP in 9 am (above) and 9 pm 

(below) from shoreline to further 27 km over water. 
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In previous studies, as mentioned in literature review, the presence of urban areas has 

been shown to influence both horizontal and vertical wind profile (Oke, 1987; Eliasson 

and Holmer, 1990), and result in formation of what is known as heat island circulation 

(Figure 2.4).  In order to study this effect, the change to the vertical wind profile of 

warmer months during the day in an urban location is plotted in Figure 5.18 (the positive 

values are the upward flow). As it appears in the figure, the afternoon upward wind in 

the first 1.5 kilometre is considerably stronger when the surface of land is covered with 

buildings and roads. 

 

Figure 5.18. The vertical component of winds simulated with CTL (black) and NTV (blue) at 

times of 0000, 0300, 0600, 0900, 1200, 1500, 1800 and 2100.  

Within the period of the 6 warm months of January to April, November and December 

of 2005, 65 days were considered as sea breeze days, using the sea breeze selection 

algorithm from Chapter 4. The behaviour of wind within the selected sea breeze days 

was compared with the days which were rejected as sea breeze days, called “non-sea 

breeze days”. The hodograph of averaged wind at 10 m heights of sea breeze and non-

sea breeze days (Figure 5.19) shows the presence of a clear rotation of wind vectors in 

0

500

1000

1500

2000

2500

3000

3500

4000

-0.10 -0.05 0.00 0.05 0.10

A
xi

s 
Ti

tl
e

Wind Speed  (m/s)

URBAN

Linear (URBAN)

21

0

0.5

1

1.5

2

2.5

3

3.5

4

A
lt

it
u

d
e

 (
m

)

0

500

1000

1500

2000

2500

3000

3500

4000

0

0

500

1000

1500

2000

2500

3000

3500

4000

3

0

500

1000

1500

2000

2500

3000

3500

4000

6

0

500

1000

1500

2000

2500

3000

3500

4000

9

0

500

1000

1500

2000

2500

3000

3500

4000

-0.10 -0.05 0.00 0.05 0.10

12

0

500

1000

1500

2000

2500

3000

3500

4000

-0.10 -0.05 0.00 0.05 0.10

15

0

500

1000

1500

2000

2500

3000

3500

4000

-0.10 -0.05 0.00 0.05 0.10

18

0

500

1000

1500

2000

2500

3000

3500

4000

-0.10 -0.05 0.00 0.05 0.10

21



Numerical Modelling of the Urban Climate 

 

125 

 

the days which were selected as sea breeze days. It also suggests the presence of 

significantly stronger winds throughout the selected days, more noticeably at night. 

 

Figure 5.19. Hodograph of averaged sea breeze (left) and non-sea breeze  day (right) of WMP, 

simulated with CTL (black) and NTV (blue). The circles show the wind speed intervals of 1 

m s
-1

 and the numbers denote the Australian Central Standard Time. 

Regardless of the day’s category (as sea breeze or non-sea breeze days), the night time 

offshore winds are significantly stronger when the land surface is covered with 

vegetation. The afternoon onshore wind suggests the presence of stronger westerly wind 

components in the simulation with urban land cover, more noticeably in averaged non-

sea breeze cases. 
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5.6. Discussion  

In the previous chapter the weather for Adelaide for 12 months from January to 

December,  2005, was modelled using the WRF modelling system for two different land 

cover systems(Figure 5.4): one with buildings and roads (as its current state), and the 

other with the replacement of urban areas with the pre-settlement vegetation. The 

simulations were conducted with a selected combination of a physical scheme that is 

more suited for a coastal location with a mild atmospheric condition. The comparison of 

the modelling with current land cover and the observational record has shown a good 

agreement between the predicted values and observation, particularly for temperature 

and wind direction.  

The result of the temperature modelling confirms the presence of an urban heat island 

over the metropolitan areas; however as the feedback from the inner domain reflected 

back to the parent domain, the impact of land cover conversion from native vegetation to 

urban and built-up areas, is on a larger scale than the metropolitan area of Adelaide. It is 

clearly demonstrated in Section 5.5.1 that the temperature difference between the two 

land surface coverings is more noticeable over the metropolitan area, however the 

magnitude of difference is significantly greater at night time, with an average of 2 

degrees at sometime around 8 pm (Figure 5.8), which is the time when in the absence of 

solar radiation, the land starts cooling down. As the rate of heat convection from the 

surface substances are different for the two land surfaces and the heat storage capacity of 

urban surfaces is higher than natural shrub lands, the metropolitan areas do not cool 

down at the same rate as the native vegetation. Figure 5.9 reveals that the temperature 

difference is more noticeable for the months with colder air temperature (The averaged 

observed temperature of January, February, May and July are 22.3 °, 20.5°, 14.8 ° and 

11.2 ° C respectively). 

The result of simulations of the 10 m height wind over the urban areas has shown an 

average reduction of 0.5 m s
-1

 in the speed of predicted wind with urban land cover, 

which is a result of the change to the surface roughness length, whereas the comparison 
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of the simulated wind speed at a location over water, and close to the Adelaide coastline, 

has shown a significantly closer result (Figure 5.12). On the other hand, as the change to 

the coastal wind character is the main interest of this study, the wind behaviour over the 

Gulf, close to the shoreline, was of more interest. 

It has been shown in Figure 5.12 that the conversion of land cover of the urban surface 

to its native vegetation has significantly increased the wind speed at night time, which as 

shown in Figure 5.16, these winds blow predominantly from north to east sector 

(offshore winds). This change can be attributed to the drag force on east winds, as they 

have to flow over the buildings, and the friction on urban surfaces results in a reduction 

in wind speed at lower levels. The monthly average of the wind component profile at 

different heights, shown in Figures 5.13 and 5.14, signifies the different behaviour of 

wind in different months. It clearly illustrates that for the warmer months, which 

includes the 6 months of January, February, March, April, November and December, on 

which the average of daily maximum observed temperature is higher than 23 ⁰C, the 

westerly wind component of warmer months at below 800 metres height behave 

differently from the cold months average, as they are comparably getting stronger in the 

first 300 metres sometime around 9 am and continue growing until 3pm. By 9 pm the 

wind has rotated to an easterly direction for the warmer months, whereas the colder 

month average wind does not change in direction. The V-wind component shows 

persistence of a northerly direction for the whole day in colder months of May to 

October at almost all vertical levels, while in the warmer months northerly wind 

direction of the wind rotates to southerly direction at 12 pm and progresses until 6 pm, 

when it reaches its maximum intensity. 

The change in the direction of easterly winds, as described in the literature review, is 

mainly attributed to the start of a locally generated gulf breeze, which, as concluded 

from an observational study by Physick and Byron-Scott (1977), starts prior to what is 

known as the northwest to southwest (offshore sector) southerly ocean breeze. The fact 
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that these phenomena are noticeable in warmer months is related to the higher 

probability of sea breezes occurring during this period.  

The comparison of the wind profile of average wind in warmer months, for two different 

simulations of the metropolitan surface, one with urban as its current situation and the 

other with the metropolitan areas replaced with the native vegetation, shown in Figure 

5.15, illustrates the reduction in intensity of the easterly component of night time wind 

with the conversion of land from native vegetation to urban and built up areas. An 

increase in the friction force, as a result of an increase of the roughness length reduces 

the intensity of the winds, as they flow over the urban areas. On the other hand, the 

intensification of the afternoon westerly winds occurs earlier for the urban land cover 

simulations, as by 12 pm the averaged wind profile of urban simulation is ahead of the 

simulation with native vegetation land cover. By 3 pm there is a slight difference 

between two simulation results, with the clearest picture as shown in Figure 5.16.  

It is clear from the Figure 5.16 that by 9 am the winds of CTL simulation have changed 

in direction from westerly to easterly and continue to grow more rapidly than NTV 

simulations. By 2 pm the easterly wind reaches its maximum intensity for both 

simulations, which is slightly higher in CTL. From there until 5 pm, when the wind 

velocity is a maximum, the wind speeds of CTL simulation are higher than NTV. The 

wind rotates to a westerly direction between 7 and 8 pm in both cases. The differences in 

surface wind based on the changes to land cover extend less than 21 km over the water. 

Throughout the mentioned figures, the change to the horizontal wind profile has been 

demonstrated and it appears that the conversion of land from natural vegetation to roads 

and buildings not only increases the near surface temperature, but also modifies the 

strength of the horizontal wind and the time of its rotation from onshore to offshore 

direction. Furthermore, Figure 5.18 illustrates the fact that the speed of the vertical wind 

profile changes as the land surface material changes. The figure captures the vertical 

profile of wind at a location over the urban area. It clearly shows the replacement of 
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early morning downward wind below 500 m to an upward direction at sometime 

between 9 am to 12 pm and its development to a maximum velocity around 3 pm and 

back to downward direction by 9 pm. 500 m is the altitude, which the horizontal wind 

system has shown a sensitivity to alteration of surface land cover. However, conversion 

of the urban surface to the native woodland, affects the intensity of maximum upward 

wind below 1500 m by reducing the upward wind at 650m by 40 percent, the fact that is 

attributed to the presence of vertical upward advection caused by urban heat island 

circulation formed over the metropolitan areas. 

Following the effect of land surface alteration in lower level temperature and wind, the 

change to the wind behaviour of sea breeze and non-sea breeze days was analysed. In 

this part, the sea breeze selection was performed, using the mentioned algorithm in 

Chapter 3. For the period of the simulation (356 day), 95 days were selected as sea 

breeze days (26 %), which 68% of them (65 days) occur in six months of January, 

February, March, April, November and December. For the mentioned months, the daily 

hodograph of averaged sea breeze and non-sea breeze days were provided in Figure 

5.19. In both cases the night time offshore wind are considerably stronger for the 

simulation with native vegetation as land cover, whereas the velocity of afternoon 

onshore wind of simulation with current urban surface is comparatively higher, more 

noticeably for the non-sea breeze  cases.  

It is clear from Figures 5.16 and 5.19 that replacing the native vegetation to urban and 

built up affects the land breeze in different ways. As the land breeze develops overland, 

the increase to the surface roughness length, as a result of land cover change, reduces the 

strength of the wind. Furthermore, changing the surface substances decelerates the land 

surface cooling rate, reducing the temperature difference of the land and sea surface 

during the night which consequently weakens the speed of the offshore winds. Similarly, 

the presence of heat island over the metropolitan area during the day affects the sea 

breeze by producing a greater thermal gradient over the land and water. This fact leads 

to an increase in the strength of the onshore winds, more noticeably on non-sea breeze 

https://www.google.com.au/search?client=firefox-a&hs=5k6&rls=org.mozilla:en-US:official&channel=fflb&q=define+decelerate&sa=X&ei=tgg2VMPmNsHm8AXmzIHADA&ved=0CI0BEP0qMAA
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days (Figure 5.19) in which unlike sea breeze days, the absence of strong cool winds 

from the sea enables the land surface temperature to rise. 
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6. Summary and conclusion  

An investigation of the long-term characteristics of the Adelaide sea breeze system was 

the main objective of current study. To carry this out the observational record of surface 

and upper air level meteorological data were used to categorize days as either sea breeze 

or non-sea breeze days. Due to the constraints imposed by the data availability, a set of 

criteria was applied to 3-hourly surface and 12-hourly upper air meteorological 

observations taken at the Bureau of Meteorology, Adelaide airport station to select sea 

breeze days. Later the behaviour of afternoon winds on selected sea breeze and non-sea 

breeze days was studied.  

In order to corroborate the selection criteria for sea breeze days in Adelaide the wind 

characteristics on the other side of the gulf were utilised. The data from Edithburgh on 

Yorke Peninsula were only available from 1993 so the period 1993-2007 was analysed 

and represented in the form of wind hodographs. This allowed the sea breeze 

characteristics to be displayed clearly and for the selection criteria to be verified. 

It is clear from the hodograph (Figure 4.5) that, despite the similarity of local circulation 

of wind on non-sea breeze days for Adelaide Airport and Edithburgh stations, the 

afternoon east-west component of the sea breeze days winds are from opposite 

directions. Being located on the opposite side of the gulf, the locally generated gulf 

breeze has been observed by Physick and Byron-Scott (1977) to have an easterly 

component on the western side of the gulf.  

For the whole period of study, August 1955 to June 2008, 26.6% of the days were 

identified as sea breeze days, which of those 42% occur in summer and 10% in winter. 

Importantly, there has not been any noticeable change in the frequency of sea breeze 

days over the 53 years of the study; however there has been a significant increase in the 

intensity of afternoon winds, most noticeably on sea breeze days. 
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The results of regression analysis of intensity of the east-west and south-north 

components of winds on sea breeze and non-sea breeze days are provided in Tables 4.2 

to Table 4.7. They show, as summarized in Table 4.8, that the intensity of the 15:00 

(ACST) onshore and 21:00 offshore U component of the winds of spring, summer and 

autumn sea breeze days are progressively increasing over time, whereas except for 

autumn’s 21:00 offshore wind there is not any significant change to the intensity of non-

sea breeze  day winds. Similarly, the 18:00 and 21:00 hour southerly component of sea 

breeze days wind has shown a growth over the period of study, where for non-sea breeze 

days, it is more evident in autumn and late night of summer. Tables 4.2 to 4.7 present the 

regression coefficient of the increasing rates of the afternoon wind intensity. The 

correlation between the average intensity of the wind component for each subsequent 

reading, Table 4.9, demonstrates that except for the east-west wind component of sea 

breeze days, which is considered to be locally generated, the afternoon east-west and 

north-south components of non-sea breeze days and the north-south component of sea 

breeze days, are highly correlated with the preceding and following time-step wind 

components. This supports the fact that these winds are potentially caused by synoptic 

scale flows rather than locally developed winds. 

Later, the monthly averages of maximum air temperature at 1.2 m heights of Adelaide 

airport station, which have shown a noticeable increase over time, were compared 

against the afternoon wind components of both sea breeze and non-sea breeze days. The 

results, as shown in Table 4.10, indicate higher correlation between the north-south 

component and the maximum temperature, suggesting the role of land surface 

temperature on the intensity of southerly wind, known as the ocean breeze. On the other 

hand, the slight negative correlation between 21:00 hours north-south component of sea 

breeze days and air temperature indicates the greater likelihood of a land breeze 

(offshore wind) to occur on days with higher land temperatures. 

The effect of South Australian climate drivers on the coastal wind regime was tested 

using the climate indices of SOI (the Southern Oscillation Index), IOD (the Indian 



Summary and Conclusion 

 

133 

 

Ocean Dipole) and AOI (the Southern Annular mode or Antarctica Index). The 

oscillations of each component of afternoon wind around the trend line, the de-trended 

values, were compared against these indices. The results have shown no significant 

correlation between the values, rejecting any potential interaction between climate 

drivers and coastal wind circulations.  

Although the presence of an increasing rate in the southerly component of sea breeze 

and non-sea breeze days afternoon wind were explained, using the near surface air 

temperature, the reason behind the significant growth of 15:00 hours westerly and 21:00 

easterly wind component of sea breeze days (related to sea breeze and land breeze 

respectively) has not been identified. As the westerly component of the wind forms over 

the Gulf of St Vincent, there is a great possibility of the wind being affected by local 

climatic change. One of the more noticeable changes to the Adelaide plain is the 

development of the metropolitan area and growth of the population. Modification of 

urban geometry and rise in the population density modifies the land surface heat flux by 

increasing the anthropogenic heat emission and altering the thermal properties of land 

surface materials. These changes have been shown to intensify the sea breeze circulation 

by increasing the land surface temperature (Yoshikado, 1994; Ohashi and Kida, 2002; 

Cenedese and Monti, 2003; Freitas et al., 2007). Moreover, the change to the roughness 

of the surface by replacing the natural vegetation of the land with roads and buildings 

alters the speed of near surface wind (Section 2.3) as it modifies the surface friction 

force.  

To test the impact of the alteration to surface land covers on the sea breeze intensity, a 

numerical model, Weather Research and Forecasting (WRF), was employed to simulate 

the weather of the Adelaide coastline for a scenario on which the land surface was 

converted back to its native vegetation cover (NTV), taken from Bradshaw (2012). A 

control run (CTL) with the current urban condition was modelled alongside for the 

comparison purposes. 
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Model simulation extended over a 12 month period beginning on the 1st of January and 

ending on 31
th

 of December 2005. Using the capability of the WRF for multi-nesting the 

model runs for three domains, the largest covers the central and eastern Australia 

whereas the smallest, with elements of 3 km by 3 km, which is centred at latitude 35.39 

South and longitude of 137.85 and spans the Adelaide plain, Gulf St Vincent, Yorke 

Peninsula and Kangaroo Island. 

The Noah land surface model coupled with a single layer urban canopy model was 

adopted. The Monin-Obukhov (Eta) scheme (Janjic, 2002), the BouLac scheme 

(Bougeault and Lacarrere, 1989) and WRF Single Moment 3 classes (WSM3) scheme 

were used by WRF in order to simulate surface layer physic, boundary layer processes 

and atmospheric microphysics process respectively. 

The model results, extracted from the finer domain, were compared with observations 

collected by 7 near surface meteorological stations that provide hourly averaged data. 

The quality and reliability of the model were examined via several statistical indices. 

Regarding the model’s capability to reproduce the near surface temperature, there is a 

good agreement between the simulated values and observed data of the Adelaide 

metropolitan area (includes Adelaide Airport, Edinburgh RAAF, Kent Town and 

Parafield). The high correlation and low mean bias score of the mentioned locations 

indicate the good performance of the model in simulation of urban surface temperature.  

The assessment of the model’s ability to predict the wind direction shows a high 

correlation between the observation data and simulated values, particularly in 

Edithburgh (a station located on the other side of the Gulf). Concerning the wind speed, 

with a slight over-prediction of 0.36 and 0.20 m s
-1

 and respective correlation of 0.7 and 

0.69 at two coastal stations of Adelaide airport and Edithburgh, WRF is able to 

reproduce the observed wind speed of coastal areas, however the mean bias of 1.91 ms
-1

 

in Kent Town station demonstrate the underestimation of aerodynamic roughness length 

over the urban areas. 
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Comparing the two land cover scenarios reveals that by replacing the native land cover 

with urban building and roads, the mean near-surface air temperature increased by 0.2 to 

2 ⁰C for inner city locations. The maximum difference occurs at night, in the absence of 

solar radiation, which reveals the importance of thermal property of land surface 

materials.  

To avoid the model’s under-prediction of surface drag force, the comparison analysis of 

wind was performed for an offshore location, close to Adelaide airport. The analysis of 

monthly-averaged wind profile suggests the presence of relatively stronger sea breeze 

circulation on the six warmer months of January to April, November and December. As 

the sea breeze activity was the objective of this study, the wind analyses were taken for 

the warmer months. By replacing the current metropolitan area with vegetation, the wind 

velocity at lower atmospheric level (below 1200 m) changes noticeably. The comparison 

of different components of the wind reveals that the east-west component of the wind is 

more sensitive to the surface land-use. It is concluded that land cover conversion from 

native vegetation to urban areas intensifies the onshore afternoon winds, noting that the 

progression of sea breeze toward the land is not affected by the change of surface 

roughness length. However at night, replacement of native low scrubland and grassland 

with metropolitan build-up areas weakens the offshore wind velocity as it flows over the 

city. The analysis of vertical wind profiles over the urban area confirms the presence of 

stronger upward motion of the air for the simulation with urban land cover, resulting 

from urban heat island circulation. 

Out of 181 days from January to April, November and December, 65 days (36%) were 

selected as sea breeze days, using the sea breeze selection algorithm. The comparison of 

the hodograph of simulated wind averaged over sea breeze and non-sea breeze days 

indicate that the growth of the afternoon wind speed, attributed to change of the land 

surface from native to urban area, had greater impact on the afternoon wind velocity of 

non-sea breeze days. 
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In conclusion, the study has shown a progressive growth in the intensity of onshore 

breezes on the Adelaide coastline. Throughout the statistical analysis of near surface 

winds in selected sea breeze days, it has been explained that the growth to the southerly 

(V) component of winds, the continental breeze, is highly correlated with long-term rise 

in near surface temperature of the land, most likely associated with global warming. 

Furthermore, the numerical modelling of the Adelaide metropolitan area, confirms the 

important contribution of urban development in the characteristic of the locally 

generated breeze (U components of wind in this study). However as the urbanization in 

South Australia was accompanied with cropland expansion along both side of Gulf St. 

Vincent, the assessment of the level of such contribution is relatively complicated as it 

may strengthen or weaken the effect of urbanization on the local climate.  

Taking everything into account, the ongoing changes to the near surface wind 

characteristic, more noticeably on sea breeze days, have the potential to change the 

littoral drift transport on the Adelaide shoreline, directly, by modifying the windblown 

sand transport, and indirectly, by changing the climate of locally-generated waves. 

Consequently, the combined effect of the mentioned modification to the wind regime 

and the expected rise in the sea surface level may affect the dynamics of the Adelaide 

coastline, which may impact the shoreline as seriously as a mild storm. 

However, the ultimate effect of change of the afternoon wind intensity on the 

morphology of Adelaide beaches is beyond the scope of the current research and 

requires extensive analytical and numerical studies. 
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Appendix A: Adelaide Airport Station Metadata 

 

 

 

The location of the Adelaide Airport station, duration and frequency of the 

meteorological observations are explained here. There has been some replacement of 

observation equipment for the station, the details of which are attached here. 
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Appendix B: Climatic Indices and their Correlation 
with monthly averaged components of wind  

 

 

 

The monthly record of climatic indices of Southern Oscillation, Antarctic Oscillation and Indian 

Ocean Dipole are presented along with the correlation analysis of each index with the detrended 

monthly averaged intensity of each component of wind. The 3 years and 5 years filtering results is 

also attached.    
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Monthly Southern Oscillation Index (SOI) Since January 1956 

 
Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

1956 11.3 12.4 9.4 11.1 17.9 12.3 12.6 11 0.2 18.3 1.9 10.3 

1957 5.6 -2.2 -0.9 1.2 -12.2 -2.3 0.9 -9.5 -10.6 -1.3 -11.9 -3.5 

1958 -16.8 -6.9 -1.4 1.2 -8.2 0.2 2.2 7.8 -3.4 -1.9 -4.7 -6.5 

1959 -8.7 -14 8.4 3.6 2.8 -6.3 -5 -5 0.2 4.2 11.1 8.2 

1960 0.3 -2.2 5.6 7.8 5.2 -2.3 4.8 6.6 6.9 -0.7 7.2 6.7 

1961 -2.5 6.3 -20.9 9.4 1.3 -3.1 2.2 0.1 0.8 -5 7.2 13.8 

1962 17 5.3 -1.4 1.2 12.3 5 -0.4 4.6 5.1 10.3 5.2 0.6 

1963 9.4 3 7.3 6.1 2.8 -9.6 -1 -2.4 -5.2 -12.9 -9.3 -11.6 

1964 -4 -0.3 8.4 13.5 2.8 7.4 6.8 14.3 14.1 12.8 2.6 -3 

1965 -4 1.6 2.9 -12.9 -0.3 -12.8 -22.6 -11.4 -14.2 -11.1 -17.9 1.6 

1966 -12 -4.1 -13.9 -7.1 -9 1 -1 4 -2.2 -2.5 -0.1 -4 

1967 14.6 12.9 7.8 -3 -3.5 6.6 1.6 5.9 5.1 -0.1 -4 -5.5 

1968 4.1 9.6 -3 -3 14.7 12.3 7.4 0.1 -2.8 -1.9 -3.4 2.1 

1969 -13.5 -6.9 1.8 -8.8 -6.6 -0.6 -6.9 -4.4 -10.6 -11.7 -0.1 3.7 

1970 -10.1 -10.7 1.8 -4.6 2.1 9.9 -5.6 4 12.9 10.3 19.7 17.4 

1971 2.7 15.7 19.2 22.6 9.2 2.6 1.6 14.9 15.9 17.7 7.2 2.1 

1972 3.7 8.2 2.4 -5.5 -16.1 -12 -18.6 -8.9 -14.8 -11.1 -3.4 -12.1 

1973 -3 -13.5 0.8 -2.1 2.8 12.3 6.1 12.3 13.5 9.7 31.6 16.9 

1974 20.8 16.2 20.3 11.1 10.7 2.6 12 6.6 12.3 8.5 -1.4 -0.9 

1975 -4.9 5.3 11.6 14.4 6 15.5 21.1 20.7 22.5 17.7 13.8 19.5 

1976 11.8 12.9 13.2 1.2 2.1 0.2 -12.8 -12.1 -13 3 9.8 -3 

1977 -4 7.7 -9.5 -9.6 -11.4 -17.7 -14.7 -12.1 -9.4 -12.9 -14.6 -10.6 

1978 -3 -24.4 -5.8 -7.9 16.3 5.8 6.1 1.4 0.8 -6.2 -2 -0.9 

1979 -4 6.7 -3 -5.5 3.6 5.8 -8.2 -5 1.4 -2.5 -4.7 -7.5 

1980 3.2 1.1 -8.5 -12.9 -3.5 -4.7 -1.7 1.4 -5.2 -1.9 -3.4 -0.9 

1981 2.7 -3.2 -16.6 -5.5 7.6 11.5 9.4 5.9 7.5 -5 2.6 4.7 

1982 9.4 0.6 2.4 -3.8 -8.2 -20.1 -19.3 -23.6 -21.4 -20.2 -31.1 -21.3 

1983 -30.6 -33.3 -28 -17 6 -3.1 -7.6 0.1 9.9 4.2 -0.7 0.1 

1984 1.3 5.8 -5.8 2 -0.3 -8.7 2.2 2.7 2 -5 3.9 -1.4 

1985 -3.5 6.7 -2 14.4 2.8 -9.6 -2.3 8.5 0.2 -5.6 -1.4 2.1 

1986 8 -10.7 0.8 1.2 -6.6 10.7 2.2 -7.6 -5.2 6.1 -13.9 -13.6 

1987 -6.3 -12.6 -16.6 -24.4 -21.6 -20.1 -18.6 -14 -11.2 -5.6 -1.4 -4.5 

1988 -1.1 -5 2.4 -1.3 10 -3.9 11.3 14.9 20.1 14.6 21 10.8 

1989 13.2 9.1 6.7 21 14.7 7.4 9.4 -6.3 5.7 7.3 -2 -5 

1990 -1.1 -17.3 -8.5 -0.5 13.1 1 5.5 -5 -7.6 1.8 -5.3 -2.4 

1991 5.1 0.6 -10.6 -12.9 -19.3 -5.5 -1.7 -7.6 -16.6 -12.9 -7.3 -16.7 

1992 -25.4 -9.3 -24.2 -18.7 0.5 -12.8 -6.9 1.4 0.8 -17.2 -7.3 -5.5 

1993 -8.2 -7.9 -8.5 -21.1 -8.2 -16 -10.8 -14 -7.6 -13.5 0.6 1.6 
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Monthly Southern Oscillation Index (SOI) Since January 1956 (continued) 

1994 -1.6 0.6 -10.6 -22.8 -13 -10.4 -18 -17.2 -17.2 -14.1 -7.3 -11.6 

1995 -4 -2.7 3.5 -16.2 -9 -1.5 4.2 0.8 3.2 -1.3 1.3 -5.5 

1996 8.4 1.1 6.2 7.8 1.3 13.9 6.8 4.6 6.9 4.2 -0.1 7.2 

1997 4.1 13.3 -8.5 -16.2 -22.4 -24.1 -9.5 -19.8 -14.8 -17.8 -15.2 -9.1 

1998 -23.5 -19.2 -28.5 -24.4 0.5 9.9 14.6 9.8 11.1 10.9 12.5 13.3 

1999 15.6 8.6 8.9 18.5 1.3 1 4.8 2.1 -0.4 9.1 13.1 12.8 

2000 5.1 12.9 9.4 16.8 3.6 -5.5 -3.7 5.3 9.9 9.7 22.4 7.7 

2001 8.9 11.9 6.7 0.3 -9 1.8 -3 -8.9 1.4 -1.9 7.2 -9.1 

2002 2.7 7.7 -5.2 -3.8 -14.5 -6.3 -7.6 -14.6 -7.6 -7.4 -6 -10.6 

2003 -2 -7.4 -6.8 -5.5 -7.4 -12 2.9 -1.8 -2.2 -1.9 -3.4 9.8 

2004 -11.6 8.6 0.2 -15.4 13.1 -14.4 -6.9 -7.6 -2.8 -3.7 -9.3 -8 

2005 1.8 -29.1 0.2 -11.2 -14.5 2.6 0.9 -6.9 3.9 10.9 -2.7 0.6 

2006 12.7 0.1 13.8 15.2 -9.8 -5.5 -8.9 -15.9 -5.1 -15.3 -1.4 -3 

2007 -7.3 -2.7 -1.4 -3 -2.7 5 -4.3 2.7 1.5 5.4 9.8 14.4 

2008 14.1 21.3 12.2 4.5 -4.3 5 2.2 9.1 14.1 13.4 17.1 13.3 

2009 9.4 14.8 0.2 8.6 -5.1 -2.3 1.6 -5 3.9 -14.7 -6.7 -7 

2010 -10.1 -14.5 -10.6 15.2 10 1.8 20.5 18.8 25 18.3 16.4 27.1 

2011 19.9 22.3 21.4 25.1 2.1 0.2 10.7 2.1 11.7 7.3 13.8 23 

2012 9.4 2.5 2.9 -7.1 -2.7 -10.4 -1.7 -5 2.7 2.4 3.9 -6 

2013 -1.1 -3.6 11.1 0.3 8.4 13.9 8.1 -0.5 3.9 -1.9 9.2 0.6 

Source: http://www.bom.gov.au/climate/current/soihtm1.shtml  

 

  

http://www.bom.gov.au/climate/current/soihtm1.shtml
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Monthly Antarctic Oscillation Index (AAO) index since January 1979 
 

 Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

 1979 0.209 0.356 0.899 0.678 0.724 1.7 2.412 0.546 0.629 0.16 -0.423 -0.951 

 1980 -0.447 -0.98 -1.424 -2.068 -0.479 0.286 -1.944 -0.997 -1.701 0.577 -2.013 -0.356 

 1981 0.231 0.039 -0.966 -1.462 -0.344 0.352 -0.986 -2.118 -1.509 -0.26 0.626 1.116 

 1982 -0.554 0.277 1.603 1.531 0.118 0.92 -0.415 0.779 1.58 -0.702 -0.849 -1.934 

 1983 -1.34 -1.081 0.166 0.149 -0.437 -0.263 1.114 0.792 -0.696 1.193 0.727 0.475 

 1984 -1.098 -0.544 0.251 -0.204 -1.237 0.426 0.89 -0.548 0.327 -0.009 -0.024 -1.476 

 1985 -0.795 0.215 -0.134 0.031 -0.066 -0.331 1.914 0.595 1.507 0.471 1.085 1.24 

 1986 0.158 -1.588 -0.77 -0.087 -1.847 -0.619 0.089 -0.157 0.849 0.306 -0.222 0.886 

 1987 -0.95 -0.708 -0.133 -0.286 0.039 -0.702 -1.531 1.485 -0.799 0.455 1.06 0.272 

 1988 -0.612 0.551 -0.219 -0.077 -0.749 -1.055 0.576 -0.745 -0.689 -2.314 0.401 1.074 

 1989 0.618 0.849 0.632 -0.573 2.691 1.995 1.458 -0.132 -0.121 0.136 0.572 -0.445 

 1990 -0.352 1.151 0.414 -1.879 -1.803 0.093 -1.215 0.466 1.482 0.139 -0.359 -0.312 

 1991 0.869 -0.852 0.522 -0.639 -0.539 -1.155 -1.22 0.036 -0.513 -0.623 -0.804 -2.067 

 1992 0.073 -1.627 -1.01 -0.439 -2.032 -2.193 -0.566 -0.35 0.435 -0.319 0.122 0.244 

 1993 -2.021 0.437 -0.378 0.087 1.26 1.218 1.957 1.083 1.061 0.748 0.324 1.028 

 1994 0.723 1.157 0.693 -0.052 -0.153 -1.682 -0.492 1.91 -0.947 -0.578 -0.793 0.933 

 1995 1.448 0.533 -0.154 0.649 1.397 -0.802 -3.01 -0.696 1.173 -0.057 0.143 1.47 

 1996 0.332 -0.525 0.543 0.115 0.983 -0.252 0.021 -1.502 -1.314 0.966 -1.667 -0.023 

 1997 0.369 -0.244 0.701 -0.458 1.028 -0.458 0.78 0.768 0.122 -0.595 -1.905 -0.835 

 1998 0.413 0.39 0.736 1.927 -0.038 1.031 1.45 0.904 -0.122 0.4 0.817 1.435 

 1999 0.999 0.456 0.18 0.949 1.639 -1.325 0.316 0.042 -0.012 1.653 0.901 1.784 

 2000 1.273 0.62 0.133 0.233 1.127 0.117 0.059 -0.674 -1.853 0.347 -1.537 -1.29 

 2001 -0.471 -0.265 -0.555 0.515 -0.262 0.386 -0.928 0.91 1.161 1.277 0.996 1.474 

 2002 0.747 1.334 -1.823 0.165 -2.798 -1.112 -0.591 -0.099 -0.864 -2.564 -0.924 1.308 

 2003 -0.988 -0.357 -0.188 0.224 0.385 -0.775 0.727 0.678 -0.323 -0.025 -0.712 -1.323 

 2004 0.807 -1.182 0.432 0.151 0.46 1.195 1.474 -0.071 0.254 -0.042 -0.242 -0.973 

 2005 -0.129 1.243 0.158 0.355 -0.297 -1.428 -0.252 0.228 0.241 0.031 -0.551 -1.968 

 2006 0.339 -0.211 0.501 -0.169 1.695 0.438 0.926 -1.727 -0.324 0.879 0.101 0.638 

 2007 -0.083 0.075 -0.57 -1.035 -0.612 -1.198 -2.631 -0.108 0.031 -0.434 -0.984 1.929 

 2008 1.208 1.147 0.587 -0.873 -0.49 1.348 0.32 0.087 1.386 1.215 0.92 1.194 

 2009 0.963 0.456 0.605 0.029 -0.733 -0.47 -1.234 -0.686 -0.017 0.085 -1.915 0.607 

 2010 -0.757 -0.775 0.108 0.377 1.021 2.071 2.424 1.51 0.402 1.335 1.516 0.205 

 2011 0.052 1.074 -0.296 -0.87 1.266 -0.099 -1.384 -1.202 -1.25 0.388 -0.908 2.573 

 2012 1.583 -0.283 0.275 0.666 0.153 -0.197 1.259 0.489 0.562 -0.444 -1.701 -0.764 

 2013 0.071 0.716 1.375 0.611 0.36 -0.271 0.945 -1.561 -1.658 -0.458 0.189 0.061 

 Source: http://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index/aao/monthly.aao.index.b79.current.ascii.table 

http://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index/aao/monthly.aao.index.b79.current.ascii.table


Appendix B             

 

196 

 

 

Monthly Indian Ocean Dipole  Index (IOD) since January 1958 

 

 Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

1958 0.19 0.22 0.17 -0.08 -0.65 -1.25 -1.88 -2.17 -2.02 -1.74 -0.88 -0.40 

1959 -0.18 0.01 -0.02 -0.51 -0.57 -0.81 -1.10 -0.94 -0.82 -0.66 -0.26 0.22 

1960 0.20 0.00 -0.27 -0.58 -1.10 -1.18 -0.99 -1.10 -1.23 -1.24 -1.04 -0.80 

1961 -0.36 -0.28 -0.12 0.01 0.58 1.30 2.25 2.96 3.17 2.83 2.49 2.33 

1962 2.11 1.78 1.27 0.56 -0.19 -0.65 -0.71 -0.62 -0.44 -0.21 0.16 0.48 

1963 0.76 0.82 0.65 0.26 0.17 0.44 0.65 1.29 1.74 1.48 0.66 -0.05 

1964 -0.73 -1.18 -1.48 -1.30 -1.33 -1.53 -1.99 -2.29 -2.22 -1.74 -1.56 -1.24 

1965 -0.69 -0.72 -0.93 -0.95 -0.88 -0.84 -0.65 -0.14 0.08 0.19 0.12 0.05 

1966 -0.33 -0.51 -0.54 -0.36 -0.17 0.28 0.81 0.98 0.81 0.58 0.21 -0.03 

1967 0.29 0.31 0.41 0.69 0.90 0.86 1.26 1.57 1.55 1.43 1.39 1.41 

1968 1.28 1.26 1.16 1.11 0.49 0.06 -0.48 -0.74 -1.17 -1.01 -0.90 -0.60 

1969 -0.29 -0.04 0.02 -0.28 -0.44 -0.71 -0.80 -0.79 -0.34 -0.18 0.20 0.51 

1970 0.58 0.69 0.92 0.44 -0.22 -0.49 -1.04 -1.63 -1.57 -1.37 -1.06 -0.71 

1971 -0.18 0.19 0.36 0.10 -0.13 -0.64 -1.30 -1.67 -1.47 -1.08 -0.64 -0.35 

1972 0.05 0.10 0.10 0.65 1.43 1.89 2.19 2.40 2.36 2.14 1.68 1.25 

1973 0.89 0.27 0.04 -0.07 -0.32 -0.69 -1.07 -1.39 -1.30 -0.90 -0.30 0.33 

1974 0.76 0.80 0.64 0.49 0.25 -0.24 -0.60 -0.98 -1.35 -1.47 -1.45 -1.24 

1975 -1.05 -0.59 -0.21 0.20 0.43 0.59 -0.03 -0.82 -1.10 -1.24 -1.06 -0.44 

1976 0.27 0.58 0.76 1.11 1.56 1.70 1.53 1.42 1.00 0.52 0.35 0.20 

1977 0.40 0.48 0.24 0.24 0.36 0.08 0.00 0.51 0.48 0.54 0.16 -0.16 

1978 -0.91 -1.02 -1.36 -0.94 -0.55 -0.19 -0.12 -0.01 -0.21 -0.37 -0.06 -0.10 

1979 0.15 0.29 0.19 0.11 0.04 -0.03 0.02 0.19 -0.07 0.05 0.02 -0.03 

1980 -0.23 -0.15 -0.07 -0.16 -0.45 -0.68 -1.07 -1.46 -1.49 -1.42 -1.04 -0.61 

1981 -0.20 0.15 0.56 0.61 0.26 -0.16 -0.71 -1.09 -1.16 -0.79 -0.30 0.29 

1982 0.68 0.98 1.21 1.36 1.49 1.71 2.06 2.43 2.44 2.05 1.37 0.46 

1983 -0.73 -1.42 -1.30 -0.57 0.35 1.26 1.73 1.61 1.06 0.52 -0.03 -0.22 

1984 -0.21 0.04 -0.07 -0.10 -0.21 -0.43 -0.85 -1.06 -1.10 -1.09 -1.17 -1.31 

1985 -1.35 -1.23 -1.14 -1.19 -0.95 -0.81 -0.74 -0.88 -0.33 -0.40 -0.22 -0.26 

1986 -0.14 -0.45 -0.19 -0.24 -0.50 -0.58 -0.37 -0.22 -0.18 -0.01 0.15 0.20 

1987 0.02 0.06 0.47 0.70 0.89 1.31 1.84 1.98 1.87 1.79 1.74 1.22 

1988 0.67 0.58 0.13 -0.27 -0.20 -0.10 -0.21 -0.14 -0.07 0.13 0.04 0.21 

1989 0.24 -0.03 -0.57 -0.88 -1.13 -1.06 -0.77 -0.56 -0.22 -0.07 -0.02 -0.19 

1990 -0.12 -0.20 -0.30 -0.59 -0.51 -0.64 -0.39 -0.33 0.03 0.16 0.40 0.33 

1991 0.44 0.67 1.00 1.21 1.54 1.67 1.61 1.34 1.16 0.95 0.54 0.03 

1992 -0.59 -1.10 -1.54 -1.89 -1.90 -1.91 -2.04 -2.05 -1.70 -1.63 -1.31 -0.76 

1993 -0.64 -0.52 -0.26 -0.12 -0.21 -0.16 -0.06 -0.10 -0.14 -0.24 -0.09 -0.19 

1994 -0.04 0.29 0.91 1.30 1.88 2.42 2.66 2.84 2.73 2.45 1.83 1.42 

1995 0.72 0.28 -0.08 -0.18 -0.38 -0.38 -0.26 -0.29 -0.46 -0.31 -0.33 -0.34 
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Monthly Indian Ocean Dipole Index (IOD) since January 1958 (continued) 

1996 -0.25 -0.35 -0.59 -0.81 -1.24 -1.64 -1.82 -2.42 -2.74 -2.62 -2.29 -1.80 

1997 -1.04 -0.44 -0.06 0.15 0.49 1.02 1.66 2.37 3.29 3.55 3.35 2.96 

1998 2.12 1.13 0.62 0.41 -0.15 -0.48 -0.80 -1.41 -2.03 -2.04 -1.80 -1.56 

1999 -1.02 -0.56 -0.39 -0.32 -0.14 -0.14 -0.06 0.01 0.04 -0.19 -0.39 -0.45 

2000 -0.30 -0.12 0.15 0.32 0.47 0.56 0.49 0.38 0.18 -0.11 -0.62 -0.66 

2001 -0.66 -0.33 0.03 0.56 0.55 0.43 0.27 -0.10 -0.37 -0.33 -0.29 -0.29 

2002 -0.03 -0.14 -0.29 -0.24 -0.29 -0.38 0.23 0.87 1.10 1.13 1.01 0.69 

2003 0.24 0.04 0.09 0.46 0.61 0.79 0.91 0.91 0.67 0.65 0.49 0.49 

2004 0.61 0.62 0.07 -0.21 -0.49 -0.61 -0.56 -0.09 0.07 0.12 -0.01 -0.50 

2005 -0.98 -0.86 -0.76 -0.75 -0.58 -0.47 -0.88 -1.15 -1.25 -1.27 -1.23 -1.19 

2006 -1.17 -1.04 -0.95 -0.85 -0.55 -0.15 0.27 0.92 1.34 1.37 1.25 0.92 

2007 0.43 0.07 0.20 0.12 0.10 0.27 0.48 0.39 0.36 0.10 -0.08 -0.42 

2008 -0.50 -0.63 -0.25 -0.08 0.24 0.35 0.66 0.63 0.40 0.15 0.01 -0.02 

2009 -0.05 0.13 0.45 0.60 0.42 0.37 0.32 0.21 0.11 0.36 0.60 0.63 

Source: 
http://www.jamstec.go.jp/frcgc/research/d1/iod/DATA/dmi_HadISST.txt  

 

http://www.jamstec.go.jp/frcgc/research/d1/iod/DATA/dmi_HadISST.txt
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Correlation coefficient between monthly averaged U and V components of wind and climatic 

indices 

 

Month Time of the  day 12:00 15:00 18:00 21:00 12:00 15:00 18:00 21:00 12:00 15:00 18:00 21:00 12:00 15:00 18:00 21:00

Indices

SOI -0.5 -0.4 -0.5 -0.4 0.0 -0.1 -0.2 -0.2 -0.1 -0.2 -0.1 -0.3 0.0 0.2 0.2 0.0

AAO -0.1 -0.2 -0.2 -0.1 0.0 0.1 0.1 -0.3 0.2 0.0 -0.3 -0.1 0.2 0.1 0.2 -0.1

IOD -0.1 -0.1 -0.1 -0.1 -0.2 -0.2 -0.3 -0.1 0.1 0.0 -0.1 -0.3 0.1 0.2 0.3 0.0

SOI -0.3 -0.5 -0.4 -0.3 0.0 0.0 -0.3 -0.1 0.0 0.0 -0.2 -0.2 -0.1 0.1 0.0 0.0

AAO 0.1 0.1 0.1 0.2 0.3 0.4 0.0 0.1 0.3 -0.1 -0.1 -0.3 -0.2 0.0 -0.2 -0.1

IOD 0.0 0.0 0.0 -0.1 0.0 -0.1 -0.3 0.0 0.2 0.2 0.2 0.0 -0.1 0.0 0.0 0.1

SOI -0.3 -0.3 -0.3 -0.1 -0.2 0.1 0.0 -0.1 -0.1 0.0 -0.1 -0.1 0.1 0.0 0.0 0.0

AAO -0.2 -0.1 -0.2 -0.1 0.0 0.2 0.1 -0.1 -0.1 0.0 0.1 -0.4 -0.1 0.2 0.4 0.2

IOD 0.1 0.2 0.2 0.1 -0.1 -0.2 0.0 0.0 0.0 0.4 0.0 -0.1 0.1 0.2 0.1 0.1

SOI -0.3 -0.3 0.0 0.2 0.1 -0.1 0.0 0.1 -0.3 0.0 0.0 -0.2 0.1 0.2 0.1 0.0

AAO 0.1 -0.1 0.0 0.1 0.2 0.0 -0.1 0.0 0.0 -0.3 -0.1 -0.3 0.0 -0.1 -0.2 0.0

IOD 0.1 0.1 0.1 -0.1 -0.1 -0.2 -0.1 -0.3 0.3 -0.1 0.1 0.2 0.2 0.0 0.0 0.3

SOI -0.1 -0.1 -0.1 0.0 -0.1 -0.2 -0.1 -0.2 0.2 0.0 0.3 0.3 0.0 -0.2 0.0 -0.1

AAO 0.1 -0.1 0.1 0.2 0.3 0.2 0.0 0.0 -0.2 -0.2 0.0 0.4 0.1 -0.1 -0.2 0.0

IOD -0.1 0.0 0.0 0.0 0.1 0.1 0.1 0.1 -0.1 0.0 -0.2 0.1 0.0 0.1 -0.1 0.1

SOI -0.1 -0.2 -0.1 0.0 -0.1 -0.1 -0.2 -0.1 -0.2 -0.2 0.1 0.1 0.2 0.2 0.2 0.1

AAO 0.2 0.1 0.0 -0.1 -0.1 0.0 0.0 0.0 -0.1 -0.2 0.0 -0.1 -0.1 0.0 0.0 -0.1

IOD -0.2 0.0 0.0 0.0 0.1 0.1 0.2 0.2 0.1 0.2 0.1 0.2 0.0 -0.1 -0.2 -0.1

SOI 0.1 0.1 0.0 0.0 -0.2 -0.3 -0.2 -0.3 -0.2 -0.2 -0.1 0.3 0.3 0.3 0.0 0.2

AAO -0.3 -0.3 -0.4 -0.4 0.1 0.4 0.1 0.0 -0.3 -0.2 -0.2 -0.2 -0.3 0.0 0.1 0.2

IOD -0.1 -0.1 0.0 -0.1 0.0 0.1 0.2 0.2 0.2 0.1 0.0 -0.2 -0.1 -0.2 0.0 -0.2

SOI 0.1 0.0 0.0 0.1 -0.1 -0.2 -0.1 -0.1 -0.2 0.0 0.0 0.2 0.0 0.0 -0.1 -0.1

AAO -0.2 -0.2 -0.3 -0.2 0.3 0.3 0.1 0.2 0.2 -0.2 -0.3 -0.3 0.1 0.0 -0.1 0.1

IOD -0.3 -0.2 -0.2 -0.3 0.2 0.1 0.1 0.1 0.0 -0.2 -0.2 -0.2 0.2 0.1 0.0 0.1

SOI -0.2 -0.1 -0.1 -0.1 -0.2 -0.3 -0.3 -0.2 -0.2 -0.1 0.1 0.2 -0.2 -0.3 -0.3 -0.2

AAO -0.5 -0.5 -0.5 -0.3 0.1 0.2 0.4 0.3 -0.2 -0.2 -0.3 -0.2 0.0 0.1 0.0 -0.1

IOD 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.2 0.2 0.1 0.0 -0.2 0.2 0.3 0.2 0.2

SOI 0.2 0.1 0.2 0.2 -0.3 -0.5 -0.4 -0.4 0.1 0.0 0.1 -0.1 -0.3 -0.3 -0.2 -0.3

AAO -0.4 -0.4 -0.5 -0.4 -0.1 -0.2 -0.2 -0.4 -0.1 -0.2 0.1 0.2 0.2 0.2 0.1 0.3

IOD -0.2 -0.1 0.0 0.0 0.4 0.5 0.5 0.5 0.1 -0.1 0.0 0.0 0.1 0.2 0.2 0.2

SOI -0.4 -0.4 -0.3 -0.3 0.1 0.2 0.0 0.0 0.0 -0.1 0.1 -0.1 0.2 0.3 0.3 0.2

AAO -0.2 -0.2 -0.1 -0.2 0.1 0.0 -0.1 -0.1 -0.2 0.0 0.0 -0.4 0.3 0.3 0.3 0.3

IOD 0.2 0.2 0.2 0.2 0.1 0.2 0.2 0.2 -0.1 0.1 -0.1 0.0 -0.1 -0.1 -0.2 -0.3

SOI 0.0 -0.2 -0.1 0.0 -0.2 -0.3 -0.3 -0.4 0.0 0.1 0.0 0.0 0.1 0.2 0.2 0.2

AAO -0.2 -0.3 -0.3 -0.3 0.2 0.3 0.2 0.0 -0.1 -0.1 0.0 0.0 -0.3 0.0 -0.3 -0.1

IOD -0.2 -0.2 -0.2 -0.2 0.2 0.2 0.2 0.3 0.2 0.1 -0.1 -0.2 0.0 0.0 0.1 0.0
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Correlation coefficient between monthly averaged U and V components of wind and climatic 

indices after applying 3 years filtering 

 

Month Time of the  day 12:00 15:00 18:00 21:00 12:00 15:00 18:00 21:00 12:00 15:00 18:00 21:00 12:00 15:00 18:00 21:00

Indices

SOI -0.6 -0.5 -0.5 -0.5 -0.1 -0.1 -0.4 -0.3 -0.2 -0.5 -0.3 -0.3 0.0 0.1 0.0 -0.1

AAO -0.3 -0.5 -0.6 -0.3 -0.4 -0.2 -0.3 -0.7 0.4 -0.1 -0.5 0.1 0.5 0.2 0.2 -0.2

IOD -0.2 -0.2 -0.3 -0.3 -0.4 -0.2 -0.4 -0.3 0.2 -0.2 -0.2 -0.2 0.1 0.1 0.1 -0.2

SOI -0.1 -0.3 -0.2 -0.3 -0.1 -0.2 -0.4 -0.3 -0.2 -0.2 -0.2 -0.2 -0.3 -0.1 -0.1 0.2

AAO -0.1 -0.1 -0.2 -0.1 0.2 0.2 -0.3 -0.2 0.3 -0.2 -0.4 -0.5 -0.2 0.3 0.0 0.0

IOD 0.2 0.2 0.3 0.0 0.1 0.1 -0.3 -0.1 0.1 0.1 -0.1 0.0 -0.2 -0.1 0.2 0.2

SOI -0.2 -0.2 -0.1 0.0 -0.2 0.2 0.1 -0.1 0.0 0.4 0.0 -0.2 0.0 -0.1 -0.2 0.1

AAO -0.2 0.0 -0.1 -0.1 -0.2 0.0 -0.4 -0.3 -0.2 0.0 0.4 -0.2 -0.1 0.1 0.4 0.5

IOD -0.3 -0.1 0.0 0.0 -0.3 -0.2 -0.1 0.0 0.1 0.4 -0.1 -0.1 0.2 0.1 0.3 0.4

SOI -0.5 -0.5 -0.3 0.1 0.0 -0.1 0.0 0.1 0.0 -0.2 -0.3 -0.2 0.5 0.5 0.2 0.2

AAO -0.2 -0.2 -0.1 0.2 0.1 -0.3 -0.4 -0.4 -0.2 -0.6 -0.1 -0.1 0.1 -0.2 -0.3 0.1

IOD 0.0 0.1 0.2 0.1 -0.4 -0.5 -0.4 -0.6 0.1 -0.1 0.3 0.2 0.3 0.0 0.0 0.3

SOI -0.2 -0.2 -0.3 -0.2 -0.1 -0.3 -0.3 -0.5 0.3 0.0 0.0 0.2 0.0 -0.2 -0.2 0.0

AAO -0.1 -0.3 0.0 0.2 0.4 0.1 0.0 0.0 -0.3 -0.6 -0.1 0.6 0.4 -0.2 -0.2 -0.1

IOD 0.0 0.3 0.3 0.4 -0.1 -0.2 -0.2 -0.1 -0.1 0.0 -0.1 0.4 0.1 0.1 -0.1 -0.2

SOI -0.4 -0.6 -0.4 -0.3 0.0 -0.1 0.0 0.0 -0.3 -0.1 -0.1 0.2 0.1 0.2 0.3 0.2

AAO -0.1 -0.2 0.0 0.2 -0.5 -0.5 -0.5 -0.3 0.0 0.2 -0.1 -0.4 -0.1 0.0 0.5 -0.1

IOD -0.1 0.0 0.5 0.6 0.4 0.4 0.3 0.4 -0.1 0.1 0.0 0.3 -0.1 -0.1 -0.3 0.0

SOI 0.1 -0.2 0.0 0.0 -0.1 -0.2 -0.3 -0.3 0.0 -0.1 -0.3 0.1 0.3 0.2 -0.1 0.1

AAO -0.7 -0.7 -0.6 -0.5 0.6 0.8 0.5 0.6 -0.3 -0.5 -0.7 -0.4 -0.5 0.0 -0.3 0.3

IOD -0.1 0.0 0.1 0.1 0.4 0.4 0.4 0.3 -0.1 -0.1 0.1 0.0 0.1 0.1 0.1 0.1

SOI 0.0 0.0 -0.1 0.1 0.0 0.0 -0.1 0.0 -0.2 0.0 0.0 0.2 0.1 0.0 0.1 -0.1

AAO -0.3 -0.4 -0.3 -0.2 0.1 0.1 0.0 0.1 0.3 0.0 -0.1 -0.2 0.1 0.0 -0.1 0.1

IOD -0.4 -0.4 -0.3 -0.4 0.0 0.0 0.2 0.0 0.0 -0.1 -0.3 -0.1 0.3 0.3 0.2 0.1

SOI 0.1 0.1 0.0 0.1 -0.2 -0.4 -0.3 -0.1 -0.3 -0.1 0.2 0.1 0.0 -0.1 -0.1 -0.1

AAO -0.4 -0.6 -0.5 -0.4 0.5 0.6 0.6 0.2 0.1 0.5 0.0 0.2 -0.1 0.0 -0.3 -0.4

IOD -0.1 -0.2 -0.2 -0.2 0.2 0.2 0.2 0.3 0.3 0.1 -0.2 0.0 -0.1 0.0 -0.1 -0.1

SOI 0.2 0.1 0.2 0.4 -0.1 -0.3 -0.2 -0.2 -0.2 -0.1 0.0 0.1 0.1 -0.1 -0.2 -0.3

AAO -0.4 -0.4 -0.5 -0.4 -0.3 -0.3 -0.4 -0.4 -0.5 -0.2 0.2 0.6 0.0 0.1 0.0 0.2

IOD 0.1 0.0 0.1 0.0 0.2 0.3 0.4 0.3 0.4 0.0 0.0 -0.2 -0.3 0.1 0.1 0.0

SOI -0.3 -0.3 -0.4 -0.4 0.4 0.4 0.2 0.2 -0.2 -0.2 -0.2 0.0 0.2 0.3 0.1 0.2

AAO -0.5 -0.5 -0.3 -0.4 0.5 0.4 0.3 0.3 -0.6 -0.5 -0.1 -0.5 0.4 0.4 0.1 0.1

IOD 0.3 0.2 0.2 0.2 0.1 0.2 0.2 0.0 0.1 0.1 -0.2 0.0 0.0 -0.1 -0.2 -0.3

SOI 0.2 -0.2 -0.1 0.1 0.0 -0.1 -0.1 -0.4 0.1 0.0 -0.1 0.2 0.1 0.1 0.1 0.1

AAO -0.1 -0.6 -0.4 -0.6 0.5 0.6 0.5 -0.1 0.1 -0.3 -0.5 -0.1 0.1 0.2 -0.4 -0.1

IOD -0.1 -0.3 -0.4 -0.3 0.4 0.3 0.3 0.2 0.2 -0.1 -0.2 -0.2 0.2 0.2 0.1 0.1
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Correlation coefficient between monthly averaged U and V components of wind and climatic 

indices after applying 5 years filtering 

 

 

Month Time of the  day 12:00 15:00 18:00 21:00 12:00 15:00 18:00 21:00 12:00 15:00 18:00 21:00 12:00 15:00 18:00 21:00

Indices

SOI -0.6 -0.5 -0.5 -0.6 -0.1 -0.2 -0.4 -0.3 -0.1 -0.4 -0.2 0.0 0.0 -0.1 -0.1 0.0

AAO -0.2 -0.5 -0.7 -0.3 -0.6 -0.4 -0.5 -0.8 0.5 -0.1 -0.6 0.4 0.5 0.1 0.0 -0.3

IOD -0.2 -0.1 -0.3 -0.2 -0.5 -0.2 -0.4 -0.4 0.4 0.1 -0.3 0.0 0.4 0.1 0.1 -0.1

SOI 0.1 -0.2 -0.2 -0.3 0.0 0.0 -0.3 -0.4 0.0 0.0 -0.2 -0.3 -0.2 0.1 0.1 0.2

AAO 0.2 -0.3 -0.4 -0.5 0.2 0.3 -0.5 -0.5 0.6 0.1 -0.5 -0.6 0.1 0.5 0.2 0.3

IOD 0.2 0.1 0.2 0.0 0.3 0.3 0.0 -0.1 0.1 0.2 -0.1 -0.2 -0.1 0.1 0.4 0.2

SOI -0.2 -0.2 -0.1 0.1 -0.2 0.3 0.1 -0.2 0.0 0.6 0.2 0.0 0.1 -0.2 -0.2 0.2

AAO 0.2 0.4 0.3 0.0 -0.2 -0.1 -0.4 -0.1 -0.1 0.2 0.5 0.1 0.1 0.2 0.4 0.6

IOD -0.3 0.0 0.1 0.0 -0.5 -0.1 0.1 0.0 0.0 0.6 0.1 -0.1 0.3 0.0 0.2 0.5

SOI -0.6 -0.6 -0.3 0.1 -0.1 -0.2 -0.1 0.0 0.0 -0.2 -0.4 -0.1 0.5 0.4 0.2 0.2

AAO -0.3 -0.2 -0.1 0.2 0.2 -0.4 -0.4 -0.5 -0.4 -0.8 0.1 -0.3 0.2 -0.4 -0.6 -0.1

IOD 0.1 0.3 0.5 0.5 -0.5 -0.6 -0.6 -0.6 -0.1 -0.1 0.3 0.0 0.5 0.0 -0.1 0.3

SOI 0.0 -0.1 -0.2 0.0 -0.4 -0.5 -0.6 -0.6 0.3 0.2 -0.1 0.1 -0.2 -0.1 -0.4 -0.1

AAO -0.1 -0.3 0.1 0.3 0.7 0.4 0.4 0.4 -0.5 -0.7 -0.1 0.8 0.5 -0.5 0.1 -0.3

IOD -0.1 0.2 0.2 0.5 -0.1 -0.3 -0.4 -0.2 0.0 -0.2 -0.2 0.6 0.3 0.2 0.0 -0.3

SOI -0.4 -0.6 -0.4 0.0 0.1 0.2 0.2 0.1 -0.3 0.2 -0.1 0.1 -0.1 0.1 0.2 0.3

AAO 0.3 0.3 0.5 0.6 -0.5 -0.4 -0.5 -0.1 0.0 0.1 -0.3 -0.5 0.1 0.3 0.5 0.1

IOD -0.2 -0.2 0.2 0.5 0.3 0.3 0.2 0.4 -0.2 0.3 0.0 0.4 -0.1 0.0 -0.3 0.1

SOI 0.0 -0.1 -0.1 -0.2 -0.2 -0.2 -0.3 -0.3 0.3 0.0 -0.1 -0.1 -0.1 0.0 -0.1 0.1

AAO -0.8 -0.8 -0.7 -0.6 0.6 0.9 0.6 0.7 -0.2 -0.5 -0.7 -0.4 -0.4 0.1 -0.1 0.2

IOD -0.1 -0.2 0.1 0.1 0.5 0.4 0.4 0.4 -0.2 -0.1 0.0 0.0 -0.1 0.1 0.0 0.0

SOI -0.1 0.0 -0.1 0.1 -0.1 -0.1 -0.2 -0.1 -0.2 -0.1 0.1 0.1 0.2 0.2 0.3 0.2

AAO 0.0 -0.1 0.0 0.1 0.2 0.2 0.1 0.1 0.2 0.1 0.0 -0.2 0.2 -0.1 0.0 0.2

IOD -0.2 -0.2 -0.2 -0.2 0.1 0.1 0.2 0.1 0.0 -0.1 -0.3 0.0 0.1 0.0 0.0 -0.1

SOI 0.2 0.1 -0.1 0.1 -0.3 -0.4 -0.4 -0.2 -0.3 0.0 0.4 0.1 0.1 0.0 0.2 0.3

AAO -0.2 -0.6 -0.5 -0.5 0.6 0.7 0.7 0.6 0.4 0.4 0.0 0.0 0.2 0.4 -0.1 -0.4

IOD -0.1 -0.2 -0.1 -0.1 0.4 0.3 0.1 0.3 0.2 0.1 -0.1 0.1 -0.1 -0.1 -0.2 -0.3

SOI 0.2 0.1 0.3 0.5 -0.2 -0.4 -0.3 -0.2 -0.3 0.0 -0.3 0.2 0.2 -0.1 -0.2 -0.2

AAO -0.3 -0.3 -0.4 -0.2 -0.2 -0.2 -0.4 -0.3 -0.6 -0.4 0.1 0.7 0.0 -0.1 -0.1 0.0

IOD 0.0 -0.1 0.0 -0.2 0.4 0.4 0.5 0.3 0.4 0.0 0.2 -0.1 -0.4 0.1 0.0 -0.1

SOI -0.2 -0.2 -0.4 -0.4 0.4 0.4 0.2 0.2 0.1 -0.1 -0.3 0.0 0.4 0.4 0.2 0.2

AAO -0.5 -0.6 -0.3 -0.4 0.6 0.5 0.3 0.3 -0.6 -0.5 0.1 -0.6 0.5 0.5 0.0 0.1

IOD 0.1 -0.2 -0.2 0.1 0.2 0.3 0.2 -0.1 0.3 -0.1 -0.3 -0.1 -0.1 -0.3 -0.5 -0.6

SOI 0.3 -0.1 0.0 0.3 0.0 -0.1 -0.1 -0.4 0.4 0.0 -0.2 0.5 0.1 -0.1 -0.1 0.1

AAO 0.3 -0.7 -0.5 -0.5 0.5 0.7 0.6 -0.2 0.2 -0.4 -0.6 0.0 0.3 0.2 -0.5 -0.1

IOD -0.1 -0.4 -0.5 -0.5 0.6 0.5 0.4 -0.1 0.4 -0.1 -0.3 -0.3 0.4 0.3 0.2 0.0

Wind Components
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