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Abstract

Improving living standards is a key priority for both policymakers and researchers.

While trade is positively associated with income levels, finding evidence on the causal

effect that trade may have on living standards is a challenge because decisions on

whether to trade and how much to trade are not random. This thesis offers evidence

on the extent to which trade activities can affect economic development in three

groups of less developed countries: least developed countries (LDCs), landlocked

developing countries (LLDCs), and Sub-Saharan African countries (SSAs).

First, the thesis investigates if a reduction in child mortality can be achieved by

increasing trade in 48 LDCs between 1995 and 2012, and whether this effect depends

on a country’s type of political regime, namely, democracy or autocracy. While

trade empirically promotes income levels, whether the benefits of trade activities do

trickle down to ordinary citizens is questionable and may be influenced by political

institutions. The thesis adopts an instrumental variable approach in a panel country

and year fixed effects model to deal with unobserved factors and reverse causality.

To do so, the thesis employs a known trade cost indicator that exploits information

of bulk dry shipping costs captured by the Baltic Dry Index (BDI). The thesis finds

that regardless of political regimes, there is no evidence that under-5 child mortality

rate responds to trade arising from a cheaper shipping cost. Indeed, in autocratic

LDCs, trade could even cause the child mortality rate to rise. To explore why this is

the case, the thesis investigates the effect that trade might have on the environment.

Evidently, trade could increase pollution, and this subsequent increase in pollution
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in turn relates to an increase in child mortality.

Second, the thesis investigates the effect of trade cost on economic development

in 31 LLDCs between 2001 and 2012. Lacking direct sea access, the LLDCs have

expensive trade costs for shipping goods, which is considered a major reason for the

LLDCs’ underdevelopment. Given that the LLDCs may rely on container freight for

trade because of the long distances over land, the thesis proposes a new measurement

of trade cost by exploiting information from the Harpex index, an international

container shipping rate. The thesis employs a recent advancement in panel data

estimation - the interactive fixed effect which has the ability to deal with a large

class of unobserved confounding information. Consequently, a reduction in trade

cost is found to benefit the LLDCs substantially, in such was as higher income levels

and better health conditions. The thesis also finds that a trade elasticity of income

is roughly 1 for the LLDCs, which is about five times that estimated for the world

as a whole, suggesting that trade can be a powerful force for the LLDCs progress.

Finally, the thesis investigates the effect of exports on urbanization in 48 SSAs be-

tween 1985 and 2012. As a feature of development, the high rate of urbanization may

reflect improvements in living standards in the SSAs. Finding factors contributory

to determining urbanization is important to the SSAs, that are among the worlds

poorest countries and home to 13% of the worlds population. The thesis adopts

a novel estimator, the correlated common effects (CCE) estimator, which employs

interactive fixed effects to handle a large class of omitted and potentially confound-

ing variables and cross-sectional dependence. The thesis uses a known instrumental

variable for exports, the BDI cost, which is relevant to the SSAs to address the

possibility of reverse causality. An expansion in exports is found to increase the

urbanization rate, expand the size of primate cities and reduce income levels of these

cities. The thesis also finds that an increase in exports can improve the accessibility

of water and sanitation facilities for urban residents, but at a cost of expanding an

urban-rural gap in water access and sanitation facilities. To explain how exports can
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affect urbanization, the thesis examines the effect of exports on shaping a country’s

production in agriculture, manufacturing and services. Evidently, higher exports

could expand the size of the services sector, which in turn relates to the urbanization

process in the SSAs.
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Chapter 1

Introduction

Economic development is a key priority faced by both policymakers and economic

researchers. Finding determinants of economic development is therefore important

from policymaking and research perspectives. As early as Robertson (1940), inter-

national trade was considered as an “engine of growth” by means of which a country

could achieve its development goals and improve living standards. However, devel-

oped countries have dominated the global trade market (Baldwin and Martin, 1999),

and low income countries still trade at low levels. The weak participation levels of

low income countries has meant that the question of whether trade causes economic

development has no straightforward answer. It is possible that the opening up of

trade does not bring significant gains to these countries. As discussed by Nurkse

(1959), low income countries exported mainly primary commodities the demand for

which was generally income inelastic. Thus, the contribution of low income countries

to global trade may be slow to change, and this marginal participation in turn will

not improve their economies significantly.

This thesis attempts to investigate the extent to which trade activities can af-

fect economic development in less developed countries. By using several measures

of economic development and different estimation techniques, the thesis hopes to

1



offer further evidence for discussions on the empirical effect of trade activities on

development. The use of several measures of development is taken from observations

of Kuznets (1973) that a country that experienced the high growth rates of income

per capita could transform its economy and society structures. Therefore, using

gross domestic product (GDP) may not be able to paint a full picture of a country’s

development. This thesis focuses on three groups of countries: least developed coun-

tries (LDCs), landlocked developing countries (LLDCs), and Sub-Saharan African

countries (SSAs). While these countries show superficial similarities in low levels of

income and international trade, each group has its own economic issues that make

the analysis challenging.

The first group consists of 48 LDCs as designated by the United Nations (UN).

This group is facing with high child mortality. For example, in 2012 the LDCs’

average under-5 mortality rate is 8.1%,1 or approximately sixteen times the mortality

rate in OECD countries. Roughly 4 in 10 under-5 deaths in the world occur in the

LDCs.2 The LDCs account for merely 1% of global trade despite sharing 12% of the

world’s population with 2 in 3 persons there living below the US$ 2 poverty line. To

investigate if a reduction in child mortality can be achieved by increasing trade in the

LDCs between 1995 and 2012, the thesis adopts an instrumental variable approach

in a panel two-way fixed effects model to deal with unobserved factors and reverse

causality. The thesis employs a known trade cost indicator that exploits information

of bulk dry shipping costs captured by the Baltic Dry Index (BDI). While trade

empirically promotes income levels, it is questionable whether the benefits of trade

activities do trickle down to ordinary people, and it might be influenced by political

institutions, namely, democracy or autocracy. The thesis finds that regardless of

political regimes, there is no evidence that under-5 child mortality rate responds
1This number is computed by averaging the child mortality rate across the LDCs from

the World Development Indicators.
2This computation is based on the data on under-five deaths from UNICEF. See http:

//www.childmortality.org.

2
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to trade. However, in autocratic LDCs, trade could even cause the child mortality

rate to rise. To explore why, the thesis investigates the effect that trade might have

on the environment. Evidently, trade could increase pollution, and this subsequent

increase in pollution is associated with an increase in child mortality.

The second group consists of 31 LLDCs which have no direct sea access. Without

direct sea access, the LLDCs have faced with high transportation cost for interna-

tional trade, it can even be twice that of their coastal neighbors (Radelet and Sachs,

1998). The extremely expensive cost of trading has been considered a major reason

for the LLDCs’ underdevelopment. A half of all people in the LLDCs earn less than

US$2 per day on average, and roughly 1 child in 10 is not expected to live beyond

its fifth birthday. Although the LLDCs are home to more than 6% of the global

population, they only produce 1% of the world’s output, which is dwarfed by the

22% of global output produced by the US alone, and account for a meager 1.2% of

global trade. Because of this, the UN has made it a Sustainable Development Goal

which follows up on its earlier Millennium Development Goal to help improve the

LLDCs’ access to the world trade. However, the extent to which development in the

LLDCs would be aided by the reduction in trade cost is still an open question. Given

that the LLDCs might rely on container freight for trade because of the long dis-

tances over land, the thesis proposes a new measurement of trade cost by exploiting

information from the Harpex index, an international container shipping rate. The

thesis employs a recent advancement in panel data estimation - the interactive fixed

effect - which has the ability to deal with a large class of unobserved confounding

information. In doing so, a reduction in trade cost is found to benefit the LLDCs

substantially, in such is as higher income levels and better health conditions. The

thesis also finds that a trade elasticity of income is roughly 1 for the LLDCs which is

about five times that estimated for the world as a whole, suggesting that trade can

be powerful force for the LLDCs’ progress.

The third group consists of 48 SSAs which have been urbanizing at the highest

3



rate among main regions in the world. By 2014, at least 37% of the population in

the SSAs is living in urban areas, having been below 10% in 1950. As a feature of

economic development (Kuznets, 1973), the high rate of urbanization may reflect

improvements in living standards in the SSAs. Despite the dramatical urbanization

process, the SSAs are still classified as underdeveloped countries. As recent as 2012,

real GDP per capita in the SSAs is roughly 1% of the OECD, accounting for 2%

of global exports, and 4 in 10 people in this region live below the US$ 1.9 poverty

line. Although exports are characterized as a determinant of economic growth, the

low levels of the SSAs’ exports give rise to the question of whether exports cause

urbanization. To advance the analysis, the thesis adopts a novel estimator, the

correlated common effects (CCE) estimator, which employs interactive fixed effects

to handle a large class of omitted and potentially confounding variables and cross-

sectional dependence. The thesis uses a known instrumental variable for exports,

the BDI cost, relevant to the SSAs to address the possibility of reverse causality. An

expansion in exports due to cheaper trade cost is found to increase the urbanization

rate, expand the size of primate cities and reduce income levels of these cities. The

thesis also finds that an increase in exports can improve the accessibility of water and

sanitation facilities for urban residents, but at a cost of expanding an urban-rural

gap in water access and sanitation facilities. To explain how exports can affect the

urbanization rate, the thesis investigates the effect of exports on shaping a country’s

production in agriculture, manufacturing and services. Evidently, higher exports

could expand the size of services sector which in turn relates to the urbanization

process in the SSAs.

The remainder of this thesis as follows. Chapter 2 investigates the role of trade,

institutions and environmental quality in determining child mortality in the LDCs.

Chapter 3 examines whether trade cost may affect economic development in the

LLDCs. Chapter 4 considers the causal effect of exports on urbanization in the

SSAs. Chapter 5 presents some concluding remarks. Chapters 2-4 can also be three

4



stand-alone papers with self-contained references, tables and figures.
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Abstract

Child mortality is a persistent problem for the world’s least developed
countries (LDCs). While 1 in 4 children (under 5) who died in 1990
were from the LDCs, this ratio has since risen to more than a third
today. Given that trade may foster economic development, one possible
solution is to raise the currently low levels of trade in the LDCs, but
how effective this approach might be, whether the benefits of trade
activities do trickle down to ordinary citizens, could be influenced by
political institutions. In this paper, we adopt an instrumental variable
approach to investigate if a reduction in child mortality can be achieved
by increasing trade, and whether this effect depends on a country’s type
of political regime, namely, democracy or autocracy. To construct an
instrument for trade, we exploit information from the Baltic Dry Index
(BDI) that reflects the cost of utilizing bulk shipping for transporting
primary goods, which are mainly what the LDCs export. Importantly,
because the BDI-based instrument contains both cross-sectional and
time variation, we are able to use an instrumental variable fixed effects
regression approach to study the relationship between trade and child
mortality, which to our best knowledge is the first in the literature.
Regardless of political regimes, we do not have evidence that an
increase in trade can lead to lower levels of child mortality. In fact, in
autocratic LDCs, trade could even cause the child mortality rate to
rise. To explore why, we investigate the effect that trade might have on
the environment. We find that trade could increase pollution, and this
subsequent increase in pollution is associated with an increase in child
mortality.

Keywords: Child Mortality · Trade · Institutions · Environment · Least
Developed Countries
JEL Classification: I3 · O1· F18 · P16
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1 Introduction

In 1990, more than 12 million children died before their fifth birthday. Faced

with this loss of young lives, the United Nations announced the fourth Millennium

Development Goal in 2000 that targeted the reduction of the global under-5 mor-

tality rate. However, in the world’s least developed countries (LDCs), high rates of

child mortality continue to persist. As recent as 2012, the LDCs have an average

under-5 mortality rate of 8.1%, or roughly sixteen times the mortality rate in OECD

countries. Moreover, the decline in the rate of child mortality has been much slower

in the LDCs than in the rest of the world. In 1990, 1 in 4 children (under 5) who

died were from the LDCs.1 Today, this ratio has risen to more than a third.2

Given that trade can foster economic development (see, inter alia, Frankel and

Romer, 1999; Feyrer, 2009a,b), raising the currently low levels of trade in the LDCs

could be a way of reducing child mortality in these countries.3 However, how effective

this approach might be, whether the benefits of trade activities do trickle down to

ordinary citizens, could be influenced by institutions. For example, in countries with

autocratic regimes, an autocrat may capture the economic benefits of trade without

facing serious repercussions (see, for example, Acemoglu et al., 2004; Padró-i Miquel,

2007; Besley and Kudamatsu, 2008).4 Moreover, autocratic countries tend to be less

willing to confront pollution and therefore have weaker environmental regulations
1This is with respect to the current LDCs (48 of them), which are fewer than the set

of LDCs in 1990.
2The figures are computed using the World Development Indicators of the World Bank.

See http://databank.worldbank.org.
3The LDCs account for merely 1% of global trade despite having 12% of the world’s

population.
4Unlike a democracy, people living in an autocratic regime do not have a fair electoral

process to punish the autocrat if poor living conditions persist. Even if there are elections,
individuals living in autocracies may still vote for a corrupt incumbent if they receive
private benefits from doing so (Acemoglu et al., 2004) or for fear of punishment if the
incumbent is re-elected (Padró-i Miquel, 2007). Therefore, low income households who tend
to be the ones outside the “favored” group might persistently face poor living conditions
as long as the kleptocrats are still in power (Besley and Kudamatsu, 2008).
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(Congleton, 1992; Cao and Prakash, 2012). In this case, trade activities in these

countries are likely to be more polluting and harmful to health.

In this article, we examine the effect that trade might have on child mortality in

the LDCs and explore if this relationship depends on institutions. Ascertaining if

trade causes child mortality is difficult in itself, as child mortality could reverse cause

trade and omitted variables could be present. As Levine and Rothman (2006) argued,

healthy children tended to become productive adults who might choose to have more

trade.5 It implies causality may run from child mortality to trade. Moreover, trade

and health can be driven simultaneously by omitted cross-country heterogeneity

such as disease environments (e.g. McArthur and Sachs, 2001), tastes and cultural

characteristics (e.g. Feyrer, 2009a,b).

To address these “identification” issues, we employ fixed effects instrumental

variable regression based on a panel data of 48 LDCs from 1995 to 2012. To address

the problem of omitted variables, we use country and year fixed effects to purge

both time invariant cross-country heterogeneity and macroeconomic shocks that may

confound the effect of trade on child mortality (if it exists). To deal with reverse

causality, we use an instrumental variable for the LDCs’ trade proposed by Lin and

Sim (2013, 2015). The LDCs are mainly producers and exporters of primary goods.

Given that primary goods are typically transported by a class of vessels known

as dry bulk carriers, the cost of bulk carrier charter – reflected by the Baltic Dry

Index (BDI) – could influence how much the LDCs trade. Based on this insight, we

construct an instrument for LDCs’ trade as the interaction between the log of the

BDI and each LDC’s primary goods share of its total trade. The latter reflects the

intensity of bulk shipping utilization of an LDC. By interacting it with the BDI to

construct our instrument, this captures the idea that the influence of bulk shipping

cost is stronger for countries where primary goods trade is important. Crucially,
5Moreover, decisions on whether to trade, and how much to trade, are clearly not

randomly assigned. Therefore, the regression analysis may be confounded by the feedback
going from health, then income, then to trade.
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our instrument contains both cross-sectional and time variation and therefore can

be employed in panel regressions without being “cleaned out” by country and year

fixed effects.

In our regressions, we find no evidence that trade can lead to lower levels of child

mortality in the LDCs. In fact, within autocratic LDCs, trade may even be harmful,

as we find that a 1% increase in trade per capita is associated with a 0.13% increase

in the child mortality rate on average. To explore the underlying mechanism, we

consider the role that environmental quality might have in explaining this positive

relationship between trade and child mortality. As discussed, environmental regu-

lations tend to be less stringent in autocracies (Congleton, 1992), which suggests

that trade activities in these countries are likely to be more polluting. Our regres-

sion results are consistent with this idea as we find that within autocratic LDCs,

an increase in trade may increase pollution such as the emissions of carbon dioxide

(CO2), sulfur dioxide (SO2) and nitrous oxide (N2O). Furthermore, using plausibly

exogenous variations in pollution generated by the BDI, we also find that pollution

can cause child mortality in autocratic LDCs to rise. These results suggest that

environmental quality is a plausible channel for the adverse effect of trade on child

mortality that is found in this paper.

1.1 Relation to the Literature

Our paper is closest to the seminal work of Levine and Rothman (2006), who

examined the effect of trade openness on children’s health for both developed and

developing countries. Besides focusing on the LDCs, our work contains one signif-

icant departure in that we utilize panel data whereas Levine and Rothman (2006)

exploited only cross-sectional information. The latter is borne out of necessity as

Levine and Rothman (2006) constructed their instrument for trade based on geo-

graphical distance, which is incompatible with the fixed effects regression as distance
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is time invariant.6 Moreover, given that distance could be correlated with geography-

based time invariant factors of development such as cultural characteristics, colonial

institutions and disease environments, the instrument used by Levine and Rothman

(2006) may not satisfy the required exclusion restriction.7 In this paper, our instru-

ment for trade contains both cross-sectional and time variation. The time-varying

nature of our instrument allows us to implement panel IV regressions with country

fixed effects, which to our best knowledge is the first within the topic of trade and

child mortality.

Our paper is related to two areas within the literature on trade, globalization and

the environment. Firstly, it is related to the literature that focuses on the relation-

ship between trade and health. Although trade liberalization may foster economic

development, the evidence on whether trade can improve health has been mixed.8

In fact, recent evidence suggests that trade may not always lead to better health

outcomes (Cao and Prakash, 2006; Ruhm, 2007; Oster, 2012),9 which is consistent

with what we have found in this paper.

Secondly, our work is related to the debate on whether trade can lead to en-

vironmental degradation. This is related to the pollution haven hypothesis, which

warns that with the rise of trade and globalization, polluting industries will tend to

relocate to places where environmental regulations are less stringent. In the “first

generation” literature, Antweiler et al. (2001) and Frankel and Rose (2005) found

little evidence to support this hypothesis. However, for less developed countries (in

particular, non-OECD countries), Managi et al. (2009) found that trade openness
6Levine and Rothman (2006) constructed their instrument based on the same approach

as Frankel and Romer (1999).
7This critique is due to Feyrer (2009a,b).
8For instance, there is evidence suggesting that an increase in globalization and trade

in the developing world will make people better off not only through increases in income
but also through improvements in health (Dollar, 2001; Levine and Rothman, 2006; Owen
and Wu, 2007).

9For instance, Oster (2012) found that an increase in exports was associated with dou-
bling the incidence of HIV in Sub-Saharan Africa.
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could lead to higher SO2 and CO2 emissions. Moreover, examining US multinational

firms in foreign countries, Kellenberg (2009) showed that when production activities

were located in developing and transition economies, a significant proportion of the

US multinational production growth was generated by falling relative levels of en-

vironmental stringency and enforcement. These results, together with ours, suggest

that the less developed countries could be pollution havens. As such, it is not always

clear that trade can lead to improvements in health and reductions in child mortality.

Our paper is also related to the literature that seeks to empirically investigate

the “impact of international trade on standards of living” (Frankel and Romer, 1999,

p. 379). In this research, the most common measure of living standards is income,

and numerous papers, including the landmark contribution of Frankel and Romer

(1999), have shown that income can rise with trade.10 Our paper looks at another

dimension of well-being – the child mortality rate – as an indicator of development

and welfare. Child mortality is typically a problem of households in the lowest income

quantiles.11 Therefore, the adverse effect of trade on child mortality that we have

found for autocratic LDCs suggests that trade might cause the poorer households in

these countries to be worse off even if does improve income levels on average.

Finally, to the best of our knowledge, our paper is among the first to offer a

unified discussion on the link between trade, pollution, and child mortality, while the

existing literature has focused more specifically on the pairwise relationship between
10More recently, Feyrer (2009b) used a natural experiment approach by exploiting the

closing and re-opening of the Suez canal during 1967–1975 to generate shocks to shipping
distance and hence to the variation in trade. Focusing on the LDCs, Lin and Sim (2013)
exploited the BDI to construct a time-varying measure of the cost of primary goods trade.
These papers, like Frankel and Romer (1999), found that trade had a sizable causal effect
on income, where the trade elasticity of income ranged from 0.2 (Feyrer, 2009b) to 0.5 (Lin
and Sim, 2013).

11For example, within a developing country, Wagstaff (2000) showed that incidence of
child mortality could be unevenly distributed across households, where usually, infant
and under-5 mortality are significantly higher among the poor (see, also, Victora et al.,
2003). In Bangladesh, Halder and Kabir (2008) showed that child mortality tended to be
concentrated in households from lower socio-economic groups.
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trade and pollution (Antweiler et al., 2001; Cole, 2004; Frankel and Rose, 2005;

Kellenberg, 2009; Managi et al., 2009), pollution and child mortality (Franklin et al.,

2007; Zhang, 2012; Anand, 2013; Currie, 2013), and trade and child mortality (Levine

and Rothman, 2006). Our paper is also among the first to consider how political

economy, in particular institutions, may shape the way trade, pollution, and child

mortality interact. This complements the literature that looks mainly at the direct

effect that institutions may have on child mortality (Ross, 2006), trade (Arezki and

Brückner, 2012) and pollution (Congleton, 1992; Cao and Prakash, 2012).

1.2 The Organization of the Paper

The remainder of the paper is as follows. In Section 2, we discuss our data

sources and the construction of our instrument for trade. In Section 3, we present

our estimating equation and discuss the relevant estimation issues. We then present

our regression results in Section 4 and explore environmental quality as a channel in

Section 5. Section 6 concludes.

2 Data

Our dataset consists of a panel of 48 LDCs from 1995 to 2012. The dataset is

constructed from four main sources: the UNCTAD database, the World Development

Indicators, the Environmental Performance Index, and the Polity IV database of

Marshall and Jaggers (2009). The key variables in our study are described below.

The summary statistics are presented in Table A1 and the variable definitions and

sources are documented in Table A2 of the Appendix A.
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2.1 Baltic Dry Index Based Instrument

In this paper, we follow Lin and Sim (2013) to construct an instrument for trade

that exploits information from the Baltic Dry Index (BDI), a shipping index from

the Baltic Exchange, which is plotted in Figure 1. In 1985, the Baltic Exchange

launched the BDI as a general indicator of shipment rates for dry bulk cargoes,

which consist of raw commodities such as grain, coal, iron ore, copper and other

primary materials. The LDCs are mainly primary goods producers, and as such, are

dependent on bulk carriers. This makes the BDI, which reflects the cost of global

bulk shipping, a relevant indicator of trade cost faced by the LDCs.

Figure 1: The Baltic Dry Index
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To obtain an instrument for LDCs trade using the BDI, we follow Lin and Sim

(2013) to construct:

Costit = θit−1 log(BDIt), (1)

where θit−1 is country i’s predetermined proportion of total trade that consists of
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primary commodities trade. Information on primary goods trade is obtained from

the UNCTAD Commodity Statistics (UNCTAD, 2014) based on the SITC 0 + 1

+ 2 + 4 + 32 + 67 + 68 classification of primary commodities. This classification

covers a wide range of primary commodities including iron and steel, but excludes

crude oil which is transported by wet (not dry) carriers such as tankers. Intuitively,

the primary trade share in Eq. (1) reflects the relative intensity of bulk shipping

utilization. Therefore, Eq. (1) captures the idea that the cost of bulk shipping

would matter more for countries where primary goods trade is important.

Our instrument Costit contains both cross-sectional and time variation. Hence,

it can be employed in panel regressions without being “cleaned out” by country and

year fixed effects. However, Eq. (1) is not the only specification we could use. For

example, we could replace the lagged primary trade share (i.e. θit−1) in Eq. (1) with a

fixed primary trade share (i.e. T−1
∑T

t=1 θit), although the regression outcomes turn

out to be similar. We believe the reason is that the LDCs tend to export a stable

proportion of primary goods across time, which might explain why our results are

not sensitive to using either the lagged or fixed primary trade share as the interaction

term in Eq. (1).

Lin and Sim (2013) argued that the cost of bulk shipping was an exogenous de-

terminant of how much an LDC trade. Collectively, the LDCs are small participants

in global trade, accounting for less than 1 percent of world trade in goods and less

than 2 percent of global trade in primary goods. Moreover, their economies are very

small on the global scale, accounting for less than 2 percent of worldwide GDP. Con-

sequently, each LDC is unlikely to have much influence on the cost of bulk shipping,

although an increase in bulk shipping cost can negatively affect how much an LDC

trade. To see this, Figure 2 shows that the growth in the BDI (i.e. the growth in

bulk shipping cost) was at times accompanied by a slowdown or even contraction in

trade. For example, when the BDI increased by 131% from 2002 to 2003, the trade

per capita of Central African Republic and Afghanistan, which are both landlocked
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countries, fell roughly by 7% and 14% respectively. For some coastal countries, the

contraction in trade is even more severe. For instance, the trade per capita of Myan-

mar, Liberia and Eritrea fell by 14%, 21% and 27% respectively during the same

period.

Figure 2: The BDI Growth and Trade Growth for a Sample of LDCs
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Note: This figure plots the growth in the BDI and the growth in trade for a sample
of LDCs. The vertical axis measures the growth in the BDI and the growth in
trade per capita. The growth variables are constructed as the first difference of their
respective values in logs.

Some commentators suggest that the recent movements in the BDI are driven

mainly by the growing demand of commodities by large emerging economies, such as

China.12 For instance, in 2002, China replaced Japan as the top iron ore importer in

the world. By 2003, China had more than doubled its iron ore imports compared to

the levels in 2000.13 This surge in iron ore demand is a significant event because iron
12Jim Buckley, the CEO of the Baltic Exchange, remarked that “To put it in ex-

tremely simplistic terms, China is importing huge amounts of raw materials and ex-
porting manufactured goods, and that’s drawing ships into the Pacific.” See http:
//www.stockengineering.com/pictures/090104%20-%20BDI.pdf.

13According to the Chinese Ministry of Commerce, China imported 70 million tons of
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ore is by proportion the most important commodity transported by bulk carriers.14

Besides iron ore, China had transformed itself from being coal exporter to an im-

porter, thus further driving up the demand for bulk carriers and in turn influencing

the cost of bulk shipping.

To see the importance of China as a driving force of bulk shipping cost, Figure

3 compares the growth rate of the BDI with China’s trade volume and shows that

the two series track each other closely.15 Because the BDI is a measure of trade

cost (thus should be negatively associated with trade), the positive co-movement

between the two could be symptomatic of the endogenous response of the BDI to

the demand for trade by China. Note that this tight positive relationship has also

been reported for large primary goods producers such as Australia, Brazil, India and

Russia (Lin and Sim, 2013).16 However, for the sample of LDCs, Figure 2 shows that

the BDI and trade (in growth) could co-move in the opposite direction. The presence

of such negative co-movements, which are completely absent for China as well as for

Australia, Brazil, India and Russia, suggests that an LDC is unlike large countries

that could influence the cost of bulk shipping. Hence, an LDC can be treated as a

price taker in the bulk shipping market and the BDI as an exogenous determinant

of its trade.
iron in 2000, rising to 148.13 million tons in 2003. This demand for iron ore was driven
in turn by the demand for steel, which was used for the construction sector as well as
the production of automobiles. China is both the world’s largest steel consumer and
producer, producing nearly 50 percent of the global steel output according to the World
Steel Association.

14According to Bornozis (2006), the main commodities that utilized bulk carriers for
transportation were iron ore, coal and grain. Iron ore and coal were the two most important
bulk commodities, comprising 27% and 26% of total dry bulk trade respectively, followed
by grain at 14%. However, iron ore and coal are not the main exports of the LDCs.

15It is interesting to note that China’s share of world primary trade in 2010 is 17.69%,
or around 10 times the share of world primary trade of all LDCs combined.

16Lin and Sim (2013) provided these figures for a shorter time period from 1995 to 2007.
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Figure 3: The BDI Growth and Trade Growth of China
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Note: This figure plots the growth in the BDI and the growth in trade of China.
The left vertical axis measures the growth in the BDI and the right vertical axis
measures the growth in trade per capita. The growth variables are constructed as
the first difference of their respective values in logs.

2.2 Health

Our primary measure of health is the mortality rate of children (in 1,000 births)

under 5. The child mortality rate is informative about national development and

welfare for the following reasons. First, child mortality is typically concentrated

in the lowest income quintile (Wagstaff, 2000; Halder and Kabir, 2008), hence, the

child mortality rate is reflective of the socio-economic environment faced by low-

income groups (Gwatkin, 2004).17 Second, the child mortality rate is a reasonable

indicator of living conditions that are difficult to measure, such as the availability of

clean water and sanitation, indoor air quality, prenatal and neonatal health services,
17This observation may be true even for countries that experience high economic growth

or high levels of GDP per capita, since income may not trickle down from the wealthy,
which perhaps explains why a large number of proposed programs for improving child
mortality are specifically targeted for the poor (Victora et al., 2003).
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caloric intake, exposure to diseases vectors, etc. (UNICEF, 1989; Ravallion, 1997;

Victora et al., 2003). Third, the definition of under-5 mortality rate is universal,

whereas other indicators of wellbeing such as poverty line and literacy rate could be

defined differently across countries and years.

Besides child mortality, we also consider infant mortality rate (in 1,000 births)

and life expectancy (at birth) as measures of health in our robustness checks.18 We

expect the infant mortality rate to respond in a similar way to trade as the under-5

mortality rate does. Moreover, if trade affects health in general, it could also affect

life expectancy, not just child mortality. It should be noted that life expectancy

is correlated with infant and child mortality in that changes in infant and child

mortality would also affect the calculation of life expectancy. Therefore, we would

expect trade to have an influence on life expectancy if it has an influence on infant and

child mortality, even though life expectancy is a more general measure of population

health.

Our data on the under-5 mortality rate, infant mortality rate and life expectancy

are taken from the World Development Indicators.19 These data could contain im-

puted information for missing observations.20 For example, the infant and under-5

mortality rates in the World Development Indicators are provided by the UN Inter-

agency Group for Child Mortality Estimation (IGME),21 whose objective is to esti-

mate trends in child mortality from which infant and neonatal mortality rates are

derived.22 Consequently, the within-country variation of child mortality may contain
18Life expectancy (at birth) indicates the number of years a newborn infant would live if

prevailing patterns of mortality at the time of its birth were to stay the same throughout
its life.

19See http://data.worldbank.org/news/release-of-world-development-
indicators-2014. Note that information on life expectancy at birth data is not
available for Tuvalu.

20See http://data.worldbank.org/about/data-overview/methodologies for more
details.

21See www.childmortality.org.
22An entire issue in PLOS Medicine in 2012 is dedicated on the estimation meth-

ods of child mortality by the IGME. See www.plosmedicine.org/attachments/Child_
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interpolated information that has little to do with trade. In this case, the estimated

relationship of trade with child mortality, as well as with other health measures,

could be weaker than what it actually is.

2.3 Political System

Our main measure of political system is the revised combined Polity score (Polity-

2) of the Polity IV data base (Marshall and Jaggers, 2009). The Polity-2 score ranges

from -10 to +10. Positive (negative) values of Polity-2 are indicative of democracies

(autocracies). A score of 10 reflects the most democratic institution, a score of −10

reflects the most autocratic one, and a score of zero indicates a political institution

that is neither democratic or autocratic.23 In the literature, the Polity-2 score has

been used to distinguish democracies from autocracies. One example is Arezki and

Brückner (2012), who examined whether the effect of international price booms of

exported commodities on the reduction of external debt was contingent on whether

countries were democratic or autocratic. They identified democratic (autocratic)

institutions within countries based on strictly positive (negative) values of the Polity-

2 score and ran separate regressions of external debt on international commodity

price booms for democracies and autocracies. In this paper, we identify democracies

and autocracies in the same way and examine the relationship of trade on health

separately for democratic and autocratic LDCs.

Mortality_Estimation_Methods.pdf.
23For instance, Polity-2 assigns a score of zero (which Polity IV refers to as neutral)

to periods where polities cannot exercise effective authority over at least half of their
established territory. The Polity IV project refers to such periods as interregnum periods.
See http://www.systemicpeace.org/inscr/p4manualv2013.pdf.
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2.4 Trade and the Environment

We obtain data on nominal trade, measured in million US dollars, from the

UNCTAD website.24 We then deflate it with the US commodity price index for all

urban consumers using 2005 as the base year.25

Environment quality is measured by both air and water indicators. Our air

quality indicators consist of the emissions of carbon dioxide (CO2), nitrous oxide

(N2O) and sulfur dioxide (SO2). The information on CO2 (emissions per capita,

in kilograms) and N2O (emission per capita, in kilograms of CO2 equivalent) are

taken from the World Development Indicators.26 Information on SO2 (emissions per

capita, in metric tons) is obtained from the Environmental Performance Index, which

is produced by the Yale Center for Environmental Law and Policy.27 Water quality

is measured by renewable internal freshwater resources (per capita, in cubic meters),

which is taken from the World Development Indicators.28

3 Methodology

Our main estimating equation relates the log of a measure of health to the log of

trade per capita for country i at year t as:

log(healthit) = β log(tradeit) + ϕ′xit + δrt+ µi + µt + vit, (2)
24See http://unctadstat.unctad.org/wds/ReportFolders/reportFolders.aspx.
25The data comes from ftp://ftp.bls.gov/pub/special.requests/cpi/cpiai.txt.
26See http://data.worldbank.org/news/release-of-world-development-

indicators-2014. Data on CO2 is only available over the period 1995-2010. Data
for Tuvalu is completely missing, thus information for 47 LDCs is available. The N2O
data is highly incomplete as it is available for four years 2000, 2005, 2008 and 2010 and
for 17 countries.

27See http://epi.yale.edu, the SO2 data is available over the period 1995-2005 for
only 17 LDCs.

28See http://data.worldbank.org/news/release-of-world-development-
indicators-2014. Data is available in 1997, 2002, 2007 and 2010 for 44 LDCs.
This information is completely missing for Kiribati, Samoa, Tuvalu, and Vanuatu.
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where xit is the set of control variables that we vary in our robustness checks, µi and

µt are generic representations of country and year fixed effects, and δrt represents a

set of region-specific time trends. In this paper, the under-5 mortality rate is our main

measure of health but we also consider the infant mortality rate and life expectancy

as alternative measures. Our main objective is to examine if trade causes child

mortality, which is summarized by the parameter β. To explore if institution matters,

we estimate Eq. (2) for the set of autocratic and democratic LDCs separately.

The econometric specification in Eq. (2) is not new. By focusing on the rela-

tionship between child mortality (or health) and trade in levels, Eq. (2) is similar to

models found in Levine and Rothman (2006), Owen and Wu (2007) and Bergh and

Nilsson (2010). For example, the Levine and Rothman (2006) model looked at the

relationship between the log of the child’s welfare (such as child mortality) and a

measure of trade openness (trade share of GDP) that was motivated from the grav-

ity model. However, because their model was cross-sectional, fixed effects cannot

not be used to deal with omitted variables that are time invariant. The Owen and

Wu (2007) model looked at a similar (contemporaneous) relationship within a panel

regression framework but did not consider instrumenting for trade openness, which

might be endogenous due to reverse causality or measurement errors.29 Similar to

Owen and Wu (2007), Bergh and Nilsson (2010) considered a model that captured

the contemporaneous relationship between life expectancy and factors associated

with globalization. Hence, the model specification in Eq. (2) is in the spirit of past

empirical work in the literature on trade and health.
29As a robustness check, Owen and Wu (2007) considered a dynamic panel regression

specification for their baseline model. To deal with the issue of endogeneity of the lagged
dependent variable, they implemented the GMM technique of Arellano et al. (1991) and
employed lagged internal instruments.
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3.1 Estimation Issues

There are certain challenges in identifying β. First, trade and health could be

jointly influenced by unobserved omitted variables such as geography, culture and

disease environments.30 To partial out such cross-country differences, we include

country fixed effects (µi) in Eq. (2). We also include year fixed effects (µt) to

control for macroeconomic shocks that might affect all the LDCs in the same manner.

Finally, we include a separate region-specific trend for the LDCs in Africa, Asia and

the others parts of the world to hopefully partial out any regional macroeconomic

confouders that might be present.31

Second, although fixed effects are useful for soaking up information that cannot

be easily observed or controlled for, it is not a panacea for the problem of reverse

causality, which may exist. For example, because traders might avoid malarial re-

gions, decisions on whether to trade, how much to trade, and with whom, could

depend on health outcomes themselves. Moreover, healthy children tend to become

more productive adults who might later demand more trade.32 To address this is-

sue, we employ Costit (see Eq. (1)), which we call “BDI Cost” hereinafter, as an

instrument for LDCs trade:

log(tradeit) = γCostit + ψ′xit + δrt+ µi + µt + wit. (3)
30For example, geography is likely to matter for trade and income. McArthur and Sachs

(2001) showed that high prevalence of tropical disease could reduce trade and and harm
health; Hall and Jones (1999) argued that income was positively related with the absolute
value of latitude; Gallup et al. (1999) showed that in the tropics, income was generally
lower and human health was adversely affected by tropical climate; Masters and McMillan
(2001) showed that winter frost could restrict economic activity and reduce output.

31We include two regional time trends, one for African LDCs and the other for Asian
LDCs. Because of year fixed effects, we can only include two regional time trends as the
third time trend (for non-African and non-Asian LDCs) will be absorbed by the year fixed
effects. Our regressions are also not affected by the trend specification. For instance, we
obtain very similar results if the squared of the time trends are included into the regressions.

32We have borrowed this insight from Levine and Rothman (2006).
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An instrumental variable must be unrelated to the outcome except through its link

to the variable for which it is serving as an instrument. Here, we have imposed the

exclusionary restriction that bulk shipping cost is unrelated to child mortality (or

health in general) except through its effect on how much the LDCs trade. As a caveat,

our methodology has limitations in dealing with certain types of confounding factors

possibly contained in vit of Eq. (2). For example, when modeling the effect of trade

on health, there might be macroeconomic shocks affecting the state of health in each

LDC heterogeneously. The state of health of the LDCs could also be spatially or cross-

sectionally dependent, e.g. the spread of diseases from a country to its neighbors.

These unobservables, which contain both cross-sectional and time variation, cannot

be purged by country and year fixed effects. Ideally, to take care of this issue, we

would like to implement panel regressions with cross-sectional dependence such as

the method proposed by Pesaran (2006). However, to do so, we need to have a large

number of cross-sectional observations (in this case, a large number of countries),

which we do not have as we are focusing only on the sample of LDCs. Therefore, our

methodology would yield credible point estimates insofar the cost of bulk shipping,

and hence BDI Cost, is only at best weakly correlated with any unobserved health

factors that have a cross-sectionally dependent structure.

4 Results

4.1 OLS and IV Estimates – Full Sample

Table 1 reports several OLS estimates of the effect of trade on child mortality.

From a simple linear regression, Column (1) shows that a rise in trade is accompanied

by a fall in the child mortality rate on average. Although the negative correlation

between trade and child mortality rate remains, the magnitude and significance of

this result quickly reduce when country and year fixed effects are added (Columns (2)
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and (3)). When country and year fixed effects and regional time trends are included

into the regression, the result evaporates totally (Column (4)). If the inclusion of

country and year fixed effects and regional time trends has brought us closer to

point identification, the OLS results suggest at first pass that trade is unlikely to be

beneficial for reducing child mortality.

Table 1: OLS Regression of Trade on Child Mortality

(1) (2) (3) (4)

Dependent Variable: log(Child mortality rate)
log(Trade per capita) -0.235*** -0.169*** -0.030* -0.001

(0.021) (0.021) (0.016) (0.016)

Regional trend no yes yes yes
Country fixed effects no no yes yes
Year fixed effects no no no yes
Observations 856 856 856 856
Countries 48 48 48 48

Note: Robust standard errors are reported in the parenthesis. Statistical significance at the 10%,
5% and 1% levels are indicated by *, ** and *** respectively.

Table 2 reports the IV estimates using BDI Cost as an instrument for the log

of trade per capita. Our first stage regression shows that a one standard deviation

increase in BDI Cost is associated with a 13.6% decrease in trade per capita on

average. BDI Cost is a relatively strong instrument, as the Kleibergen-Paap first

stage F-statistic of 22.88 exceeds the Stock-Yogo critical value of 8.96 for instrument

strength.33 However, the second stage regression result shows that trade does not

have a statistically significant effect of reducing child mortality in the LDCs.
33To check if BDI Cost might be weak instrument for trade, we consider the Kleibergen

and Paap (2006) (KP) F-statistic and evaluate it against a critical value, adopted from
Stock and Yogo (2005), that corresponds to the notion that 15% is the maximal rejection
rate the researcher is willing to tolerate if the true rejection rate is 5%.34 If the KP statistic
exceeds this critical value, this implies that the maximal rejection rate is smaller than 15%,
hence the actual size of the test is between the 5% and 15% levels.

26



Table 2: IV Regression of Trade on Child Mortality

(1)

Second-stage Dependent Variable: log(Child mortality rate)
log(Trade per capita) -0.056

(0.062)

First-stage Dependent Variable: log(Trade per capita)
BDI Cost -0.125***

(0.026)

First-stage Kleibergen-Paap F-Stat 22.88
Stock and Yogo critical value (15%) 8.96
Regional trend yes
Country FE yes
Year FE yes
Observations 808
Countries 48

Note: BDI Cost is defined in Eq. (1). The Stock-Yogo critical value corresponds to the case where
15% is the maximal rejection rate one is willing to tolerate if the true rejection rate is 5%. Robust
standard errors are reported in the parenthesis. Statistical significance at the 10%, 5% and 1%
levels are indicated by *, ** and *** respectively.

4.2 IV Estimates –Autocracies and Democracies

In this section, we examine the effect of trade on child mortality within two

regimes – autocracies and democracies. In Table 3, we report the separate IV re-

gression estimates of Eq. (2) for autocratic LDCs (Column (1)) and democratic

LDCs (Column (2)). In Column (1), the first stage F-statistic of 61.82 shows that

BDI Cost is a powerful instrument for trade with respect to autocratic LDCs. By

contrast, BDI Cost is not statistically significant for trade in democratic LDCs. This

disparity could be due to the fact that trade is considerably less important in demo-

cratic LDCs than it is in autocratic LDCs, a surprising phenomenon which has yet

to be discussed in the literature. For example, over the sample period, the average

trade per capita of democratic LDCs is only about 40% that of autocratic LDCs.

Moreover, compared to autocratic LDCs, there is significantly less variation in how
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much democratic LDCs trade. The coefficient of variation of trade per capita (i.e.

the ratio of standard deviation to the mean) is only 1.13 for democratic LDCs. For

autocratic LDCs, this coefficient is 3.75. In other words, democratic LDCs trade at

much lower and stable levels, which may explain why the influence of BDI Cost on

trade is weak for these countries.

Table 3: IV Regression of Trade on Child Mortality (Autocracies and Democracies)

(1) (2)
Autocracy Democracy
Polity-2<0 Polity-2>0

Second-stage Dependent Variable: log(Child mortality rate)
log(Trade per capita) 0.130*** -2.832

(0.028) (10.452)

First-stage Dependent Variable: log(Trade per capita)
BDI Cost -0.357*** -0.006

(0.045) (0.024)

First-stage Kleibergen-Paap F-Stat 61.82 0.0630
Stock and Yogo critical value (15%) 8.96 8.96
Regional trend yes yes
Country FE yes yes
Year FE yes yes
Observations 280 402
Countries 18 29

Note: BDI Cost is defined in Eq. (1). The Stock-Yogo critical value corresponds to the case where
15% is the maximal rejection rate one is willing to tolerate if the true rejection rate is 5%. Robust
standard errors are reported in the parenthesis. Statistical significance at the 10%, 5% and 1%
levels are indicated by *, ** and *** respectively.

With respect to democratic LDCs, the statistical insignificance of BDI Cost in the

first stage regression precludes us from drawing conclusions about the relationship

between trade and child mortality, an issue we will revisit in Section 4.3. For auto-

cratic LDCs, however, we find that trade may deepen the problem of child mortality,

as Table 3 suggests that a 1% increase in trade per capita is associated with a 0.13%

increase in the child mortality rate on average. To interpret this result in terms of
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the actual number of children at risk, we carry out some back-of-the-envelope cal-

culations. For a small autocratic LDC such as Equatorial Guinea, a 1% increase in

trade per capita could approximately lead to 17 additional deaths of under-5s. For

larger autocracies such as Tanzania and Uganda, the approximate deaths of under-5s

resulting from a 1% increase in trade per capita could be as high as 645 and 670

respectively.35 If we take a conservative perspective by using the two standard devi-

ations lower bound of the 0.13% point estimate, the estimated number of deaths in

Tanzania and Uganda would still be 367 and 381 respectively. Considering that the

BDI is highly volatile, and that a one standard deviation decrease in the BDI could

increase trade per capita by as much as 13.6%, the number of children at risk could

be much larger than what is computed here.

Because the importance of primary goods trade differs for each country, the effect

of the BDI on trade is heterogeneous across the LDCs. Hence, using the cross-country

heterogeneity in primary goods trade, we may estimate the effect that the BDI has

on child mortality for each autocratic LDC. To do so, we first estimate the reduced

form relationship between child mortality and BDI Cost:36

log(healthit) = αCostit + δrt+ µi + µt + uit. (4)

Then based on the estimate of Eq. (4), we construct the absolute time-averaged

elasticity of the child mortality rate with respect to the BDI as the absolute value of

1

T − 1

T∑
t=2

α̂θit−1, (5)

where α̂ (equals to -0.046) is the estimate of α in Eq. (4) and θit−1 is period t − 1

35This is computed using 2010 figures for the under-5 population and child mortality rate.
For instance, Tanzania’s under-5 population and mortality rate are 8,052,680 and 6.16%.
Hence, using the elasticity of 0.13, we compute the approximate number of additional
deaths as 0.0013 ∗ 0.0616 ∗ 8052680 ≈ 645. The under-5 population data is taken from the
United Nations at http://esa.un.org/wpp/Excel-Data/population.htm.

36Results are available upon request.
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primary trade share of country i.

Figure 4 plots this absolute average elasticity for a sample of autocratic LDCs.37

For the LDCs featured in Figure 4, the BDI elasticity of the child mortality rate (in

absolute value) is between 0.0039 and 0.0274, suggesting that the child mortality

rate would decline by around 0.04% to 0.27% when the BDI increases by 10%.

Mauritania’s child mortality rate is by far the most sensitive to variations in the BDI.

On the other hand, Angola is least affected by the BDI, which makes sense as oil but

not primary products is its most important export.38 Overall, Figure 4 suggests that

sharp swings in the BDI are not innocuous – trade booms following large declines in

the BDI could significantly increase child mortality in certain autocratic LDCs.

4.3 Robustness checks

This section examines the robustness of our baseline instrumental variable es-

timates. Our first robustness check revisits the issue of whether the relationship

between trade and child mortality is contingent on institutional types. While we

observe that trade may increase child mortality in autocratic LDCs, we are unable

to draw any conclusion for democratic LDCs as BDI Cost is statistically insignificant

for trade with respect to these countries.

In this exercise, we employ a country-specific commodity price index, proposed

by Brückner and Ciccone (2010),39 as an alternative instrument for trade. Their

estimation strategy is based on the idea that international commodity prices are
37The autocratic country is chosen based on the principle that they are mainly autocratic

(with Polity-2<0 for more than 8 years) during the sample period between 1995 and 2012.
38Oil is transported by wet tankers, not by dry ships. Given that Angola is an important

oil exporter, this would weaken the effect of the BDI on Angola’s trade. Note that Angola,
along with Nigeria, are now the top oil exporters in Sub-Saharan Africa. See “Angola rivals
Nigeria for top spot in African oil exports”, Reuters, September 17 2013.

39Arezki and Brückner (2012) examined the macroeconomic effects of international com-
modity price shocks on economic growth using a similar price index.
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Figure 4: The (Absolute) Average BDI Elasticity of Child Mortality for a Sample of
Autocratic LDCs.
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Note: This figure plots the absolute value of the (time) average BDI elasticity of child
mortality for each LDC that is mainly autocratic, defined as a country with Polity-
2<0 for more than 8 years through the sample period 1995-2012. This elasticity
is computed based on Eq. (5). It shows the average percentage decline in child
mortality rate in each country following a 1% increase in the BDI.

informative about the global demand for commodities.40 Given that the LDCs are

predominantly primary goods producers, the global demand for commodities could

influence the demand for the LDCs’ exports. In particular, if the exports of certain

commodities are more important to an LDC, any variation in the global demand for

these commodities (reflected by their international prices) would affect the demand

for that country’s exports more disproportionately. In this manner, Brückner and

Ciccone (2010) argued that international commodity price movements could exert

country-specific effects on trade as this specificity depended on how important certain

commodity exports are for each LDC.
40As an analogy, Kilian and Park (2009) argued that in the context of oil, prices were

driven mainly by demand driven shocks than production shocks.
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Based on this idea, we construct a country-specific commodity price index to

capture the country-specific effect that international commodity prices have on trade:

ComPI
C

it =
∑
c

θic log(ComPricect), (6)

where log(ComPricect) is the international price of commodity c in year t (in logs),

and θic is the average (time invariant) value of exports of commodity c over the

GDP of country i. We obtain data on annual international commodity prices for the

1995–2010 period as well as data on the value of commodity exports from UNCTAD

Commodity Statistics (UNCTAD, 2011).41 The commodities included in our index

are aluminum, bananas, beef, cocoa, coffee, copper, cotton, gold, iron, maize, lead,

oil, pepper, rice, rubber, sugar, tea, tobacco, wheat, wood, and zinc. Whenever

multiple prices are listed for the same commodity, we use the simple average of these

prices as the price of that commodity in our computation.

Table 4 reports the instrumental variable estimates for autocracies (Column (1))

and democracies (Column (2)) using ComPIit
C as an instrument of trade. We

find that ComPIit
C is statistically significant instrument for trade in both regimes.

Based on this result, we find that trade may increase child mortality for autocracies

just as before, but for democracies, the link between trade and child mortality is

statistically insignificant. Therefore, these results are consistent with our baseline

regressions that trade is not beneficial for reducing child mortality and could even

exacerbate it in autocratic LDCs.

Focusing on autocratic LDCs for the rest of the paper, our second robustness

check considers two alternative measures of health: the infant mortality rate and life

expectancy at birth. If trade is harmful to health, it may also lead to higher rates

of infant mortality and shorten life expectancy. Our regressions, reported in Table

5, provide some evidence that this is true. For example, Column (1) shows that
41See http://www.unctad.org/Templates/Page.asp?intItemID=1584&lang=1.

32

http://www.unctad.org/Templates/Page.asp?intItemID=1584&lang=1


Table 4: Robustness Check 1: Using Commodity Price Index as Instrument for Trade

(1) (2)
Autocracy Democracy
Polity-2<0 Polity-2>0

Second-stage Dependent Variable: log(Child mortality rate)
log(Trade per capita) 0.907** -0.213

(0.413) (0.180)

First-stage Dependent Variable: log(Trade per capita)
Commodity Price Index (ComPICit) 0.942** 1.005**

(0.374) (0.430)

First-stage Kleibergen-Paap F-Stat 6.344 5.457
Stock and Yogo critical value (15%) 8.96 8.96
Regional trend yes yes
Country FE yes yes
Year FE yes yes
Observations 201 338
Countries 14 25

Note: Commodity Price Index (ComPI
C

it) is defined in Eq. (6). The Stock-Yogo critical
value corresponds to the case where 15% is the maximal rejection rate one is willing to
tolerate if the true rejection rate is 5%. Robust standard errors are reported in the parenthe-
sis. Statistical significance at the 10%, 5% and 1% levels are indicated by *, ** and *** respectively.

a 1% increase in trade per capita has a statistically significant effect of raising the

infant mortality rate by about 0.1% on average, which is similar to the estimate of

0.13% when the under-5 mortality rate is used as a measure of health (see Table 3).

Furthermore, Column (2) shows that trade can shorten life expectancy, where a 1%

increase in trade per capita is associated with a decline in life expectancy by around

0.03% on average.

Our third robustness check examines the sensitivity of the baseline estimated

effect of trade (i.e. 0.13) by varying the set of control variables that might be relevant

to child mortality. For this sensitivity exercise, we consider the following control

variables – GDP per capita, foreign aid, FDI, population density, urbanization rate,
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Table 5: Robustness Check 2: Trade, Infant Mortality and Life Expectancy (Autoc-
racies Only)

(1) (2)

Second-stage Dependent Variable: log(Infant mortality rate) log(Life expectancy)
log(Trade per capita) 0.090*** -0.024**

(0.026) (0.010)

First-stage Dependent Variable: log(Trade per capita)
BDI Cost -0.357*** -0.357***

(0.045) (0.045)

First-stage Kleibergen-Paap F-Stat 61.82 61.82
Stock and Yogo critical value (15%) 8.96 8.96
Regional trend yes yes
Country FE yes yes
Year FE yes yes
Observations 280 280
Countries 18 18

Note: BDI Cost is defined in Eq. (1). The Stock-Yogo critical value corresponds to the case where
15% is the maximal rejection rate one is willing to tolerate if the true rejection rate is 5%. Robust
standard errors are reported in the parenthesis. Statistical significance at the 10%, 5% and 1%
levels are indicated by *, ** and *** respectively.

and the prevalence rate of HIV. As discussed in Lin and Sim (2013), trade could

affect income, which may reduce child mortality. By holding income fixed, we may

then examine purely the effect that trade has on child mortality by shutting down

any indirect effect that could come from a rise in income (as a result of trade)

(see, also, Owen and Wu, 2007). Besides income, foreign aid and FDI are found

to have positive effects on development (Nair-Reichert and Weinhold, 2001; Werker

and Ahmed, 2009) and therefore might affect child mortality. In addition, public

health can be affected by population density (Root, 1997) and urbanization (Cutler

et al., 2006).42 For example, better access to medical facilities in urbanized areas

may reduce child mortality (Leon, 2008; Poel et al., 2007), although overcrowding in
42Focusing on Zimbabwe, Root (1997) argued that the transmission of diseases and

infections was quicker in high density areas, and found that the child mortality rate was
much lower in lower density regions in Zimbabwe.
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urban areas may facilitate the transmission of diseases and infections (Cutler et al.,

2006; Fay et al., 2005). Finally, the prevalence of HIV can affect child mortality

directly as a child may die from the disease, or indirectly if the mother dies (Zaba

et al., 2005).

The data sources and the variable definitions for GDP per capita inward FDI

flows, foreign aid, population density, urbanization rate, and HIV prevalence rate

are provided in Table A2 of the Appendix A. For GDP per capita, inward FDI and

foreign aid, we apply the appropriate deflator to obtain real values in million US

dollars, then apply log transformation. Here, we use the first lag of the additional

variables as controls.43

Columns (1)-(6) of Table 6 show that the estimated effect of trade on child mor-

tality is generally robust despite the inclusion of these additional control variables.

In Column (1), we find that after controlling for GDP per capita, an increase in

trade has a more severe effect in raising the child mortality rate (with an elasticity

of 0.273) than what is found in the baseline regression (with an elasticity of 0.13).

This may not be surprising as trade may increase income, and this rise in income

may mitigate the negative direct effect that trade is found to have on child mortality.

From Columns (2)-(6), when the log of foreign aid, log of FDI, or HIV prevalence

rate are added separately, the elasticity of the child mortality rate with respect to

trade remains close the baseline estimate of 0.13 (see Column (2) of Table 3). The

estimated trade elasticity becomes weaker when population density or urbanization

rate is controlled for, although this estimate remains statistically significant at the

1% level. Overall, the inclusion of these control variables does not drive away the

effect that trade can increase the child mortality rate.

43The results are similar when contemporaneous values of these variables are used in-
stead.
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Table 6: Robustness Check 3: Additional Control Variables (Autocracies Only)

(1) (2) (3) (4) (5) (6) (7)
GDP per capita Foreign aid FDI Population density Urbanization rate HIV All

Second-stage Dependent Variable: log(Child mortality rate)
log(Trade per capita) 0.237*** 0.138*** 0.131*** 0.075*** 0.095*** 0.133*** 0.258***

(0.065) (0.031) (0.033) (0.023) (0.029) (0.039) (0.087)
Additional Control -0.210*** -0.022 -0.013* -0.004*** -0.010 0.122*** (omitted)

(0.078) (0.016) (0.007) (0.001) (0.006) (0.027)

First-stage Dependent Variable: log(Trade per capita)
BDI Cost -0.198*** -0.362*** -0.360*** -0.347*** -0.363*** -0.367*** -0.183***

(0.035) (0.048) (0.050) (0.045) (0.051) (0.051) (0.047)
Additional Control 0.867*** -0.038 0.030 -0.002 0.005 0.247*** (omitted)

(0.064) (0.049) (0.027) (0.001) (0.018) (0.082)

First-stage Kleibergen-Paap F-Stat 31.83 56.75 52.04 58.70 51.10 51.35 15.35
Stock and Yogo critical value (15%) 8.96 8.96 8.96 8.96 8.96 8.96 8.96
Regional trend yes yes yes yes yes yes yes
Country FE yes yes yes yes yes yes yes
Year FE yes yes yes yes yes yes yes
Observations 280 280 256 280 280 253 229
Countries 18 18 18 18 18 16 16

Note: BDI Cost is defined in (1). The Stock-Yogo critical value corresponds to the case where 15% is the maximal rejection rate one is willing to tolerate if
the true rejection rate is 5%. Robust standard errors are reported in the parenthesis. Statistical significance at the 10%, 5% and 1% levels are indicated by
*, ** and *** respectively.
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5 The Environmental Channel

At this point, we have yet to explore how an increase in trade can result in higher

child mortality rates as was found for autocratic LDCs. Here, we investigate if envi-

ronmental quality is a possible channel for this effect. If trade causes environmental

quality to deteriorate and poor environmental quality is detrimental to health, then

trade can affect child mortality through the environment. Schematically, the causal

structure we hope to explore is summarized by Figure 5.

Figure 5: The Proposed Causal Chain of Trade, Environment and Health

BDI Cost Trade Environment Health- - -

Trade may affect the environment for several reasons. For instance, environmen-

tal regulations in autocratic countries tend to be less stringent (Congleton, 1992),

hence, economic activities such as trade could lead to more pollution. Another pos-

sible explanation is the pollution haven hypothesis (see, for example, Frankel and

Rose, 2005), which posits that large industrialized nations seeking to set up factories

abroad are likely to look for countries that are less environmentally stringent. Given

that environmental regulations are usually less demanding in developing countries,

the LDCs will tend to attract the inflow of polluting activities and become pollution

havens for industrialized countries.44 In fact, the “pollution haven effect” may be

more pronounced in autocratic countries as regulatory standards in these countries

tend to be lower and more weakly enforced (Cao and Prakash, 2012).
44For example, higher pollution regulations in advanced countries render production of

pollution intensive goods more costly in domestic markets. Therefore, “dirty” productions
are likely to migrate from developed to developing countries (Cole, 2004) where pollution
regulations are usually less stringent (Dinda, 2004). To attract more trade flows, indus-
trializing countries may create a downward environment standard by lowering the price
of pollution intensive goods (Porter, 1999). Consequently, pollution intensive productions
concentrate on less developed countries (i.e. the LDCs) so that their environment bears a
higher risk of pollution.
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5.1 The Effect of Trade on the Environment

We first explore the effect that trade might have on the environment in autocratic

LDCs. To measure environmental quality, we consider four indicators of pollution

– the levels of sulfur dioxide (SO2), carbon dioxide (CO2), nitrous oxide (N2O),

and access to clean, renewable freshwater (see Table A2 for definitions).45 Table 7

reports the relationship between trade and these pollution indicators. Other than the

statistically insignificant relationship between trade and clean water (Column (4)),

we find that trade has a negative effect on environmental quality, where Columns

(1)-(3) show that a 1% increase in trade per capita is associated with an increase in

SO2, CO2 and N2O emissions by 0.81%, 0.80% and 0.66% on average.

5.2 The Effect of the Environment on Health

Next, we examine if environmental quality – in particular, pollution – causes

health. To do so, we first obtain what we hope are plausibly exogenous variations

in pollution by estimating a reduced form relationship between pollution and BDI

Cost. Then, we use this pollution variation to estimate the effect that it might have

on health. We focus on the levels of SO2 and CO2 emissions as measures of pollution

and consider all three health indicators – under-5 mortality, infant mortality, and

life expectancy.

45These variables have been used as indicators of environmental quality in the literature.
For example, Frankel and Rose (2005) consider SO2, CO2 , N2O emissions and clean water
access as indicators of environmental quality, while Managi et al. (2009) look at the level
of SO2 and CO2 emissions.
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Table 7: Trade and Pollution (Autocracies Only)

(1) (2) (3) (4)

Second-stage Dependent Variable: log(SO2) log(CO2) log(N2O) log(Water)
log(Trade per capita) 0.811*** 0.799*** 0.660* 0.022

(0.111) (0.129) (0.373) (0.026)

First-stage Dependent Variable:
BDI Cost -0.348*** -0.395*** -0.465*** -0.397***

(0.048) (0.045) (0.130) (0.078)

First-stage Kleibergen-Paap F-Stat 53.65 77.17 12.75 26.11
Stock and Yogo critical value (15%) 8.96 8.96 8.96 8.96
Regional trend yes yes yes yes
Country FE yes yes yes yes
Year FE yes yes yes yes
Observations 70 249 65 31
Countries 7 18 18 8

Note: BDI Cost is defined in Eq. (1). The Stock-Yogo critical value corresponds to the case where 15% is the maximal rejection
rate one is willing to tolerate if the true rejection rate is 5%. Robust standard errors are reported in the parenthesis. Statistical
significance at the 10%, 5% and 1% levels are indicated by *, ** and *** respectively.
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Table 8 reports the estimated effect of pollution on health in autocratic LDCs.

The first stage regression shows that BDI Cost has a negative effect on both SO2 and

CO2 emissions, where a one standard deviation increase in BDI Cost is associated

with a reduction in SO2 and CO2 emissions of about 30% and 34% on average. The

second stage regression suggests that pollution can affect health. For example, Table

8 shows a 1% increase in SO2 (CO2) is associated with a 0.10% (0.14%) increase in

the under-5 mortality rate and 0.08% (0.10%) increase in the infant mortality rate

(Columns (1)-(2) and (4)-(5)). Furthermore, Columns (3) and (6) show that a 1%

increase in SO2 or CO2 is associated with a 0.03% decline in life expectancy. To be

clear, these results are not sufficient for us to conclude that SO2 and CO2 emissions

per se are the cause of these poorer health outcomes. Nonetheless, given that SO2 and

CO2 emissions are correlated with the overall levels of pollution, we may reasonably

infer that pollution (generated by trade) can cause child mortality to rise and public

health to deteriorate.46

In sum, for autocratic LDCs, we have shown that trade may generate more

pollution (Section 5.1) and pollution may increase child mortality and decrease life

expectancy (Section 5.2). This suggests that environmental quality is a possible

channel through which trade affects health.

46This result is consistent with the German-based panel study by Cole (2012) who found
that certain air pollutants could cause infants to have lower birth weights and toddlers to
develop respiratory problems.
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Table 8: Pollution, Child Mortality, Infant Mortality and Life Expectancy (Autocracies Only)

(1) (2) (3) (4) (5) (6)

Second-stage Dependent Variable: log(CMR) log(IMR) log(LE) log(CMR) log(IMR) log(LE)
log(SO2) in I-III, or 0.100*** 0.084*** -0.028*** 0.137*** 0.098*** -0.028**
log(CO2) in IV-VI (0.032) (0.027) (0.006) (0.038) (0.032) (0.011)

First-stage Dependent Variable: log(SO2) log(CO2)
BDI Cost -0.282*** -0.282*** -0.282*** -0.316*** -0.316*** -0.316***

(0.035) (0.035) (0.035) (0.066) (0.066) (0.066)

First-stage Kleibergen-Paap F-Stat 64.14 64.14 64.14 22.60 22.60 22.60
Stock and Yogo critical value (15%) 8.96 8.96 8.96 8.96 8.96 8.96
Regional trend yes yes yes yes yes yes
Country FE yes yes yes yes yes yes
Year FE yes yes yes yes yes yes
Observations 70 70 70 249 249 249
Countries 7 7 7 18 18 18

Note: BDI Cost is defined in Eq. (1). The Stock-Yogo critical value corresponds to the case where 15% is the maximal rejection rate one is willing to
tolerate if the true rejection rate is 5%. Robust standard errors are reported in the parenthesis. Statistical significance at the 10%, 5% and 1% levels are
indicated by *, ** and *** respectively.
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6 Conclusion

The positive effect that trade has on income levels, hence, on alleviating poverty

and improving living standards (Frankel and Romer, 1999), is one of the most impor-

tant empirical observations concerning international trade. However, in developing

countries, trade could be a double-edged sword as it may also harm the environment,

resulting in poorer health outcomes. In this paper, we explore if there is a causal

link between trade and child mortality in the LDCs. For countries that are auto-

cratic, we find that trade expansions may lead to poorer environmental quality and

thus exacerbate the problem of child mortality. Therefore, even though the LDCs

are somewhat insular and trade may foster economic development on the whole, the

increase in trade may not always be beneficial especially when it comes to combating

child mortality – a UN Millennium Development Goal.

Our paper focuses on environmental quality as one possible channel for the ef-

fect of trade on health in general. However, other channels could exist as well. For

example, trade may increase the amount of contact among people, causing diseases

to be transmitted more easily. It may also generate opportunities for individuals in

trade-related work to engage in risky activities, the leading example of which is docu-

mented in Oster (2012), where an increase in exports was found to increase trucking,

a profession that had high prevalence of HIV infections. Therefore, although we have

focused on pollution as one possible channel linking trade with health, there could

be other channels which themselves are interesting to explore for future research as

well.
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Padró-i Miquel, G. (2007) “The Control of Politicians in Divided Societies: The Politics of

Fear,” Review of Economic Studies, 74(4), 1259–1274.

Nair-Reichert, U., Weinhold, D. (2001) “Causality Test for Cross-Country Panels: A New

Look at FDI and Economic Growth in Developing Countries,” Oxford Bulletin of Eco-

nomics and Statistics, 63(2), 153–171.

Oster, E. (2012) “Routes of Infection: Exports and HIV Incidence in Sub-Saharan Africa,”

Journal of the European Economic Association, 10(5), 1025–1058.

Owen, A., Wu, S. (2007) “Is Trade Good for your Health,” Review of International Eco-

nomics, 15(4), 660–682.

Pesaran, M. (2006) “Estimation and Inference in Large Heterogeneous Panels with a Mul-

tifactor Error Structure,” Econometrica, 74(4), 967–1012.

Van de Poel, E., O’Donnell, O., Van Doorslaer, E. (2007) “Are Urban Children Really

Healthier? Evidence from 47 developing countries,” Social Science and Medicine, 65(10),

1986–2003.

Porter, G. (1999) “Trade Competition and Pollution Standards: “Race to the Bottom” or

“Stuck at the Bottom”?” Journal of Environment and Development, 8(2), 133–151.

Ravallion, M. (1997) “Famines and Economics,” Journal of Economic Literature, 35(3),

1205–1242.

Root, G. (1997) “Population Density and Spatial Differentials in Child Mortality in Zim-

babwe,” Social Science and Medicine, 44(3), 413–421.

Ross, M. (2006) “Is Democracy Good for the Poor?” American Journal of Political Science,

50(4), 860–874.

Ruhm, C. (2007) “Healthy Economy Can Break Your Heart,” Demography, 44(4), 829–848.

46



Stock, J., Wright, J., Yogo, M. (2002) “A Survey of Weak Instruments and Weak Identifica-

tion in Generalized Method of Moments,” Journal of Business and Economic Statistics,

20, 518–529.

Stock, J., Yogo, M. (2005) “Testing for Weak Instruments in Linear IV Regression,” in

D. Andrews, J. Stock eds. Identification and Inference for Econometric Models: Essays

in Honor of Thomas and Rothenberg, Cambridge: Cambridge University Press.

UNICEF (1989) “Improving Child Survival and Nutrition,” The Joint WHO/UNICEF

Nutrition Support Programme in Iringa, Tanzania.

Victora, C., Wagstaff, A., Schellenberg, J., Gwatkin, D., Claeson, M., Habicht, J. (2003)

“Applying an Equity Lens to Child Health and Mortality: More of the Same is Not

Enough,” The Lancet, 362, 233–241.

Wagstaff, A. (2000) “Child Mortality Inequalities and Linkage with Sanitation Facilities

in Bangladesh,” Bulletin of the World Health Organization, 78(1), 19–29.

Werker, E., Ahmed, C., F.Z.and Cohen (2009) “How is Foreign Aid Spent? Evidence from

a Natural Experiment,” American Economic Journal: Macroeconomics, 1(2), 225–244.

Zaba, B., Whitworth, J., Marston, M., Nakiyingi, J., Ruberantwari, A., Urassa, M., Issingo,

R., Mwaluko, G., Floyd, S., Nyondo, A., Crampin, A. (2005) “HIV and Mortality of

Mothers and Children: Evidence from Cohort Studies in Uganda, Tanzania and Malawi,”

Epidemiology, 16(3), 275–280.

Zhang, J. (2012) “The Impact of Water Quality on Health: Evidence from the Drinking

Water Infrastructure Program in Rural China,” Journal of Health Economics, 31(1),

122–134.

47



Appendix A

Table A1: Summary Statistics

Variable Obs Mean Std. Dev. Min Max
BDI Cost 808 2.680 1.091 0.156 5.862
Child mortality rate under-5 864 114.6 51.59 17.80 278.9
Infant mortality rate 864 74.08 27.67 15.30 153.1
Life expectancy 846 56.08 7.471 31.24 72.98
log(BDI) 864 7.632 0.618 6.824 8.865
log(Child mortality rate) (log(CMR)) 864 4.616 0.547 2.879 5.631
log(CO2) 729 -1.751 1.067 -6.358 2.359
log(Infant mortality rate) (log(IMR)) 864 4.219 0.450 2.728 5.031
log(Life expectancy) (log(LE)) 846 4.018 0.137 3.442 4.290
log(N2O) 68 5.937 0.794 4.527 7.676
log(SO2) 187 -6.642 1.221 -8.147 -2.879
log(Trade) 856 6.994 1.718 1.158 11.65
log(Trade per capita) 856 -1.477 1.184 -4.010 3.599
log(Water) 176 8.245 1.719 4.501 11.95
Polity2 753 0.641 4.981 -10 9
Primary products share of total trade 856 0.351 0.142 0.0217 0.841
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Table A2: List of Variables, Definitions and Sources

Variables Definition Source
BDI General indicator of shipment rates for dry bulk cargoes The Baltic Exchange
CO2 Carbon dioxide emissions per capita, in kilograms WDI
Child mortality rate The probability per 1,000 that a newborn baby will die before reach-

ing age five
WDI

Commodity Price Index US CPI for all urban consumers, 2005 as the base year US Bureau of Labor
Statistics

FDI Inward foreign direct investment (million US dollars) UNCTAD
Foreign aid Net official development aid (million US dollars) WDI
GDP Gross domestic product WDI
HIV prevalence rate % of 15-49 year olds infected by HIV WDI
Infant mortality rate The number of infants dying before reaching one year of age, per

1,000 live births
WDI

Life expectancy (at birth) The number of years a newborn infant would live if prevailing pat-
terns of mortality at the time of its birth were to stay the same
throughout its life

WDI

N2O Nitrous oxide emissions, thousand metric tons of CO2 equivalent WDI
Polity-2 Ranging from -10 to +10, higher value, more democratic Polity IV data
Population density Midyear population divided by land area in square kilometers WDI
SO2 Sulfur dioxide emissions per capita, in metric tons EPI
Trade Million US dollars trade levels (Nominal) UNCTAD
Water Renewable internal freshwater resources per capita (cubic meters) WDI
Urbanization rate Urban population (% of total) WDI
Under-5 population Population under the age of 5 UN
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Abstract

Poor geography, such as landlockedness, is an important reason for why
certain countries face persistently high trade cost. In this article, we
study the effect that trade cost might have on landlocked developing
countries (LLDCs). The LLDCs, which are among the world’s poorest,
face extremely high trade cost due to their landlocked geography. In
order for trade to proceed, goods have to be transported to and from
the LLDCs over long distances on land, which often requires the use
of container freight. Containerizable trade is an important component
of total trade for many LLDCs. As such, we construct our measure of
trade cost for the LLDCs, called Harpex Cost, using information on
container shipping cost summarized by the Harpex index of Harper
Petersen & Co, and interacting it with each country’s containerizable
trade share. The containerizable trade share of a country reflects
its intensity of containerizable shipping utilization. By interacting
the containerizable trade share with the Harpex index, it will then
amplify the influence of container shipping cost for the LLDCs that
are more involved in containerizable trade. To estimate the effect of
trade cost, we employ a recent advancement in panel data estimation
– the interactive fixed effect – that has the ability to deal with a
large class of unobserved confounding information. The reduction in
trade cost can substantially benefit the LLDCs, as we find that a one
standard deviation reduction in Harpex Cost is associated with a 20%
increase in GDP per capita, a 29% increase in satellite night lights per
capita, a 4 year increase in life expectancy, and a reduction of 9 infant
and 5 under-5 deaths per 1,000 on average. Using Harpex Cost as an
instrument for trade, we also find that a 1% increase in trade per capita
is associated with a 1% increase in GDP per capita. This estimate is
about five times the estimates for the world, suggesting that trade can
be powerful force for advancing the LLDCs.

Key Words: Economic Development · International Trade · Cross-
section Dependence · Panel Data · Common Correlated Effects
JEL Codes: C13 · C33 · F14 · F15 · O10
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1 Introduction

Poor geography, such as landlockedness, is an important reason for why certain

countries face persistently high trade cost. High trade cost can stifle economic de-

velopment (Harris, 1954; Hanson, 1996, 2005; Anderson and van Wincoop, 2004;

Redding and Venables, 2004; Redding and Sturm, 2008). As such, it may not be

surprising that the set of landlocked developing countries (LLDCs), 31 of them in all,

are also among the least developed in the world.1 The LLDCs have an average real

GDP per capita of less than US$5 per day,2 with 1 in 10 children there not expected

to survive beyond the age of five. Although the LLDCs are home to more than 6%

of the global population (i.e. 428.8 million), they only produce 1% of the world’s

output,3 which is dwarfed by the 22% of global output produced by the US alone.

Because of their unfavorable geography, the LLDCs are also less open to trade. In

2010, the LLDCs have a trade to GDP ratio of 0.7, compared to a ratio of 1 among

the OECD countries. They also account for a meager 1.2% of global trade.4

The issue of how trade cost could affect development in the LLDCs has attracted

much interest in recent years. Compared with their transit neighbors, the trade cost

borne by the LLDCs can be as much as twice (Radelet and Sachs, 1998).5 Because

of this, the United Nations (UN) has made it a Sustainable Development Goal which
1From July 2011 onwards, there were 32 LLDCs after South Sudan had gained indepen-

dence and was added to the sample. However, we decided to exclude South Sudan from
our study because of its short time series.

2In addition, about half of the population in the LLDCs earn less than US$2 per day
on average and the average real GDP per capita among the LLDCs is US$1,464 per year
in 2012.

3 http://unohrlls.org/custom-content/uploads/2013/09/Landlocked-
Developing-Countries-Factsheet-2013.pdf

4The World Development Indicators.
5Limao and Venables (2001) found that with respect to the distribution of infrastructure

the transportation cost of the median landlocked country were 55 percent higher than that
of the median coastal economy, and this difference has been stable over the last decade
(World Bank, 2013). Moreover, The United Nations Office of the High Representative for
the Least Developed Countries, Landlocked Developing Countries and the Small Island
Developing States, UN-OHRLLS (2013) reported that the container shipping cost was, on
average, 100 percent higher in the landlocked country compared to the transit country.
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follows up on its earlier Millennium Development Goal to help improve the LLDCs’

access to world trade,6 but the extent to which development in the LLDCs would be

aided by the reduction in trade cost is still an open question. Although the relevant

literature is rapidly expanding, there is much contention on how the effect of trade

cost on these countries’ development can be estimated credibly. For example, to

do so, we must first obtain an appropriate measure of trade cost for the LLDCs,

but there is little guidance on how this can be achieved. In addition, a proposed

measure of trade cost should ideally be compatible with the use of fixed effects to

eliminate all confounding unobserved heterogeneity. This would rule out the hugely

popular gravity approach that models trade cost using bilateral trade distances (see,

for example, Frankel and Romer, 1999), since distance itself, like many confounding

factors such as historical institutions and culture, is time invariant and will therefore

be purged by fixed effects.

To estimate the effect of trade cost on development for the LLDCs, we propose a

simple measure of trade cost that is relevant for these countries and compatible with

fixed effects estimation. One distinguishing feature of the LLDCs is their reliance on

containerizable trade. For example, 25 of the 31 LLDCs have containerizable trade

shares of at least 50% of total trade, with Lesotho having shares that frequently

exceed 90%. Container freight is an important way of hauling goods over land.

Because the LLDCs are primarily importers of containerizable manufactured goods,

this has encouraged them to adopt containerization technologies for their exports as

well, as it is costly for them to return the containers used for imports empty (Arvis

et al., 2011; World Bank-United Nations, 2014). Empirically, there is a statistically

significant difference in the utilization of containerizable trade between the LLDCs

and their transit developing neighbors (higher in the LLDCs) with similar economic

structures and natural resources.7 Furthermore, an LLDC is likely to have larger
6This includes investments to improve the transportation infrastructure in the LLDCs.
7We perform a t-test on the mean difference in containerizable trade between the LLDCs

and their transit neighbors. We find a statistically significant result that the containerizable
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containerizable trade the further it is from main sea ports, which is consistent with

the notion that the utilization of container shipments is associated with the need to

transport goods over long distances on land.8

To construct our proposed measure of trade cost for the LLDCs, we use the

Harpex index of the Harper Petersen & Co Ltd., a shipbroker based in London. The

Harpex index reflects the global cost of container shipping as it is an aggregation

of the average weekly earnings for all eight classes of container ships.9 We interact

the log of the Harpex index with each LLDC’s share of containerizable trade over

its total trade to construct a country-specific measure of container shipping cost,

which we call Harpex Cost. The containerizable trade share of a country reflects its

intensity of containerizable shipping utilization. By interacting the containerizable

trade share with the Harpex index, it will then amplify the influence of container

shipping cost for the LLDCs that are more involved in containerizable trade.

The country and time specificity of Harpex Cost allows us to exploit panel data es-

timation to address the problem of unobserved heterogeneity. To do so, we implement

interactive fixed effects regression based on the common correlated effects (CCE) es-

timation framework of Pesaran (2006). The CCE estimator is a powerful approach

that can address several estimation issues all at once. Firstly, by using interactive

fixed effects, the CCE approach can deal with the issue of cross-sectional dependence,

which may arise if some countries have influence on others or are spatially dependent.

Secondly, it can help to eliminate all macroeconomic factors that have heterogeneous

effects on countries and all unobserved global and country-specific policy shocks, re-

gardless of their stationarity properties (Pesaran, 2006; Chudik et al., 2011; Chudik

and Pesaran, 2013). Thirdly, because the two-way (country and year) fixed effect is

trade of the LLDCs is larger on average.
8We find a positive correlation between containerizable trade and to-sea-port distance

from the LLDCs. This positive pairwise correlation, which is statistically significant at 1%
level, suggests containerizable trade is higher on average the further the distance from sea
ports that goods need to travel.

9http://www.dallasfed.org/pages/institute/annual/2010/annual10e.cfm
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a special case of the interactive fixed effect, the CCE approach can eliminate all the

confounding factors that the two-way fixed effects estimator could, and more (Bai,

2009).

Our results show that trade cost has a rather large effect on economic develop-

ment in the LLDCs. For example, we find that a one standard deviation reduction

in Harpex Cost is associated with a 20% increase in GDP per capita on average.

Applying the income elasticities of poverty from Ravallion and Chen (1997), this

result also roughly translates into a 40% reduction in the poverty rate on average,

and an escape of 6 in 10 persons from the US$1 poverty line.10

We also observe positive effects of trade cost reduction on other dimensions of

economic development. Although income is a widely used indicator of development

(Frankel and Romer, 1999; Acemoglu et al., 2008, 2009; Bloom et al., 2008), GDP

data is often fraught with measurement error and missing observations (Deaton,

2005; Ross, 2006). To proxy for income, we use data on the amount of satellite-

recorded lights per capita at night, as it is highly correlated with GDP but yet does

not suffer from the same data problems (Henderson et al., 2012).11 In doing so, we

find an even stronger effect whereby a one standard deviation reduction in Harpex

Cost is associated with a 29% increase in the nighttime lights per capita on average.12

We also consider measures of health such as child mortality and life expectancy

to capture a different aspect of development, since it is possible for a country to

become wealthier but yet has worsening public health on average (Wagstaff, 2000;

Gwatkin, 2004; Sim, 2006; Halder and Kabir, 2008). We find that on average, the
10The income elasticities of poverty estimated by Ravallion and Chen (1997) are widely

accepted in the literature on growth and poverty (Collier and Dollar, 2001, 2002; Adams,
2004). See Section 4 for further details.

11Henderson et al. (2012) proposed the use of satellite night lights an alternative to
GDP for measuring economic growth. While GDP data often contain measurement error
and can be missing for developing countries, satellite night nights are observable for all
countries, rich or poor.

12We also find that the LLDCs’ urban population increases by 5.4% (holding a country’s
total population constant) when Harpex Cost falls by one standard deviation.
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infant and under-5 child mortality rates will fall by 9 and 5 deaths per 1,000 and

life expectancy will rise by 4 years following a one standard deviation reduction in

Harpex Cost. These results suggest that the reduction in trade cost can generate

significant improvements for the LLDCs across broad areas of development.

In addition to the above, we investigate the effect that trade cost might have on

trade per capita. We find that trade per capita increases by 21% on average following

a one standard deviation reduction in Harpex Cost. Furthermore, using our measure

of trade cost as an instrument for trade, we also find that a 1% increase in trade per

capita increases GDP per capita by 1% on average for the LLDCs. This estimate

of trade elasticity is about twice of that for the Least Developed Countries (LDCs)

(Lin and Sim, 2013), and about five times of that for the world (Feyrer, 2009a,b).

Therefore, among these various groups of countries, the LLDCs have the most to

gain from policies that help to promote trade.

Our paper contributes to the literature in the following ways. Firstly, our paper

proposes Harpex Cost as measure of trade cost that is relevant to the LLDCs, which

has the advantage of being simple and easy to construct. Secondly, our paper is

among the first in the empirical trade and development literature to use interactive

fixed effects. The interactive fixed effect, which is an important advancement in

the panel data literature, has the ability to take care of a much larger class of

unobserved confounders than what the standard two-way fixed effects approach can

handle. Finally, in using Harpex Cost as an instrument for trade, our paper offers

what we believe are robust estimates of the effect that trade has on development

with respect to the LLDCs. This robustness comes from the use of panel interactive

fixed effects instrumental variable estimation (i.e. the IV-CCE approach) and the

use of different indicators to capture various aspects of development, including night

lights, a recent advancement in the development literature, as well as child mortality

and life expectancy.
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Given that trade cost is inversely related to the ease with which countries or re-

gions access external markets, our paper is related to the literature that studies the

effect that market access has on development. Using cross-country data, Redding

and Venables (2004) offered some early insights on how the geography of market

access could account for the variation in per capita income across countries.13 Ex-

ploiting the reunification of Germany as a natural experiment, Redding and Sturm

(2008) showed that the loss of market access due to German division had affected

the growth of cities negatively and that the effect of the loss of market access was

more pronounced for small cities. Donaldson (forthcoming) explored the relationship

between infrastructure improvements, market access and development using an his-

torical event, the mass construction of railroads that took place in British India. He

showed that geographically remote regions that were linked up with railroads were

able to progress from autarky to trade and enjoyed higher income levels as a result.

Our paper adds to this literature by considering landlocked geography as a barrier

to market access and how the breaking down of that barrier (by reducing trade cost)

may lead to improvement in various development outcomes.14

The remainder of this paper is as follows. Section 2 describes the data and

the variables. Section 3 presents the main estimating equation and discusses some

estimation issues. Section 4 presents our main results on the effect of trade on

development for the LLDCs. Section 5 examines the role of trade as the channel.

Section 6 concludes.
13See, also, Hanson (2005) for a similar study based on county level data in the US.
14However, unlike Redding and Venables (2004), we employ panel data while they used

cross-sectional data. Having panel data is useful as measures of market access, such as
geographical locations, could be confounded by unobserved time invariant factors such
as institutions, disease environments, etc. that panel data methods could help to easily
resolve.
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2 Data and Variables

Our data spans from 2001 to 2012 for a panel of 31 LLDCs. The dataset is

constructed mainly from the UNCTAD database and the World Development Indi-

cators. The description of our key variables is provided below, while the summary

statistics as well as the variable definitions and sources are documented in Tables B1

and B2, respectively, of the Appendix B.

2.1 Development Indicators

In this paper, we use several indicators to capture various aspects of development.

First, we consider real GDP per capita, which comes from the UNCTAD database.15

Real GDP per capita is among the most widely used measure of economic devel-

opment (see, for example, Frankel and Romer, 1999; Acemoglu et al., 2008, 2009;

Feyrer, 2009a,b). However, as Deaton (2005) has pointed out, GDP is also likely

to be mismeasured and the quality of income data of less developed countries also

tends to be questionable (Henderson et al., 2012). Moreover, the missing values of

GDP may be correlated with unobservables such as institutions (Ross, 2006), and

not at random.

To overcome this issue, Henderson et al. (2012) proposed another indicator of

economic development – night lights as recorded by satellites. Unlike GDP, which

may not be reported in a consistent manner across countries, the measurement of

night lights will be consistent across the world. Moreover, because night lights for

all countries can be observed by the satellite, this information will be complete. We

collect night lights data from Elvidge et al. (2014).16 The night lights are captured
15GDP per capita is in the 2005 US dollars. See http://unctadstat.unctad.org/wds/

TableViewer/tableView.aspx?ReportId=96 Accessed 06/04/2014
16Elvidge et al. (2014) constructed the country night lights index based on satellite

imageries provided by the National Oceanic and Atmospheric Administration (NOAA).
See http://ngdc.noaa.gov/eog/dmsp/download_national_trend.html
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by satellites at some specific points in time globally. When lights in one area is

detected, a value from 0 to 63 is assigned according to its intensity. The country-

specific nighttime lights index is then obtained by summing up the disaggregated

values recorded for a country. Using the night lights index from Elvidge et al. (2014),

we calculate night lights per capita for each country, which is our second indicator

of economic development.

Finally, we look at infant and under-5 child mortality rates and life expectancy

taken from the World Development Indicators. The mortality of infants and under-5

children is usually a problem faced by households from the lower quantile of income

distribution (Wagstaff, 2000; Gwatkin, 2004; Halder and Kabir, 2008). Therefore,

the infant and under-5 children mortality rates offer some insights into the living

conditions of the poor (within each country) that GDP or night lights per capita

may not represent well. Life expectancy, which is related to health, offers some

information about the welfare of the general population. For example, if economic

growth is achieved at the expense of greater pollution, the general population could

be worse off when output increases. Therefore, measures such as GDP and night

lights, which are correlated with output, may not be completely representative of

actual living conditions.

2.2 Trade and Harpex Cost

Our trade data is taken from the UNCTAD database for the period between 2001

and 2012.17 The raw data is measured in nominal terms at the current values and

we deflate it with the US urban commodity price index at the base year of 2005.18

We construct our measure of trade cost for the LLDCs, called Harpex Cost, in
17http://unctadstat.unctad.org/wds/ReportFolders/reportFolders.aspx. Ac-

cessed 06/04/2014.
18http://data.bls.gov/cgi-bin/surveymost?cu. Accessed 06/04/2014.

60

http://unctadstat.unctad.org/wds/ReportFolders/reportFolders.aspx
http://data.bls.gov/cgi-bin/surveymost?cu


the following way. First, we use information about the cost of container freight,

which is captured by the Harpex index belonging to the London shipbroker Harper

Petersen & Co. The Harpex index, plotted in Figure 1, is a yearly index of the

weighted average of earnings for all eight classes of container ships.19 Like the more

well-known Baltic Dry Index, which is the foremost indicator of the cost of dry bulk

shipping, the Harpex index is the best indicator we have on the cost of container

shipping.20

Figure 1: The Harpex Index

20
0

70
0

12
00

17
00

2001 2004 2008 2012

To capture the idea that container shipping cost may affect each LLDC differently,

we interact the log of the Harpex index with each country’s share of containerizable

trade over total trade, expressed by:

HarpexCostit = θi log(Harpext). (1)
19The yearly index is computed on the basis of a weekly index.
20http://www.dallasfed.org/pages/institute/annual/2010/annual10e.cfm
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The parameter θi ≡ T−1
∑T

t=1 θit is the country’s i average (time-invariant) value of

containerizable trade share over its total trade, where the value of containerizable

trade is constructed by aggregating the value of containerizable products at the

4-digit SITC level following the approach of Bernhofen et al. (forthcoming). By

interacting the share of containerizable trade with the log of Harpex index, Eq. (1)

assumes that an LLDC with a larger share of containerizable trade would be more

strongly affected by fluctuations in container shipping cost.

3 The Model

Our main estimating equation relates some measures of development with Harpex

Cost of country i at year t as:

developmentit = βHarpexCostit + ψ′xit + λ′iFt + eit, (2)

where xit is a set of control variables that we consider in our robustness checks and

Ft represents a set of unobserved common factors such as global shocks and time

trends. These factors may affect each LLDC differently, which is reflected by the

fact that Ft is interacted with a possibly unique vector of country factor loadings, λi.

When interacted together, the term λ′iFt represents what is known as interactive fixed

effects. The use of interactive fixed effects is a powerful approach for addressing the

issue of unobserved heterogeneity and omitted variables, which we will discuss below.

The dependent variable developmentit is represented by the following indicators: real

GDP per capita, night lights per capita, the infant and under-5 child mortality rates,

and life expectancy. Our parameter of interest is represented by β, which generically

reflects the effect that trade cost (represented by Harpex Cost) might have on some

development indicators.
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3.1 Estimation Issues

To identify β, we need to ask ourselves if Harpex Cost plausibly exogenous. This

could be violated, for instance, if individual LLDCs have influence on Harpex Cost

to some non-trivial degree (i.e. reverse causality), or Harpex Cost is correlated with

some unobserved variables (i.e. omitted variables) that are not fully accounted for.

Reverse Causality On the issue of reverse causality, notice that the variation in

Harpex Cost is driven mainly by the Harpex index, as the containerizable trade share

used in constructing Harpex Cost is fixed across time. Given that the Harpex index

is a summary of the global container shipping cost, it is unlikely for a small country

like an LLDC to have the ability to affect the Harpex index in a significant way.

To emphasize this point, Figure 2 compares the volume and the share of total

trade and containerizable trade for all the LLDCs with those of two very large coun-

tries, China and the US. For total trade, the combined amount from the LLDCs has

been low (around US$0.5 billion) (see Panel (a)) and accounts for no more than 1.2%

of world trade in 2012 (see Panel (c)). By contrast, for China and the US, each of

their total trade is roughly ten times the combined total trade of the LLDCs. For

containerizable trade, the combined amount from the LLDCs only accounts for 0.9%

of the world’s containerizable trade in 2012, which is far exceeded by what China or

the US accounts for in the same year (11% and 14% respectively). Therefore, given

that the LLDCs as a whole is rather small in terms of world trade, the reverse causal

effect that an individual LLDC might have on global shipping cost is unlikely to be

significant.

For another perspective on the same assertion, we compare the annual growth

rate of the Harpex index with the growth rate of trade volume for selected LLDCs in

Figure 3.21 If a country has the ability to influence the Harpex index, for example,
21Note that the comparison in growth than in levels is chosen for exposition sake, as
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Figure 2: Trade in the LLDCs, China and the US
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Note: This figure plots the volume and the share of total trade and containerizable
trade for the LLDCs, China and the US. Volumes of total and containerizable trade
(billion US dollars) are plotted in Panels (a) and (b), while the total trade share and
containerizable trade share (%) are plotted in Panels (c) and (d). The trade volume
is in the constant 2005 price. Containerizable trade data are obtained based on the
list of containerizable products (Bernhofen et al., forthcoming)

if the increase in its demand for trade puts upward pressure on the container freight

rates, we will then expect to see a tight positive co-movement between trade volume

and the Harpex index. However, if a country takes the price of container shipping

as given, a rise in the Harpex index could lead to a fall in its trade volume. In fact,

because common trends such as global demand tend to drive trade and shipping

cost in the same direction for all countries, any negative co-movement between the

trade volume of a country and the Harpex index is good evidence that the country

in question does not have significant influence on shipping cost.

With respect to the sample of LLDCs, Figure 3 offers some evidence that the

it is nicer to plot these series in growth given that in levels, trade volume is very large
compared with the Harpex index.
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Figure 3: The Harpex Index Growth and Trade Growth for a Sample of LLDCs
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Note: This figure plots the growth in the Harpex index and the growth in trade for
a sample of LLDCs. The growth variables are constructed as the first difference of
their respective values in logs.

aforementioned negative co-movements exist. Let us take Chad as an example. When

the Harpex index fell by 28% from 2001 to 2002, its trade per capita increased by

72%. Similarly, when the Harpex index fell by 32% from 2005 to 2006, its trade per

capita increased by 15%. By contrast, the trade volumes of Brazil, Canada, China

and the US, which are the world’s largest manufacturers,22 co-move very tightly

in the same direction as the Harpex index (see Figure 4) without any negative co-

movement that is observed for Chad. Therefore, unlike these large countries, it is

plausible that an LLDC such as Chad has very little influence on the Harpex index.

Omitted Variables Although reverse causality is unlikely, Harpex Cost could still

be endogenous if there are unobserved factors which it is correlated with. For exam-
22See http://www.deloitte.com/view/en_US/us/Industries/Process-

Industrial-Products/manufacturing-competitiveness/mfg-competitiveness-
index/index.htm
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Figure 4: The Harpex Index Growth and Trade Growth of the LLDCs, Brazil,
Canada, China and the US
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Note: This figure plots the growth in the Harpex index and the growth in trade for
the world’s largest manufacturers. The growth variables are constructed as the first
difference of their respective values in logs.

ple, long run factors such as historical institutions and societal fragmentation could

be correlated with the country specific component in Harpex Cost, namely, the time-

invariant containerizable trade share of each LLDC. Poor institutions and societal

fragmentation may lead to political conflicts (Easterly and Levine, 1997; Besley and

Reynal-Quero, 2014). Should these conflicts involve the LLDCs with their transit

neighbors, the LLDCs could face increased trade cost if their opponents demand ad-

ditional administration fees for traded goods that are passing through (Faye et al.,

2004). Besides long run factors, global shocks (e.g. oil price shocks, aggregate de-

mand shocks, etc.) could also be correlated with the cost of shipping. To deal with

both time-invariant heterogeneity and macroeconomic shocks, it is common for the

literature to employ the two-way (country and year) fixed effects estimator. However,

the two-way fixed effects estimator will be inconsistent in the presence of omitted
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factors or shocks that have heterogeneous effects on the LLDCs, or more generally,

in the presence of cross-sectional dependence.

Unobserved factors or shocks may affect countries in a heterogeneous way if

different countries react to these factors or shocks differently. For example, it is likely

that some countries are more affected than others by global economic downturns,

depending on what drives these downturns and how integrated a country is with

the rest of world. Technological improvements in containerization could significantly

enhance shipping capacities and reduce shipping cost, but not all countries had been

successful in adopting these technologies (Bernhofen et al., forthcoming). Oil price

shocks could affect output (Rasmussen and Roitman, 2011), but how a country reacts

to these shocks could depend on whether it is a net oil importer or exporter.23

Cross-sectional dependence may also come about if there is dependence between

countries across space (i.e. spatial dependence) or within subsets of countries. For

example, as climate or weather patterns are related cross-sectionally, they can gen-

erate correlation between countries across space, causing countries to be spatially

dependent. Colonialism is a potential cause of cross-sectional dependence as past

colonies under the same European power inherit institutions that are more similar

among themselves than institutions inherited by colonies under a different European

power. Finally, a country’s policy or economic activity may affect other countries

that are closer to it more strongly than those that are further away, and these un-

observed policies may generate cross-sectional dependence structures within subsets

of countries.

To address these concerns, we employ fixed effects with an interactive structure

(recall λ′iFt in Eq. (2)). The interactive fixed effect has the ability to take care of
23Rasmussen and Roitman (2011) found that oil-importing countries would experience

a 0.5% reduction in growth rate following a 25% increase in oil prices. Furthermore,
containerizable trade flows in these countries would fall in response to rising container
freight rates due to oil price shocks. For example, UNCTAD (2009) reported that the
estimated elasticity of freight rates to oil prices ranged from 0.398 to 0.403.
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a large class of confounders. In particular, it subsumes the (two-way) country and

year fixed effects as a special case (Pesaran, 2006; Bai, 2009; Kapetanios et al., 2011),

and has the ability to absorb information related to spatial and cross-sectional de-

pendence among countries (Chudik and Pesaran, 2013). All common factors, known

or unknown, that are correlated with either HarpexCostit and developmentit will

be “partialled out” by λ′iFt. To estimate a model with interactive fixed effects, we

employ the Common Correlated Effects (CCE) estimator of Pesaran (2006), where

the common factors are collectively represented by the unknown term, Ft. To control

for Ft, the CCE approach uses the idea that the variables in the model are correlated

with it (if not, Ft will not be confounding). Hence, by averaging the model variables

across countries, we may filter out the country-specific information in them, such

that the resulting cross-sectional averages will be indexed by t only and correlated

with Ft asymptotically. These averages can then be used to proxy for Ft, which

therefore allows us to “control” for Ft even if it is unobserved.

We will implement the CCE approach throughout this paper. There are sev-

eral advantages in doing so. First, the CCE will be consistent even if the true

data generating process has a two-way fixed effects structure without cross-sectional

dependence.24 However, if there are common correlated effects and cross-sectional

dependence, the two-way fixed effects estimator will be inconsistent but not the CCE

estimator. Second, the CCE approach is valid regardless of the time series properties

of Ft, such as a common factor being a unit root (Kapetanios et al., 2011). This

is a huge plus given that the presence of a unit root can lead to spurious empirical

relationships.25 Finally, as suggested by Pesaran (2006), we employ Newey-West

robust standard errors for statistical inference.
24Although the CCE approach will be less efficient than the two-way fixed effects ap-

proach in this case.
25Chudik et al. (2011) and Chudik and Pesaran (2013) also showed that the CCE ap-

proach would be valid regardless of whether cross-sectional dependence is either weak or
strong in panel data models with spatial errors.
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4 Results

Table 1 reports our first set of estimates on the relationship between trade cost

and economic development, indicated by (logs of) GDP per capita and night lights

per capita. For each of these indicators, the estimated coefficient on Harpex Cost

is negative and statistically significant at the 1% level and captures a rather strong

relationship. For instance, the point estimate of −0.220 in Column (1) suggests

that when Harpex Cost falls by one standard deviation, the GDP per capita of the

LLDCs increases by 20% on average.26 Similarly, the estimated coefficient of Harpex

Cost in Column (2) implies that a one standard deviation decrease in Harpex Cost

is accompanied a 29% increase in the LLDCs’ night lights per capita on average.27

Table 1: Trade Cost, GDP and Night Lights

(1) (2)
Economic growth

Dependent Variable: log(GDP per capita) log(lights per capita)
Harpex Cost -0.220*** -0.313***

(0.001) (0.000)

Time trend yes yes
Interactive fixed effects yes yes
Observations 31 31
Countries 372 372

Note: Newey and West robust standard errors are reported in the parenthesis. Statistical
significance at the 10%, 5% and 1% levels are indicated by *, ** and *** respectively.

An important fact about the LLDCs is that they bear about twice the trade

cost as their non-landlocked counterparts on average (Radelet and Sachs, 1998). To

get a counterfactual on what the LLDCs would be like if they were not landlocked,

we carry out the following back-of-the-envelop exercise. First, we derive a semi-
26We compute the response of GDP per capita to one standard deviation decrease in

Harpex Cost as 0.913× 0.220× 100% ≈ 20%.
27This result is computed as 0.913× 0.313× 100% ≈ 29%.
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elasticity of GDP per capita with respect to Harpex Cost based on our estimate of

Eq. (2). Next, we take a 50% reduction in the sample average of Harpex Cost as

a proxy for the average (counterfactual) trade cost faced by the LLDCs were they

non-landlocked. Following which, using the estimated semi-elasticity, we compute

the difference in the GDP per capita predicted by the sample average of Harpex Cost

and by one-half of its sample average.

Holding other factors constant, we find that the LLDCs suffer from a 39% reduc-

tion in income on average for being landlocked. This result supports the literature’s

finding that the cost of being landlocked is very large. For example, using GDP

per capita as an indicator of development, Radelet and Sachs (1998) found that the

LLDCs were on average 20% less developed than they would be if they were not

landlocked. UN-OHRLLS (2013) reported a similar estimate on the cost of land-

locked geography by using a composite index of development based on the indicators

of the Millennium Development Goals in place of GDP per capita.

When it comes to development, it is often of interest to study how a certain factor

could affect the poorest or the least advantaged, and not just look at the average

effect that this factor might have. For our paper, we have considered the possibility

of examining the relationship between trade cost and income for the bottom 20 and

40 percent of households, but are unable to estimate this relationship as data on

the latter is scant for the LLDCs.28 To examine this issue indirectly, we use two

approaches. First, we use the result of Dollar et al. (forthcoming) that the marginal

effect of mean income growth on income growth of the poor is about 1, which implies

that the income of the poor grows at about the same rate as mean income. If so,

the income of poor households could also rise by 20% on average (like the baseline
28While Dollar et al. (forthcoming) used a dataset comprising of 151 countries from 1967

and 2011, this dataset only covers 25 out of 31 LLDCs. Furthermore, for these countries,
the dataset contains many missing values for the period between 2001 and 2012. These
missing values cause the panel dataset to be highly unbalanced and unsuitable for the
implementation of the CCE approach (Chudik and Pesaran, 2013).
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estimate) when Harpex Cost falls by one standard deviation. Second, we use the

results of Ravallion and Chen (1997) that the income elasticity of poverty is 2 and

the income elasticity of the proportion of people living below US$1 per day is 3 for

developing countries, which are also supported by Collier and Dollar (2001), Collier

and Dollar (2002) and Adams (2004).29 Following these results, our finding that

GDP per capita increases by 20% on average when Harpex Cost decreases by one

standard deviation corresponds to a 40% reduction in poverty on average and the

escape of 6 in 10 people who are living under US$1 per day poverty line.

An LLDC that engages more heavily in containerizable trade would have greater

exposure to variations in container shipping cost. Because Harpex Cost has country

(and also time) specific information, we may explore the effect that container shipping

cost has on a single LLDC. To do so, we compute for each country, its elasticity of

GDP or night lights per capita with respect to the Harpex index as β̂θi, where β̂

(equals to -0.220 or -0.313) is the estimates on the coefficient of Harpex Cost (see

Columns (1) and (2) of Table 1) and θi is fixed containerizable trade share of country

i. To view these results, we plot the elasticities (in absolute values) corresponding

to GDP and night lights per capita in Figures 5 and 6, respectively.

In Figure 5, we find that the elasticity of GDP per capita with respect to the

Harpex index ranges from 0.05 to 0.15 for most LLDCs. Hence, for most LLDCs, a

10% increase in the Harpex index is associated with a 0.5% to 1.5% decline in GDP

per capita. As one might expect, Figure 6 shows that the elasticity of night lights

per capita with respect to the Harpex index is stronger than that with respect to

GDP per capita. For 22 countries, which is more than two thirds of the LLDCs, a
29Ravallion and Chen (1997) used household survey panel data based on 42 countries for

the period between 1981 and 1994 to estimate the income elasticities of poverty. However,
Ravallion and Chen (1997) did not use a log-log model to estimate the income elasticity of
poverty directly due to measurement errors and “common-survey bias”. To deal with these
issues, they transformed the model into difference-in-differences (DID) and regressed the
rate of poverty reduction on the growth rate of income levels. They argued that under some
certain conditions, the adoption of OLS in the DID framework could produce estimates of
income elasticities of poverty that are similar to what the log-log model would produce.
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Figure 5: The (Absolute) Elasticity of GDP per capita with respect to the Harpex
Index for each LLDC
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Note: This figure plots the absolute country-specific elasticity of GDP per capita
with respect to the Harpex index. This elasticity shows the average percentage
decline in GDP per capita following a one percentage increase in the Harpex index
for each country.

10% decline in the Harpex index has an effect of raising the night lights per capita

by at least 1.5%. The effect of the Harpex index on GDP or night lights per capita

is also generally larger for African LLDCs than non-African LLDCs. For example,

with respect to GDP per capita, 13 of the 15 African LLDCs have an elasticity that

exceeds 0.1 while it is true only for 9 of the 16 non-African LLDCs. In other words,

the African LLDCs are generally more susceptible than non-African LLDCs to large

shocks in container shipping cost.

Income, as measured by GDP or night lights, may not be completely representa-

tive economic development. For example, it is possible for a country to grow rapidly

but yet have people who become less healthy because of its growth policies (Sim,
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Figure 6: The (Absolute) Elasticity of Night Lights per capita with respect to the
Harpex Index for each LLDC
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Note: This figure plots the absolute country-specific elasticity of night lights
per capita with respect to the Harpex index. This elasticity shows the average
percentage decline in night lights per capita following a one percentage increase in
the Harpex index for each country.

2006). Therefore, we also explore the effect that trade cost might have on health.

Here, we look at three indicators of health – the (levels) of infant mortality rate

(IMR), under-5 child mortality rate (CMR), and life expectancy (LE) – and report

the estimates of their response to Harpex Cost in Table 2.

Based on these three indicators, we find that health in general improves along

with a fall in trade cost. For example, we find that a one standard deviation re-

duction in Harpex Cost increases life expectancy by 4 additional years on average.

Correspondingly, we also find that the infant and child mortality rates are reduced

by 9 infants and 5 children per 1,000 live births on average. Within countries, the

problem of infant and child mortality is disproportionately borne by households that
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Table 2: Trade Cost and Health

(1) (2) (3)
Health

Dependent Variable: IMR CMR LE
Harpex Cost 9.945*** 5.500*** -4.554***

(0.027) (0.012) (0.022)

Time trend yes yes yes
Interactive fixed effects yes yes yes
Observations 372 372 372
Countries 31 31 31

Note: Newey and West robust standard errors are reported in the parenthesis. Statistical
significance at the 10%, 5% and 1% levels are indicated by *, ** and *** respectively.

are relatively more disadvantaged (Wagstaff, 2000; Gwatkin, 2004; Halder and Kabir,

2008). If infant and child mortality is a problem mainly with the poor, this result

supports the earlier suggestion that a reduction in trade cost can lead to better living

conditions for the disadvantaged within the LLDCs.

To conclude this section, we conduct a sensitivity analysis to check how robust

our estimates are. To do so, we vary the set of control variables that are potentially

relevant for development and previously omitted from the above regressions. These

additional variables are inward FDI, foreign aid and a measure of institutional qual-

ity. With respect to promoting development, Nair-Reichert and Weinhold (2001)

discussed the relevance of FDI, Werker et al. (2009), Rajan and Subramanian (2011)

and Brückner (2013) for foreign aid, and Acemoglu et al. (2008, 2009) for institutions.

We obtain data on FDI and foreign aid from the UNCTAD database. For institu-

tions, we employ the revised Polity score (Polity-2) from the Polity IV database of

Marshall and Jaggers (2009), which captures information about how democratic a

country’s political system. The Polity-2 score ranges from -10 to 10, where a score

of 10 indicates an institution that is most democratic.30

30The revised Polity score is computed by combining a variety of sub-scores related to
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Table 3: Robustness Check: Additional Country-Level Control Variables

(1) (2) (3) (4)
log(FDI) log(Foreign aid) Polity-2 all

Dependent Variable: log(GDP per capita)
Harpex Cost -0.198*** -0.199*** -0.220*** -0.197***

(0.000) (0.001) (0.001) (0.002)
log(FDI) 0.029*** 0.028***

(0.001) (0.001)
log(Foreign aid) -0.100*** -0.038***

(0.003) (0.003)
Polity-2 0.002*** 0.005***

(0.001) (0.001)

Time trend yes yes yes yes
Interactive fixed effects yes yes yes yes
Observations 372 372 360 360
Countries 31 31 31 31

Note: Newey and West robust standard errors are reported in the parenthesis. Statistical
significance at the 10%, 5% and 1% levels are indicated by *, ** and *** respectively.

Table 3 reports the new estimates where Columns (1)-(3) add the log of inward

FDI, the log of foreign aid, and the Polity-2 score as a control variable each at the

time, while Column (4) includes these variables all at once. Inward FDI, foreign

aid, and the Polity-2 score are all statistically significant at the 1% level, which

suggest that these are relevant determinants of income. Despite their importance,

our estimate of the effect of Harpex Cost on GDP per capita, which is statistically

significant at the 1% level, remains close to the baseline estimate (of 0.220), whether

or not we include the control variables one at a time or all at once. For the other five

development indicators, we have also conducted a similar exercise of varying the set

of controls to check the sensitivity of our baseline estimates of the effect of Harpex

Cost. To save space, we have omitted these results, which essentially show that

these baseline estimates are robust as well. The robustness of our baseline estimates

constraints on the chief executive, the competitiveness of political participation, and the
openness and competitiveness of executive recruitment.
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is perhaps not surprising here, given that the interactive fixed effect - CCE estimator

is known to be an effective approach for dealing with omitted variables.

5 Trade Cost, Trade, and Economic Development

Trade is the channel through which trade cost affects economic development (see,

for example, Frankel and Romer, 1999). Using Harpex Cost as an instrument for

trade, we estimate the effect that trade might have on development. Getting good

estimates of the effect of trade on development is an issue of significant interest in

the literature as trade is widely used for advancing economic development. Here, we

relate a measure of development and trade per capita as:

developmentit = αlog(tradeit) + ψ′xit + λ′iFt + εit, (3)

and instrument trade with Harpex Cost as:

log(tradeit) = δHarpexCostit +Ψ′xit + Λ′
iFt + uit. (4)

For Harpex Cost to be a valid instrument, it must satisfy the exclusionary re-

striction that it is unrelated to income except through its link to trade for which it

is serving as an instrument. The idea of using trade cost as an instrument for trade

is not new. For example, Frankel and Romer (1999) pioneered the approach of using

bilateral trade distances to construct an instrument for trade, assuming that coun-

tries that are more remote faced higher trade cost. Similarly, Feyrer (2009b) used

bilateral sea distances to construct an instrument for trade, and exploited the closing

and the re-opening of the Suez between 1967 and 1975 to generate time variation in

sea distances that were otherwise time invariant.

Here, we depart from Frankel and Romer (1999) and Feyrer (2009b) in our use
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of interactive fixed effects. Frankel and Romer (1999) employed orthodromic (great-

distance) distances between capital cities to construct their instrument for trade. As

such, their instrument is time invariant, which makes it incompatible with the use

of fixed effects regressions to take care of unobserved heterogeneity. Feyrer (2009b)

instrument has variation across time as it contains information about the closing and

the re-opening of the Suez. This allows for the use of country and year fixed effects

to eliminate time invariant unobservables and macroeconomic shocks with identi-

cal country effects, but not unobserved factors with a cross-sectional dependence

structure.

In this paper, we use interactive fixed effects to purge as much unobserved con-

founding information as possible. As discussed, the interactive fixed effect is a pow-

erful term that subsumes the two-way fixed effects as a special case. It has the ability

to capture a large class of confounding variables ranging from time-persistent factors

such as culture, language or institutions that could affect trade and development

(Feyrer, 2009a,b), global macroeconomic shocks that could affect each LLDC het-

erogeneously, climate variation which has effects across space and time, unobserved

country-specific policies and shocks that may have spillover effects on other coun-

tries, etc. Therefore, factors such as oil prices, global aggregate demand and business

cycles that are potentially correlated with both Harpex Cost and development of the

LLDCs, which therefore threatens the validity of Harpex Cost as an instrument, will

be taken care of by interactive fixed effects.

To estimate Eqs. (3) and (4), we employ the CCE framework of Harding and

Lamarche (2011), which extends the CCE approach of Pesaran (2006) by permit-

ting the use of instrumental variables.31 To assess the strength of Harpex Cost as
31In their work, Harding and Lamarche (2011) showed that under certain regularity

conditions, the cross-sectional averages of all regressors in the system could be used as
proxies for unobserved common factors. However, given that trade variable is endogenous,
its cross-sectional average will be endogenous as well. Hence, trade and its cross-sectional
average will have to be instrumented by both HarpexCostit and its cross-sectional average
HarpexCostt.
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an instrument, we consider the Cragg-Donald F-statistic and compare it against a

critical value, adopted from Stock and Yogo (2005), that corresponds to the notion

that 15% is the maximal rejection rate the researcher is willing to tolerate if the true

rejection rate is 5%.

Table 4 reports the estimates for Eqs. (3) and (4). To measure development, we

use five different variables. Columns (1)-(2) report the regressions based on economic

growth (measured by the logs of GDP and night lights per capita), while Columns

(3)-(5) report the regressions based on health conditions (captured by the infant and

child mortality rates, and life expectancy).

In the first stage regression, we find that a one standard deviation decline in

Harpex Cost is associated with a 21% increase in trade. Given that the Harpex Cost

measures each LLDC’s exposure to container shipping cost, it is not surprising that

a rise in Harpex Cost is associated with a reduction in trade on average. To obtain

credible instrumental variable estimates on how trade affects development, it is im-

portant that Harpex Cost is a strong instrument. When a weak instrument is used,

the resulting instrumental variable estimator could have poor asymptotic proper-

ties, such as its failure to converge pointwise and the inaccuracy of the asymptotic

distribution as an approximation of the finite sample distribution, which is non-

standard. Here, we find that Harpex Cost is a strong instrument in the sense that

its first-stage Cragg-Donald F-statistic exceeds the Stock and Yogo critical value as

discussed earlier.

Using Harpex Cost as an instrument, we find that trade has a sizable effect

on income for the LLDCs. In Column (1), we find that a 1% increase in trade is

associated with a 1% increase in GDP per capita on average, which is about twice the

elasticity estimated by Lin and Sim (2013) for the least developed countries (LDCs),

and about five times the elasticity estimated by Feyrer (2009b) for the world. This

suggests that an increase in trade has a stronger impetus for development for the
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LLDCs than for the LDCs and the rest of the world.

When development is measured by night lights and health, we find that trade has

a positive effect on these indicators as well. For example, Column (2) shows that a 1%

increase in trade is associated with a 1.38% increase in the lights density on average,

which is consistent with the idea that trade can improve income and wealth.32 In

addition, Columns (3)-(5) show that trade can have substantial positive effects on

health.33 For instance, we find that a 1% increase in trade has an average effect of

reducing infant and child mortality rates by 44 and 24 deaths per 100,000 live births

respectively.34 If trade can trigger improvements in living standard (higher income

levels and child health), trade may lengthen life expectancy. Our computation shows

that 1% expansion in trade can increase life expectancy by 3 months on average.35

32We also find that relatively to a country’s total population, a 1% increase in trade
per capita will increase the urban population in the LLDCs by 0.26 percentage point on
average.

33These results are also robust to the inclusion of additional controls such as inward
FDI, foreign aid, and institutions. The robustness checks are omitted to save space and
are available upon request.

34In Column (3), the estimated semi-elasticity of infant mortality rate with respect to
trade is −43.943 suggests that a 1% increase in trade per capita can reduce 43.943/100 ≈
0.44 infant deaths per 1,000 live birth or roughly 44 infant deaths per 100,000 live births on
average. Similarly, the point estimate of −24.3 in Column (4) implies an average reduction
of 24.3/100 ≈ 0.24 under-5 deaths per 1,000 live birth or roughly 24 child deaths per
100,000 live births when trade per capita increases by 1%.

35From Column (5), we compute the average response of life expectancy to a 1% increase
in trade as 20.122/100% ≈ 0.20 years or roughly 3 months.
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Table 4: Trade Cost, Trade and Economic Development

(1) (2) (3) (4) (5)
Economic growth Health

Second-stage Dependent Variable: log(GDP per capita) log(lights per capita) IMR CMR LE
log(trade per capita) 0.970*** 1.382*** -43.943*** -24.300*** 20.122***

(0.001) (0.004) (0.035) (0.042) (0.076)

First-stage Dependent Variable: log(trade per capita)
Harpex Cost -0.226*** -0.226*** -0.226*** -0.226*** -0.226***

(0.001) (0.001) (0.001) (0.001) (0.001)

Time trend yes yes yes yes yes
Interactive fixed effects yes yes yes yes yes
First-stage Cragg-Donald F-statistic 4.585 4.585 4.585 4.585 4.585
Stock and Yogo critical value (15%) 4.58 4.58 4.58 4.58 4.58
Observations 372 372 372 372 372
Countries 31 31 31 31 31

Note: Newey and West robust standard errors are reported in the parenthesis. Statistical significance at the 10%, 5% and 1% levels are indicated by *, **
and *** respectively.
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6 Conclusion

The economic development of low income countries is an important priority facing

both policymakers and academic researchers. The LLDCs, which are among the

world’s poorest, face extremely high cost of development due to the lack of direct

sea access.

In this paper, we explore the effect that trade cost might have on economic

development for the LLDCs. To do so, we exploit information about container

shipping cost based on the Harpex index, and construct a country-specific trade cost

based on how much an LLDC containerizes its trade. To control for unobserved

factors that may or may not affect all LLDCs uniquely, we implement interactive

fixed effects regression based on the common correlated effects (CCE) estimator of

Pesaran (2006).

Focusing on several measures of economic development, we find that a reduction

in trade cost has a substantial positive effect on economic development in the LLDCs.

A one standard deviation decrease in the Harpex Cost will lead to an increase in GDP

and night lights per capita by 20% and 29%, on average, respectively. In addition,

health conditions in the LLDCs are also improved as additional 9 infants and 5

under-5 children (per 1,000 live births) are expected to live pass their first and fifth

birthday, and life expectancy is extended by 4 years. This suggests that efforts to help

the LLDCs reduce the cost of trade, for example, as enunciated by the Millennium

Development Goal, are likely to bring substantial economic and welfare benefits to

these countries.

Our study also provides evidence on the causality of trade on living standards

improvement. Although the LLDCs have low accessibility to markets due to their

geographical location, they can be beneficial from a reduction in trade costs which

can cause an expansion in trade. Hence, unsurprisingly our estimates suggest that
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a 1% increase in trade can rise income level by 1%. This elasticity of income is five

times the existing estimates in the literature on the empirical effect of trade on living

standards.
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Appendix B

Table B1: Summary Statistics

Variable Obs Mean Std. Dev. Min Max
CMR (per 1,000) 372 85.16 48.49 7.400 217.4
containerizable trade share (0-1) 372 0.525 0.146 0.115 0.930
Harpex Cost 372 3.534 0.913 1.147 5.871
IMR (per 1,000) 372 56.71 25.63 6.500 113.1
LE 372 59.26 9.257 42.51 75.03
log(FDI) 372 22.90 2.254 15.21 28.40
log(Foreign aid) 372 3.796 0.848 1.317 6.013
log(GDP per capita) 372 6.573 0.952 4.918 8.757
log(Harpex) 372 6.731 0.503 5.778 7.416
log(lights per capita) 372 -5.212 1.460 -8.326 -2.889
log(trade per capita) 372 -0.719 1.392 -3.877 2.287
Polity-2 360 1.022 6.292 -10 10
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Table B2: List of Variables, Definitions and Sources

Variable Description Source
CMR Mortality rate, under-5 (per 1,000 live births) WDI
CPI The US urban consumer price index US Bureau of Labor Statistics
FDI Nominal FDI stock (millionUS Dollars at current prices) UNCTAD
Foreign aid Nominal ODA (million US Dollars at current prices) UNCTAD
GDP per capita Real GDP per capita (US dollars in 2005 price) UNCTAD
Harpex Harpex index Harper Petersen & Co
IMR Mortality rate, infant (per 1,000 live births) WDI
LE Life expectancy at birth, total (years) WDI
Night lights Lights index Elvidge et al. (2014)
Polity-2 Polity2 score, -10 to 10 Polity IV data
Population Total population (thousand) UNCTAD
Trade Nominal trade (million US dollars at current prices) UNCTAD
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Abstract

This paper explores the effect that exports might have on urbanization
in Sub-Saharan African countries (SSAs) between 1985 and 2012. We
use a recent advancement in panel data estimation, the correlated
common effects (CCE) estimator, which employs interactive fixed effects
to handle a large class of omitted and potentially confounding variables
and cross-sectional dependence. We also use a known instrumental
variable for exports relevant to the SSAs to address the possibility of
reverse causality, where the instrument is related to the Baltic Dry
Index (BDI), a measure that summarizes the shipment cost of primary
goods which the SSAs mainly export. We find that the doubling of
exports per capita, on average, is associated with a 7.876 percentage
point increase in the urbanization rate, a 4 percentage point increase
in the size of primate cities, and an 8% decline in income levels of
these cities. We also find that an increase in exports can lead to
improvements in urban infrastructure (i.e. water accessibility and
sanitation facilities), but at a cost of increasing urban-rural inequality
in accessing clean water and sanitation facilities. To explain how
exports can affect the urbanization rate, we investigate the effect that
exports may have on shaping a country’s production in agriculture,
manufacturing and services. We find that the size of the services sector
responds significantly to an expansion in exports, this subsequent in-
crease in turn is associated with higher rates of urbanization in the SSAs.

Key Words: Urbanization · Urban Development · International Trade
· Structural Transformation · Cross-section Dependence · Panel Data ·
Common Correlated Effects
JEL Codes: O18 · F15 · C23 · R11
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1 Introduction

Improving living standards is a key priority faced by both policymakers and

researchers. This is important to 48 Sub-Saharan African countries (SSAs) which

are classified as less developed and home to 13% of the world’s population (i.e.

961.5 million).1 The dramatic urbanization process may reflect improvements in

living standards in the SSAs because urbanization is characterized as one feature of

economic development (Kuznets, 1973).2 In fact, the SSAs have the highest growth

rate of urbanization in the world.3 As recent as 2014, at least 37% of the population

in the SSAs is living in urban areas, whereas the figure was below 10% in 1950.

If urbanization captures one aspect of development, finding factors contributory to

determining this process may help the SSAs to achieve their development goals and

enhance living conditions.

As early as Robertson (1940), trade-related activities were characterized as an

“engine of growth” by which a country can achieve its goals of development and

improving living standards. Since the SSAs export at low levels, accounting for 2%

of the world’s exports, if it is the case that exports can promote a country’s devel-

opment (an insight from Frankel and Romer, 1999), then expanding exports may

also contribute to the SSAs’ high rates of urbanization. To explore this possibility,

in this paper, we investigate the extent to which an expansion in exports may affect

the urbanization rate in 48 SSAs during the 1985-2012 period.

However, examining the correlation between exports and urbanization does not

provide evidence on the causal effect of exports on urbanization because exports and

urbanization can be confounded by unobserved factors that may generate cross-
133 out of 48 SSAs are listed as least developed countries.
2Kuznets (1973) noticed that economic development was a multidimensional concept in

which a country’s development could be characterized by the high growth rate of income
per capita, changes in economic structure and urbanization.

3According to United Nations (2014), the SSAs’ growth rate of urbanization is 50%
higher than the average growth rate of the world.
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sectional dependence or spatial dependence across space. For example, climate

change (i.e. low rainfall) can affect agricultural production, reduce exports and

influence decisions on urban migration significantly (Brückner and Ciccone, 2011;

Brückner, 2012; Henderson et al., 2014).4 Since climate or weather patterns are

cross-sectionally related, they can generate dependence among countries across space.

Furthermore, measurement error and reverse causality can threaten the estimated ef-

fect that exports might have on urbanization. For instance, data on the urbanization

rate may contain measurement error that is related to export activities. Decisions on

the urban-rural devision are based on a population distribution that can be driven

by the concentration of economic activities like exports. If countries do not often

update their urban definition, their data on the urban population and urbanization

may contain measurement error and are incomparable. Thus, the relationship be-

tween exports and urbanization will be estimated inconsistently (Wooldridge, 2012).

Reverse causal effect is another issue as countries can implement urban-related poli-

cies to accommodate exports (World Bank, 2009),5 the causal relationship thus can

run from urbanization to exports.

To address confounding factors, we use a recent advancement in panel data esti-

mation, the correlated common effects (CCE) estimator, which employs interactive

fixed effects to handle a large class of omitted and potentially confounding variables

and cross-sectional dependence. This interactive fixed effects framework also sub-

sumes the country and time fixed effects structure as a special case (Pesaran, 2006;

Bai, 2009).6 To estimate the effect of exports in the interactive fixed effects structure,

we adopt a novel econometric technique, the CCE estimator of Pesaran (2006). The
4Brückner and Ciccone (2011) showed that GDP per capita in the SSAs responded

strongly to low rainfall because these countries mainly produce agricultural products which
are weather dependent. Thus, negative weather shocks may shift people to cities and
increase the urbanization rate (Brückner, 2012; Henderson et al., 2014).

5World Bank (2009) reported that the SSAs export at low levels due to their low urban
population density.

6The two-way or country and year fixed effects panel data model is widely used in
empirical literature on economic development (Brückner, 2012; Henderson et al., 2013).
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CCE enables us to find proxies for unobserved common factors so that the coefficient

of interest can be estimated consistently. To address the possibility of endogeneity,

we employ an instrumental variable approach from Harding and Lamarche (2011)

which extends the CCE of Pesaran (2006). To construct an instrumental variable for

exports, we interact between the Baltic Dry Index (BDI), an international shipping

rate for dry bulk cargoes, and the country-specific fixed exports share of primary

commodities. The construction of this indicator is based on an insight from Lin and

Sim (2013, 2015) who argued that less developed countries mainly exported primary

commodities, and thus, responded highly to bulk shipping rates. The fixed share

reflects the relative intensity of bulk shipping utilization in each SSA, as such, the

share will amplify the response of exports due to fluctuations in the bulk shipping

rates in the market. Crucially, our instrument contains both country- and year-

specific information that will not be “cleaned out” by proxies of unobserved common

factors in the interactive fixed effects framework, and therefore can be employed in

panel data regressions.

Our main results show that the doubling of exports per capita can raise the ur-

banization rate in the SSAs by 7.876 percentage points on average. Our regression

results are robust to the inclusion of several control variables that are key deter-

minants of urbanization such as income (Moomaw and Shatter, 1996; Davis and

Henderson, 2003; Henderson et al., 2013)7 and “urban bias” policies relating to po-

litical regimes (Ades and Glaeser, 1995; Junius, 1999; Davis and Henderson, 2003;

Henderson et al., 2013).8

7Using cross-country in panel data, Moomaw and Shatter (1996) found that GDP per
capita was positively associated with urbanization. However, this finding was potentially
inconsistent as the pooled OLS estimate cannot handle omitted variable bias (i.e. historical
institutions) and endogeneity (i.e. the simultaneous determination of urbanization and
income levels). Davis and Henderson (2003) employed panel data and lagged variables to
address omitted variable bias and endogeneity. They showed that an increase in GDP per
capita could cause the urbanization to raise across countries, including the SSAs. Similarly,
Henderson et al. (2013) found that the SSAs were urbanizing as a result of accumulating
human capital.

8Ades and Glaeser (1995) found that the size of cities in autocratic countries was 50%
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We also find that exports can affect the growth of primate cities and promote

urban development. The doubling of exports per capita, on average, can increase the

population of primate cities (holding urban population constant) by 4 percentage

points, but can reduce income levels in these cities. To investigate the effect of

exports on income levels of primate cities, we use data on the amount of associated

satellite-recorded nighttime lights per capita which is correlated with income but yet

is available at subnational level (Henderson et al., 2012).9 This is because data on

GDP of primate cities is scant in less developed countries (i.e. the SSAs). In doing so,

we find that the night lights per capita of primate cities will, on average, decline by

29% as exports per capita double. Using the lights-income growth elasticity of 0.284

from Henderson et al. (2012), this result also roughly translates into a 8% decrease

in primate cities’ true income. Our results further show that exports can improve

urban development in terms of infrastructure. Following the doubling in exports per

capita, the proportion of urban residents that can access improved clean water and

sanitation facilities, on average, will increase by about 7 and 5 percentage points

respectively, whereas the urban-rural gap in water access and sanitation facilities

will expand by roughly 10 and 6 percentage points. These estimates suggest urban

residents are likely beneficial from exports more than their rural counterparts.

We then explore if exports relate to changes in production activities or structural

transformation which can generate urban-rural migration within countries. We find

that an expansion in exports per capita can reduce agricultural production but raise

larger than their counterpart in democratic countries. They argued that incumbents in
non-democratic countries were likely to allocate more resources for urban areas to persuade
voters and to enforce their political power. However, Junius (1999) offered evidence that
the effect of political factor was moderate on raising the density of urban population. Davis
and Henderson (2003) even showed that democratic governments tend to provide resources
to develop hinterlands and that consequently urbanization would decline.

9Based on insight that the night lights reflect economic activities at night, Henderson
et al. (2012) proposed the use of the satellite lights index an alternative of GDP in measur-
ing economic growth. Henderson et al. (2012) found that the night lights could be a better
proxy for growth in cities/countries whose income data quality is poor (i.e. the SSAs).
Supporting the findings of Henderson et al. (2012), Storeygard (forthcoming) showed that
cities’ lights could be used in place of cities’ GDP in the SSAs.
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total output of the manufacturing and services sectors. The subsequent changes in

each sector are then linked to the urbanization rate. Evidently, higher exports can

expand the size of services sector which in turn relates to the urbanization process

in the SSAs.

Our paper is related primarily to three areas within the literature on urbanization.

The first is the debate on whether economic growth can affect urbanization. Davis

and Henderson (2003), among others, showed that income per capita could increase

urbanization substantially in that a 1% increase in GDP per capita could raise the

urbanization rate by 19% on average. However, Fay and Opal (2000), Brückner

(2012) and Jedwab and Vollrath (forthcoming) found no evidence on the impact of

growth on urbanization in the SSAs.10 Our paper contributes to this body of work,

showing that exports can affect decisions on urban-rural migration regardless a given

level of real income measured by GDP per capita or night lights per capita.

The second set of related literature concerns whether structural transformation

can drive urbanization. As early as Williamson (1965), it was predicted that an

economy would transform from rural-based agriculture to urban-based manufactur-

ing when its sectoral productivity increased as a result of economic growth. Laborers

are pushed to the manufacturing sector (Gollin et al., 2002), pulled out of the agri-

cultural sector (Michaels et al., 2012) or are shifted to the services sector (Jedwad,

2013; Gollin et al., forthcoming). We contribute to this literature by offering fur-

ther evidence that exports increase the size of the services sector, which can drive

urbanization.11

10Brückner (2012) found that once he controlled for the size of agricultural sector, ur-
banization in the SSAs did not respond to the growth in GDP per capita. In their review,
Jedwab and Vollrath (forthcoming) argued that urbanization could occur because of an
increase of urban utility (i.e. better human capital or eduction in cities).

11Our paper is closest to Gollin et al. (forthcoming) in that exports were found to relate
to urbanization in the SSAs. However, Gollin et al. (forthcoming) were interested in the
correlation between natural resource exports and urbanization, whereas we focus on the
causal effect that exports might have on urbanization. Moreover, Gollin et al. (forthcoming)
mainly based on OLS cross-sectional estimates that might be affected by unobserved factors
which might generate cross-sectional dependent (i.e. historical institutions, colonialism) or
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From the broad literature of urbanization, our paper contributes to the new

economic geographical literature that focuses on whether trade and transport costs

can shape economic activities within countries. For example, Ades and Glaeser

(1995) and Krugman (1996) showed that trade and people were more concentrated

in cities as transport costs from and to cities were cheaper than the costs from and to

hinterlands. Storeygard (forthcoming) found that negative shocks to transport costs

caused by oil prices could increase the size of cities near trade hubs. Our estimates

suggest that an increase in shipping costs for exports (i.e. the BDI-based instrument)

can deter urbanization through a reduction in exports. We also find that exports can

expand the size of primate cities (i.e. primacy), but put upward pressure on income

levels of these cities.

Finally, our paper offers further evidence on the “impact of international trade

on standards of living” (Frankel and Romer, 1999) by looking at a different aspect

of development: urbanization. In their landmark paper, Frankel and Romer (1999)

showed that an expansion in trade could improve economic development by increas-

ing GDP per capita. This causal relationship has been supported by numerous

papers (Feyrer, 2009a,b; Lin and Sim, 2013).12 Our paper finds that an increase in

exports can lead the urbanization rate to raise. In addition, we show that exports

can relate to urban development which is linked to the research on whether urbaniza-

tion can put upward pressure on urban infrastructure (i.e. clean water accessibility,

sanitation facilities) (Patel and Burke, 2009; Ramin, 2009; Glaeser, 2014).13

spatial correlated (i.e. climate change). We address these issues by adopting the interactive
fixed effects framework with the CCE approach.

12Feyrer (2009b), for example, employed the closing and re-opening of the Suez Canal to
generate shocks to shipping costs and found that a 1% increase in trade could raise income
levels by 0.2% on average. Considering a shipping cost for primary goods based on the
BDI, Lin and Sim (2013) found that the trade elasticity of income was 0.5.

13Urban dwellers’ heath may suffer due to a lack of clean water (Patel and Burke, 2009)
and sanitation facilities (Ramin, 2009) if the growth of the urban population exceeded
improvements in urban infrastructure. At worst an overcrowding urban population could
put upward pressure on urban living conditions such as higher poverty and poorer infras-
tructure (i.e. a lack of clean water or air pollution) (Glaeser, 2014).
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The remainder of this paper is as follows. In Section 2, we describe our main

variables of interest and the construction of our BDI-based shipping cost for exports.

Section 3 presents the econometric strategy – the CCE – and relevant identification

issues. Empirical results are discussed in Sections 4, 5 and 6. Section 7 concludes

the paper.

2 Data and Variables

Our data for 48 SSAs spans from 1985 to 2012. The dataset is constructed

mainly from the United Nations Conference on Trade and Development (UNCTAD),

NBER-UN, the United Nations (UN), the World Development Indicators, and the

International Labour Organization. The main variables of interest are explained

below, while their summary statistics, variable definitions and sources are provided

in Tables C1 and C2, respectively, of the Appendix C.

2.1 Data on Exports

The exports data is constructed from (i) NBER-UN database between 1970 and

1994, and (ii) UNCTAD database between 1995 and 2012.14 As these data are

expressed in nominal terms, we deflate them by the US urban commodity price

index at the price of 2005 US dollars.15

14The NBER-UN trade data spans from 1962 to 2000 (Feenstra et al., 2005), while the
UNCTAD data starts from 1995. We compare these 2 datasets for the overlapping period
(i.e. 1995-2000) and find that the difference is insignificant. See http://unctadstat.
unctad.org/wds/ReportFolders/reportFolders.aspx

15See http://data.bls.gov/cgi-bin/surveymost?cu
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2.2 Data on Urbanization

For urbanization, we use the urbanization rate defined as the proportion of urban

population to total population. This series is available from the UN database. As

a caveat, urban population may not be measured consistently across countries and

years. According to United Nations (2014), urban areas in each country could be

designated by different features such as population size (e.g. from 200 to 50,000

inhabitants), population density, and economic characteristics (e.g. manufacturing

and service sectors). These features within countries might change over years, which

in turn introduces the complexity of an urban versus rural devision. To reduce

the inconsistencies, the UN has revised the data, but issues of measurement error

and incomparable data may still exist.16,17 Nevertheless, if measurement error is

not correlated with exports, our results will be consistent (Wooldridge, 2012). This

assumption is likely violated as people may decide to migrate to cities where export

earnings are spent (Gollin et al., forthcoming),18 or because climate change, which

is cross-sectional dependent, can drive people out of rural areas (Henderson et al.,

2014).
16The UN derives the urban population data from national censuses which are collected

on the basis of population registers.
17For example, some rural areas might have population density that is higher than the

cutoff point for urban areas after years. However, countries may or may not revise their
urban-rural division immediately, so their censuses may be misrepresentative and not be
comparable. Even despite the revision, the UN estimates may still contain measurement
error and incomparable. This is because the actual urban population data could not fully
observed and the UN is uninformed about the change in urban versus rural division across
countries and years.

18According to Gollin et al. (forthcoming), export revenues might mainly be spent on
urban goods. This will influence people’s decision about migrating from rural to urban
areas to fulfill their requirements.
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2.3 Data on Urban Development

For urban development, we consider several variables in terms of primate cities

and urban infrastructure. We first look at the growth of primate cities captured

by the relative size of population and income levels. For the relative size of the

population of primate cities, we use primacy from the World Development Indicators

which is the proportion of urban inhabitants that live in the largest city. Although

primate cities may be established on the basis of their convenient location for trade

and economic activities (Ades and Glaeser, 1995; Moomaw and Shatter, 1996; Junius,

1999; Storeygard, forthcoming), the economic growth of primate cities is not always

guaranteed (Glaeser et al., 2008; Ramin, 2009).19 To test this possibility, we consider

income levels of primate cities. However, GDP of primate cities is scant for the SSAs,

and the GDP data quality is questionable (Henderson et al., 2012) as 45% databases

in the SSAs are rated “poor” by World Bank (2002). To overcome this issue, we

use the satellite-recorded night lights data associated with primate cities to measure

real income as suggested in recent development literature (Henderson et al., 2012;

Storeygard, forthcoming). It is argued that the quality of the night lights data is

better than that of GDP in the SSAs because of technological developments,20 and it

can be collected at a disaggregated level, such as cities or regions, with high quality.21

We obtain the total night lights data of primate cities between 1992 and 2008 from

Henderson et al. (2012) and compute the associated night lights per capita.

Finally, we look at urban infrastructure captured by water accessibility and san-
19Glaeser et al. (2008) found that urban poverty was associated with urban concentra-

tion because the poor were likely to move to city centers to reduce their transport expense.
Consistent with this finding, Ramin (2009) raised a concern about the link between urban-
ization and urban poverty in the SSAs.

20During a certain period every night satellites take photos of nighttime lights for all
countries in the world. When light is detected, an index from 0 to 63 is assigned to that
location. As such, the intensity of lights is almost fully observed.

21Even the night lights data contains measurement error, this problem is mainly because
of technical development issues that are uncorrelated with economic factors (i.e. institu-
tions). On the other hand, measurement error of the GDP data may not be that random
(Ross, 2006).
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itation facilities in urban areas. It has been argued that the dramatic urbanization

process in the SSAs puts upward pressure on urban infrastructure resulting in low

levels of clean water usage and sanitation facilities (Ramin, 2009; Patel and Burke,

2009).22 Without taking into account the effect of exports on urban infrastructure,

we may miss an important part of urban development related to urbanization. We

derive the proportion of urban residents to total population that can access clean

water and sanitation facilities from related information of the World Development

Indicators.23

2.4 Data on Sectoral Production

To measure a country’s production activities, we consider the performances of 3

main sectors: agricultural, manufacturing and services. To measure the performance

of each sector, we compute data on total production, employment and productiv-

ity. For the first measure, we compute the sectoral total production based on the

contributions of each sector to total GDP (i.e. value added or the percentage of net

output in each sector to total GDP) from the World Development Indicators.24 The

second measure is sectoral employment obtained from the International Labour Or-

ganization over the 1991-2012 period.25 The final indicator is sectoral productivity

defined as the total net output divided by the number of sectoral workers from 1991

to 2012.
22Ramin (2009) and Patel and Burke (2009) noticed that urban infrastructure did not

grow at the same rate as urban population. Although urbanization is expected to bring
a better quality of life to its residents (Young, 2013), insufficient infrastructure has left a
large proportion of urban population to live poor conditions.

23We also attempt to examine if exports can reduce urban poverty. However, urban
poverty data is not collected frequently in the SSAs. The large number of missing values
in this series prevents us from using the CCE structure that requires large and reasonably
balanced panel data (Chudik and Pesaran, 2013).

24The real GDP per capita data is obtained from the UNCTAD database, measured at
the rate of 2005 US dollars.

25Global Employment Trends 2014.
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There may be some concern over data quality which may affect our estimates. It

is undeniable that the statistical systems in the SSAs are weak (World Bank, 2002),

so the data of value-added and employment by sector may be highly interpolated.

The interpolation can be a main source of variation in our variables and it could

affect our estimation results. To address this issue we control for both time trends

and unobserved common factors in our econometric framework.

2.5 A Measure of Export Cost

In this paper, we follow Lin and Sim (2013, 2015) to construct an instrument for

exports that extracts information of shipping costs from the global index – the Baltic

Dry Index (BDI) – whose time series data is plotted in Figure 1. The BDI was first

introduced by the Baltic Exchange in 1985 and soon became a general indicator of

international shipping rates for dry bulk cargoes.26 This index reflects freight costs

of shipping raw commodities such as grain, coal, iron ore, copper and other primary

materials. As the SSAs mainly export raw materials and agricultural commodities

(Nicita and Rollo, 2013; World Bank, 2015), it makes the SSAs dependent on dry

bulk carriers and the BDI becomes a relevant indicator of export costs faced by the

SSAs.

To construct an instrument for each SSA’s exports using the BDI (called “BDI

Cost” hereinafter), we follow Lin and Sim (2013, 2015) and specify:

Costit = θilog(BDIt), (1)

where θi ≡ T−1
∑T

t=1 θit is the average (time-invariant) share of primary good ex-

ports to country i’s total export earnings over 1970-2012. To compute country

i’s exports of primary commodities, we collect export data of SITC subclasses
26http://www.dallasfed.org/pages/institute/annual/2010/annual10e.cfm
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Figure 1: The Baltic Dry Index
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0+1+2+4+32+67+68 which contain a wide-range of primary commodities but ex-

clude crude oil. Crude oil is excluded because it requires “wet” carriers (i.e. oil

tankers), whereas the BDI relates to “dry” carriers. The primary products share of

each country is then fixed by averaging across years. This share contains country-

specific information of the relative intensity of bulk shipping utilization. By interact-

ing θi with the BDI which contains year specificity, BDI Cost contains both country-

and year- specific effects and therefore can be used in panel data models without be-

ing “clean out”. Intuitively, Eq. (1) captures the idea that the costs of bulk shipping

would matter more for countries where primary commodities exports are important.
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3 Methodology

Our main estimating equation relates urbanization and exports per capita of

country i at year t as follows:

urbanizationit = βlog(exportsit) + ψ′xit + γ′dt + λ′iFt + εit, (2)

where β summarizes how exports per capita affect urbanization or the semi-elasticity

of urbanization with respect to exports, xit is a set of control variables that we

consider in our robustness checks, dt is a vector of observed common factors which

is either deterministic (i.e. intercepts) or unit root stochastic (i.e. time trends), and

Ft represents a set of unobserved common factors such as technological development

or global shocks.27 These common factors may affect each SSA differently as Ft is

interacted with a possibly unique vector of country factor loadings, λi.

3.1 Estimation Issues

Estimating β consistently is a challenge because exports per capita can be corre-

lated with omitted variables or cross-sectional dependence may present in the data.

Exports can be also endogenous as the urbanization data may contain measurement

error related to exports-related activities, and the causal relationship may run from

urbanization to exports.

3.1.1 Omitted Variables and Cross-sectional Dependence

Omitted variables bias is the first issue in our β estimate. One example would be

oil price shocks raising transportation costs that could influence decisions on reallo-
27For a baseline analysis, we only consider the constant term (intercepts) and country

time trends for dt.
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cating economic activities (i.e. exports). As such, export-related activities would be

more concentrated in cities near trade hubs where shipping costs are cheaper, and

so is the population (Ades and Glaeser, 1995).28 Furthermore, other determinants

of urbanization such as foreign investment, foreign aid and government spending

that are correlated with exports may be contained in εit (Ades and Glaeser, 1995;

Moomaw and Shatter, 1996; Fay and Opal, 2000; Davis and Henderson, 2003). These

economic resources can be distributed toward cities, and urban residents are likely

to benefit from these “urban bias” policies. As a result, people will to move to cities.

Secondly, the effect of exports on urbanization can be confounded by cross-

sectional dependence between countries. Weather patterns, for instance, that are

cross-sectionally dependent are difficult to control for. Countries which are heav-

ily dependent on agricultural production such as the SSAs are highly affected by

weather patterns or climate change (Fay and Opal, 2000; Brückner and Ciccone,

2011; Brückner, 2012; Henderson et al., 2014), and thus, exports and the popula-

tion distribution could be cross-sectionally dependent owing to the spatial nature of

weather systems.29

In order to capture unobserved confounders, we use the interactive fixed effects

structure, i.e. λ′iFt, in Eq. (2). This framework is quite general because it sub-

sumes the country and year fixed effects structure as a special case (Pesaran, 2006;

Bai, 2009; Kapetanios et al., 2011), and absorbs information related to spatial and

cross-sectional dependence among countries. Because common shocks may have het-

erogeneous effects on each country and countries may be cross-sectionally dependent,

the standard two-way (country and year) fixed effects model cannot take into account
28In line with Ades and Glaeser (1995), Glaeser et al. (2008) found that Americans were

probably moving to cities to reduce their transportation expenses. Focusing on the SSA
cities, Storeygard (forthcoming) showed that the size of cities increased when transporta-
tion costs were hit by negative oil price shocks.

29For instance, Brückner and Ciccone (2011) found that shocks in climate change (i.e.
drought) could cause agricultural production to decline in the SSAs. To seek alternative
income sources, farmers will move to cities (Henderson et al., 2014). Similar findings are
discussed in Fay and Opal (2000) and Brückner (2012).
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of such confounding effects, and may therefore produce inconsistent estimates.30 To

address this issue, we employ the approach of Pesaran (2006) known as the common

correlated effects estimator (CCE), which uses proxies to control for the common

factors, Ft. The idea is that all variables (both dependent and independent vari-

ables) in the model are correlated with Ft. Thus, by averaging these variables across

countries to filter out all country-specific information, the remaining cross-sectional

averages can be correlated to Ft asymptotically. This allows us to “control” for Ft

even though Ft is unobservable.

We will implement the CCE approach throughout this paper given its advantages.

First, the CCE will be consistent even if the true data generating process has a two-

way fixed effects structure without cross-sectional dependence.31 Second, the CCE

approach is valid regardless of the time series properties of Ft, such as a common

factor being a unit root (Kapetanios et al., 2011). This is a huge plus given that

the presence of a unit root can lead to spurious empirical relationships.32 Following

a suggestion from Pesaran (2006), we use Newey-West robust standard errors for

statistical inference.33

3.1.2 Measurement Error and Reverse Causality

Although the use of interactive fixed effects is a powerful way of dealing with

omitted variables and cross-sectional dependence, it is not a panacea to endogeniety

caused by measurement error and reverse causality. As discussed in Section 2, our

variables of interest may contain measurement error because of the inconsistency in
30See Bai (2009), Chudik et al. (2011) and Chudik and Pesaran (2013) among others.
31Although in this case, the CCE will be less efficient than the two-way fixed effects

estimator.
32Chudik et al. (2011) and Chudik and Pesaran (2013) showed that the CCE was valid

regardless of cross-sectional dependence was either weak or strong in panel data models
with spatial errors.

33There could be serial correlation in the error term as because current urbanization
rates could be informative in predicting future urbanization.
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urban data and the poor statistical systems in the SSAs. This type of measurement

errors is likely correlated with exports, so our estimations can be inconsistent. Fur-

thermore, there may be reverse causality running from urbanization to exports that

can cause the CCE estimate of Eq. (2) to be susceptible to self-selection bias or

reverse-causality problem. For example, countries that implement export-led growth

policies may impose some policies to encourage more people to live in cities to ac-

commodate exports sufficiently.34

To deal with endogeneity, this paper adopts an instrumental variable approach

in which BDI Cost is used to instrument exports per capita. The exports-and-cost

equation is given by:

log(exportsit) = δCostit +Ψ′xit + Γ′dt + Λ′
iFt + υit. (3)

For BDI Cost to be a valid instrument, it must be plausibly exogenous and

satisfy the exclusionary restriction. The exogeneity condition can be violated if an

individual SSA has an influence on BDI Cost to some extent. From the perspective

of the SSAs, the variation in the BDI – the main source of the variation in BDI

Cost – can be taken as exogenous because the SSA is unlikely to have the ability to

influence the cost of bulk shipping.35 If an SSA has an ability to influence the BDI,

we would expect that an increase in its trade would exert upward pressure on bulk

shipping rates. However, in Figure 2 which presents the co-movement between the

growth of the BDI and the growth of trade in some SSAs, the negative relationship

of these two series could be clearly observed. Between 2002 and 2007 in which the

volatility of the BDI was significant (e.g. the BDI went up by 131% from 2002 to
34World Bank (2009) noticed that although the SSAs were highly dependent primary

exports, they export at low levels which could be due to the low density of the urban
population or the shortage of an urban labor force.

35Given that BDI Cost is an interaction between the fixed share of primary commodities
exports and the log of the BDI, the variation in this shipping cost is driven mainly by the
BDI.
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2003), the trade per capita of Chad and Liberia, for instance, fell by 25% and 21%

respectively.

Figure 2: The BDI Growth and Trade Growth of a Sample of SSAs
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Note: This figure plots the growth in the BDI and the growth in trade of some SSA.
The left vertical axis measures the growth in the BDI and the right vertical axis
measures the growth in trade per capita. The growth variables are constructed as
the first difference of their respective values in logs.

The variation in the BDI, on the other hand, is likely driven by large emerg-

ing economies such as China.36 Since 2002, China has become the world’s leading

importer of iron ore and coal which are two important bulk commodities, thereby

driving up the demand for bulk carriers and in turn influencing the BDI.37 As one

might expect, instead of the negative co-movement which is shown in Figure 2, we

can see in Figure 3 that the fluctuation of the BDI closely follows changes in trade
36Jim Buckley, the CEO of the Baltic Exchange, remarked that “To put it in ex-

tremely simplistic terms, China is importing huge amounts of raw materials and ex-
porting manufactured goods, and that’s drawing ships into the Pacific.” See http:
//www.stockengineering.com/pictures/090104%20-%20BDI.pdf.

37By 2015, China imported well over half the world’s ship-borne iron ore and a quarter
of its coal. See http://www.economist.com/blogs/economist-explains/2015/03/
economist-explains-7
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from China during 1985-2012. Because the BDI is a measure of shipping costs (and

thus should be negatively associated with trade), the positive co-movement between

the two could be symptomatic of the endogenous response of the BDI to the demand

for trade by China.38

Figure 3: The BDI Growth and Trade Growth of China
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Note: This figure plots the growth in the BDI and the growth in trade of China.
The left vertical axis measures the growth in the BDI and the right vertical axis
measures the growth in trade per capita. The growth variables are constructed as
the first difference of their respective values in logs.

Some may argue that the SSAs’ crude oil exports could be related to oil price

shocks raising dry cargo freight rates or the BDI. By 2012, the SSA region ranks

sixth in the world’s fuel producers and its production accounts for 7% of the world’s

fuel output.39 Whilst crude oil requires “wet” carriers, it can feedback on the BDI

as bunker fuel oil is an input of dry shipping services (Kilian, 2009). However, as

discussed by Frankel (2012), the influence of the SSAs on the world oil market was
38This tight positive relationship was also reported for other large primary goods pro-

ducers such as Australia, Brazil, India and Russia in Lin and Sim (2013).
39See http://www.eia.gov/pressroom/presentations/howard_08012013.pdf
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negligible, and their economies were classified as small, open economies.40 Therefore,

the BDI can be seen as plausibly exogenous to the SSAs.

For the exclusionary restriction, BDI Cost must be unrelated to the urbanization

rate except through its link to exports for which it is serving as an instrument.

The use of shipping cost as an instrument for trade-related activities (i.e. exports)

has been around since Frankel and Romer (1999). In their groundbreaking paper,

Frankel and Romer (1999) proposed to use shipping cost proxied by country-pairwise

geographical distances as an instrument for trade-related activities by assuming that

a country that was far away from its partner had to pay extra shipping cost for goods.

Similarly, Feyrer (2009b) constructed an instrument for trade based on bilateral sea

distances and exploited the closing and re-opening of the Suez Canal to generate

time variation in sea distances that were otherwise time invariant. Departing from

Feyrer (2009b), Lin and Sim (2013, 2015) constructed a country- and time-specific

shipping cost for low income countries by extracting information of bulk dry shipping

rates from the BDI.

We adopt the instrumental variable CCE framework (IV-CCE) of Harding and

Lamarche (2011), which extends Pesaran (2006)’s CCE to a panel instrumental vari-

able regression model with cross-sectional dependence. As urbanization could reverse

affect exports, using the cross-sectional average of urbanization to control for unob-

served Ft can also lead to an endogenity issue. Borrowing the insight from Harding

and Lamarche (2011), we use Costit and its cross sectional average Costt to instru-

ment log(exportsit) and its cross-sectional average log(exportst).41 To detect if BDI
40Frankel (2012) argued that developing countries that were resource-abundant were

likely to expand their exports of crude oil. Even though these countries were net exporters
of basis commodities like oil, they were still reasonably considered as price-takers for both
export and import goods.

41Harding and Lamarche (2011) showed that under some regularity conditions, the cross-
sectional averages of all variables in the system including instruments could be used as
proxies for unobserved common factors similar to the Pesaran (2006) framework. However,
as the main variables of interest are endogenous, so are their cross-sectional averages. Thus,
these endogenous regressors have to be instrumented by the excluded instrumental variables
and their cross-sectional average in the first-stage estimations.
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Cost is a weak instrument, we report the Cragg-Donald F-statistic and evaluate it

against a critical value, adopted from Stock and Yogo (2005), according to which

10% is the maximal rejection rate the researcher is willing to tolerate if the true

rejection rate is 5%.

4 Results

4.1 Standard Estimates and the CCE Approach

While standard OLS regressions are bias and inconsistent, starting with OLS es-

timates can nevertheless provide useful insight into the magnitude of bias as well as

the possible existence of threats to identification. Table 1 compares several standard

estimates from the pool OLS to the two-way fixed effects model (Columns (1)-(4))

with that from the interactive fixed effects (i.e. CCE) model (Column (5)). The

pool OLS estimate indicates a positive and significant correlation between exports

per capita and urbanization (Column (1)). This positive relationship reduces when

common trends in economic activities (i.e. general time trends) across all countries

are added (Column (2)). However, the statistical significance disappears once coun-

try and year fixed effects are controlled for (Columns (3) and (4) respectively). If

exports have a causal effect on urbanization, this exercise suggests that controlling

for unobserved heterogeneity that affect each country all years uniquely (i.e. coun-

try fixed effects) or all countries each year identically (i.e. year fixed effects) is not

sufficient to uncover the true effect of exports on urbanization.

We then report the CCE estimate (Pesaran, 2006) in Column (5). The 4.781

estimate indicates that as exports per capita increase by 1 log point (approximately

doubled), urbanization increases by 4.781 percentage points on average. This result is

statistically significant at 1% and its magnitude is far larger than the 0.265 estimate
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Table 1: Exports and Urbanization - Standard Fixed Effects and CCE approaches

(1) (2) (3) (4) (5)
OLS and fixed effects CCE

Dependent variable: urbanization
log(exports) 4.781*** 4.714*** 0.275 0.265 4.781***

(1.125) (1.237) (0.493) (0.527) (0.009)

Time trend no yes yes yes yes
Country FE no no yes yes n/a
Year FE no no no yes n/a
Interactive FE no no no no yes
Observations 1274 1274 1274 1274 1274
Countries 48 48 48 48 48

Note: Columns (1)-(4) report the standard OLS and fixed effects estimates, while Column (5)
presents the CCE result. Standard errors are reported in the parenthesis. Columns (1)-(4) report
clustered robust standard errors, while Column (5) uses Newey and West robust standard er-
ror. Statistical significance at the 10%, 5% and 1% levels are indicated by *, ** and *** respectively.

of the two-way fixed effect model (Column (4)). While the CCE estimate coincides

with the pool-OLS result in Column (1), the CCE produces smaller standard errors.

It suggests that the unobserved factors influencing both exports and urbanization

could be time heterogeneous and following a complicated structure (i.e. λ′iFt) rather

than just a two-way fixed effects framework.

4.2 Baseline Results - the IV-CCE Approach

The CCE estimate reported in Table 1 Column (5) does not provide evidence of a

causal relationship between exports and urbanization. To deal with endogeneity, we

implement the IV-CCE method of Harding and Lamarche (2011) that uses BDI Cost

to instrument exports per capita. Baseline results of Eq. (2) and (3) are reported in

Table 2 Column (1).

Our first-stage estimate shows that exports and BDI Cost are negatively related,

which is consistent with the literature on trade suggesting that shipping costs and
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Table 2: BDI Cost, Exports and Urbanization

(1) (2)
IV-CCE Reduced form

Dependent Variable: urbanization
log(exports) 7.876***

(0.046)
BDI Cost -3.138***

(0.004)

First-stage Dependent Variable: log(exports)
BDI Cost -0.398***

(0.002)

Time trend yes yes
Interactive FE yes yes
First-stage Cragg-Donald F-statistic 38.588
Stock and Yogo critical value (10%) 7.03
Observations 1274 1274
Countries 48 48

Note: Newey and West robust standard errors are reported in the parenthesis. Statistical
significance at the 10%, 5% and 1% levels are indicated by *, ** and *** respectively.

exports are negatively related (see Frankel and Romer, 1999; Feyrer, 2009a,b; Lin and

Sim, 2013, 2015; Storeygard, forthcoming, among others). A one standard deviation

increase in BDI Cost, on average, is associated with a 70% decline in exports per

capita. The effect of our IV is negatively and statistically significant at 1%, and the

Cragg-Donald F-statistic well exceeds the Stock and Yogo critical value. Thus, BDI

Cost can be a strong instrument for exports in the SSAs.42

The coefficient of interest, 7.876 on log(exportsit), is statistically significant at
42The Cragg-Donald F-statistic, 38.588, is merely five times the 10% Stock and Yogo

critical value (i.e. 7.03). The rule of thumb, 10, for accessing the strength of an IV is inap-
plicable in our IV-CCE. Unlike the standard instrumental variable approach, the IV-CCE
framework has both log(exportsit) and its cross-sectional average log(exportst) as endoge-
nous variables. Thus, BDI Cost and its cross-sectional average are used to instrument for
the two endogenous variables. The Stock and Yogo critical value then has to be adjusted
accordingly.
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1%. It implies that the doubling of exports per capita will, on average, lead to a

7.876 percentage point increase in urbanization. The IV-CCE coefficient is roughly

twice that of the OLS-CCE estimate (see Column (5) in Table 1). Thus, ignoring

reverse causality may underestimate the true effect of exports on urbanization. This

finding supports the observation of Glaeser (2014) and Gollin et al. (forthcoming)

that trade activities and urbanization were related. As discussed in Glaeser (2014),

trade openness enabled developing countries to import food to fulfill domestic de-

mand, rural-agricultural workers were released to urban-manufacturing sector, and

thus, the urbanization rate increased. Like Glaeser (2014), our result shows that

higher exports can cause urbanization to increase. Our finding is close to the work

of Gollin et al. (forthcoming) in that the urban-rural migration decision was affected

by earnings from natural resource exports. Although we do not directly examine

the effect of natural resource exports on urbanization, our finding partially supports

Gollin et al. (forthcoming) because the component of exports causing urbanization

in our baseline model also includes exports of natural resources.43

To seek evidence on the core research interest of the new economic geography

literature that transport costs are able to determine city locations and the growth

of cities (Krugman, 1996), we estimate the reduced form equation given by:

urbanizationit = βCostit + ψ′xit + γ′dt + λ′iFt + εit, (4)

where the estimation result is reported in Column (2) of Table 2. The coefficient

of BDI Cost, -3.138, implies that a one standard deviation increase in BDI Cost

can lower the urbanization rate by 5.532 percentage points on average. This decline

could be due to a drop in exporting raw materials and natural resources when the

shipping cost becomes expensive. This is compatible with the findings of Gollin et al.

(forthcoming) who showed that an expansion in natural resource exports could drive
43BDI Cost captures the costs of shipping of both primary commodities and natural

resources.
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the urbanization process in the SSAs. However, our result differs from Ades and

Glaeser (1995) and Storeygard (forthcoming) who found that high transport cost for

trade could incentivize people to move to cities at subnational level. 44

The effect of the BDI on urbanization could be heterogeneous across the SSAs. As

indicated in Eq. (1), an SSA that relies heavily on exports of primary commodities

would be more vulnerable to fluctuations in the bulk shipping costs, as is urban-

ization. To elaborate on this idea, we estimate the country-specific semi-elasticity

of urbanization with respect to the BDI which is given by α̂θi where α̂ (equals to

-3.138) is the estimated coefficient of BDI Cost (see Column (2) of Table 2), and θi

is the fixed primary exports share of country i.

Figure 4 plots the absolute values of the average response of the urbanization

rate following a 1% decline in the BDI for each SSA. As Figure 4 shows, the average

absolute BDI semi-elasticity of urbanization is heterogeneous across countries. For

most countries, this semi-elasticity ranges from 0.005 to 0.025, implying that the

urbanization rate increases by 0.5-2.5 percentage points following a reduction of

the BDI by 1 log point. Only Angola, Botswana, Republic Congo, Lesotho and

Nigeria have semi-elasticity below 0.005. The insignificant response of urbanization

to the cheaper BDI in these countries could be because Angola, Republic Congo and

Nigeria are oil exporters and Botswana and Lesotho are diamond exporters. Their

main exports are less closely related to the BDI as crude oil requires “wet” carriers

and diamonds are air transported. It is also observed that the effect of the BDI on

urbanization within the least developed countries (LDCs) generally fell more strongly

than that within the non-LDCs. Of the 33 LDCs, 32 (or about 97% of LDCs) have
44Ades and Glaeser (1995) found that trade activities could shift people from rural to

urban areas when the shipping costs to markets were high as a result of a low quality of
infrastructure. Storeygard (forthcoming) exploited oil price shocks and the road density,
and found that higher transport costs could shift people close to trade hubs. We are
unable to examine the implications of infrastructure or oil price shocks on urbanization in
the SSAs like Ades and Glaeser (1995) and Storeygard (forthcoming) because data of the
density of roads is not well collected and missing values are highly present in the SSAs’
data.
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Figure 4: The (Absolute) BDI Semi-Elasticity of Urbanization for each SSA
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Note: This figure plots the absolute semi-elasticity of urbanization with respect
to the BDI. This semi-elasticity shows the average percentage point decline in the
urbanization rate following a one percentage increase in the BDI for each SSA.

a semi-elasticity that ranges from 0.01, while this is only true for the 10 non-LDCs

(or about 67% of non-LDCs).

4.3 Robustness checks

Although the interactive fixed effects and instrumental variable approaches in

Eqs. (2) and (3) take care of a wide range of confounding effects and reverse causal-

ity, there could still be remaining unobserved country-year variables driving the

relationship between exports and urbanization. To get a sense of whether BDI Cost

is plausibly exogenous, and therefore the instrumented variable is reasonably uncor-

related with the error term in Eq. (2), it would be useful to evaluate how sensitive

our baseline estimate might be when these determinants are drawn from the error

term into the regression model.
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As an initial robustness check, we include income levels as a control variable to

examine the effect of exports on urbanization for a given level of income. The close

relationship between income and urbanization has been observed in the literature

(Kuznets, 1973; Davis and Henderson, 2003; Michaels et al., 2012; Henderson et al.,

2013).45 However, this relationship is questionable as Fay and Opal (2000) found that

the SSAs were highly urbanizing during a period of economic downturn.46 Moomaw

and Shatter (1996) even reported the negative impact of income on the rate of

urbanization, although this effect was statistically insignificant after controlling for

country-specific effects.

We consider contemporaneous and lagged indicators of income levels.47 Apart

from (the log of) real GDP per capita which is a common measure of income levels,

we consider (the log of) night lights per capita which has been recently used in

the development literature (Henderson et al., 2012; Storeygard, forthcoming) as the

second measure.48 We obtain the GDP data from the UNCTAD database and the

night lights data from Elvidge et al. (2014).49

Table 3 presents evidence that income levels are not a main source in driving

the urbanization rate. Regardless of GDP or night lights per capita, the effect of

exports on urbanization remains positive for a given level of income. The inclusion

of income levels even strengthens this causal relationship because the coefficient of
45Kuznets (1973), for example, observed that a country that experienced high rates of

growth in income would be urbanizing. He argued that people would move to cities to
enjoy higher living standards once their income levels were higher. Davis and Henderson
(2003), Michaels et al. (2012) and Henderson et al. (2013) then showed that the rate of
urbanization could be determined by income.

46Brückner (2012) also found that the growth of GDP was statistically insignificant in
affecting urbanization in the SSAs.

47The lag variable is considered because one may argue that income levels last year can
determine the urban-rural migration this year

48While the time span of the lights index is shorter than that of the GDP per capita
data, the data quality of the former for the SSAs is better than the latter (Henderson et al.,
2012; Storeygard, forthcoming).

49We compute the night lights per capita on the basis of the total lights intensity taken
from Elvidge et al. (2014).

117



log(exportsit) ranges from 8.408 to 10.158, whereas the baseline estimate is 7.876

(see Column (1) in Table 2). On the other hand, the coefficient of BDI Cost drops

by half, while its statistical significance remains unchanged. Perhaps the cost of

shipping is also correlated with income (captured by either GDP or night lights per

capita) through the trade channel as suggested in the literature (for example, Frankel

and Romer, 1999). The negative coefficient of income indicators in the second-stage

estimates suggests that the higher rate of urbanization caused by an expansion of

exports per capita can slow down when income increases. It could be that an increase

in income levels can improve living standards in both urban and rural areas. In spite

of the rural-urban migration caused by exports benefits, few people may be held

back once rural living conditions do improve.50,51

50Krugman (1996) noticed that the urban-rural migration would slow down and stop
once the urban-rural welfare gap was filled.

51We also find that higher GDP or night lights per capita can statistically reduce the
infrastructure gap (i.e. clean water accessibility and sanitation facilities) between urban
and rural areas in the SSAs (see Tables C3 and C4 Columns (1) and (2) of the Appendix
C).
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Table 3: Robustness Check 1: Control for Income levels

(1) (2) (3) (4)
log(GDP per capitait) log(GDP per capitait−1) log(lights per capitait) log(lights per capitait−1)

Second-stage Dependent Variable: urbanization
log(exports) 10.158*** 10.004*** 8.507*** 8.408***

(0.214) (0.217) (0.136) (0.140)
Control -3.909*** -3.632*** -1.635*** -1.500***

(0.271) (0.277) (0.168) (0.172)

First-stage Dependent Variable: log(exports)
BDI Cost -0.118*** -0.115*** -0.194*** -0.192***

(0.002) (0.002) (0.001) (0.002)
Control 1.204*** 1.212*** 0.892*** 0.882***

(0.002) (0.002) (0.003) (0.003)

Time trend yes yes yes yes
Interactive FE yes yes yes yes
First-stage Cragg-Donald F-statistic 11.049 14.873 29.871 39.373
Stock and Yogo critical value (10%) 7.03 7.03 7.03 7.03
Observations 1274 1274 987 946
Countries 48 48 48 48

Note: Newey and West robust standard errors are reported in the parenthesis. Statistical significance at the 10%, 5% and 1% levels are indicated by
*, ** and *** respectively.
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As the second robustness check, we control for different economic factors associ-

ated with “urban bias” which is relevant to urbanization. For example, to promote

urbanization, developing countries may distribute foreign direct investment (FDI),

foreign aid, and government spending favoring urban areas so that people are at-

tracted to cities (Ades and Glaeser, 1995; Junius, 1999; Davis and Henderson, 2003).

The occurrence of “urban bias” is also associated with institutional regimes, namely,

democracy and autocracy (Ades and Glaeser, 1995; Fay and Opal, 2000; Henderson

et al., 2013).52

We obtain the data on “urban bias” from several sources. Inward FDI and foreign

aid variables are obtained from the UNCTAD database. For government spending,

we compute the log of government spending per capita based on the proportion of

public spending to GDP from the World Development Indicators.53 For institutions,

we use revised Polity score (Polity-2) from the Polity IV database of Marshall and

Jaggers (2009).54

Table 4 reports the results when these control variables are added separately. All

control variables are statistically significant at the 1% level, which suggests the rele-

vance of these determinants in urbanization. Despite their importance, our estimate

of the effect of exports per capita on the urbanization rate ranges from 7.757 to 9.879

which includes the baseline result of 7.876. Our results show that higher inward FDI

and government spending can reduce the rate of urbanization, while better foreign
52Ades and Glaeser (1995) found that nondemocratic governments were likely to increase

government spending and allocate higher foreign investment and foreign aid in cities to
increase support from urban residents and to reduce political instability. However, the
urbanization process may not respond to this disproportional distribution (Fay and Opal,
2000). Henderson et al. (2013) found no evidence that better institutions could increase
the urbanization rate.

53All measures are deflated using the US urban commodity price index.
54The Polity-2 score captures the degree of democratization and quality of institutions

over time. The score ranges from -10 to 10, where a score of 10 indicates the highest level
of democracy for an institution. This indicator is widely used to examine the relationship
between institutions or political regimes and economic development (Brückner and Ciccone,
2011).
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assistance (foreign aid) and institutions (Polity-2) are found to foster urbanization.

A(n) (unexpectedly) negative impact of FDI on urbanization may come from the fact

that FDI flows mainly to extractive sectors (i.e. natural resources) in the SSAs (Chen

et al., 2015). An expansion in inward FDI driving the natural resources extraction

in rural areas can explain the slowing down of urbanization.55

Thus, given that the estimated effect of exports instrumented by BDI Cost ap-

pears to be robust in these two robustness checks, we have some evidence that BDI

Cost is plausibly exogenous and that any omitted variable bias, if it exists, is unlikely

to be large.

55 We also find that the urban-rural gap in accessing clean water and sanitation facil-
ities reduces following an increase in FDI (see Columns (3) in Tables C3 and C4 of the
Appendix C). Similar patterns can be observed when government spending is in place of
FDI (see Columns (6) in Tables C3 and C4 of the Appendix C). This would imply rural
residences also benefit from higher expenditure levels of government. The positive effect
of foreign aid and institutions on urbanization may be achieved through improvements in
urban infrastructure (see Columns (4)-(5) in Tables C3 and C4 of the Appendix C). Bet-
ter institutional quality or higher Polity-2 score is found to reduce the difference between
rural and urban residences that can access clean water. Conversely, the urban-rural gap
in sanitation facilities widens as Polity-2 score increases.
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Table 4: Robustness Check 2: Control for Urban bias

(1) (2) (3) (4)
log(FDI) log(Foreign aid) Polity-2 log(gov.spending)

Second-stage Dependent Variable: urbanization
log(exports) 8.650*** 8.758*** 7.757*** 9.879***

(0.116) (0.041) (0.038) (0.267)
Control -0.475*** 4.593*** 0.061*** -3.112***

(0.047) (0.016) (0.008) (0.296)

First-stage Dependent Variable: log(exports)
BDI Cost -0.182*** -0.410*** -0.429*** -0.104***

(0.002) (0.003) (0.003) (0.002)
Control 0.374*** 0.211*** 0.019*** 0.984***

(0.003) (0.006) (0.002) (0.007)

Time trend yes yes yes yes
Interactive FE yes yes yes yes
First-stage Cragg-Donald F-statistic 11.648 115.192 36.960 19.187
Stock and Yogo critical value (10%) 7.03 7.03 7.03 7.03
Observations 1158 1264 1227 1115
Countries 48 48 46 45

Note: Newey and West robust standard errors are reported in the parenthesis. Statistical significance at the 10%, 5% and 1% levels are
indicated by *, ** and *** respectively.
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5 Do Exports promote Urban Development?

The results so far have shown the causal effect of exports on shaping the ur-

banization rate but have yet explored whether exports (i) influence the growth of

primate cities, or (ii) matter for urban development. As noticed by Williamson

(1965), the spread of economic activities within urban areas were unequal. If the

population concentration is related to economic activities, primate cities associated

with the highest population density will have their own growth rates (Ades and

Glaeser, 1995; Krugman, 1996; Moomaw and Shatter, 1996; Junius, 1999; Davis and

Henderson, 2003).56 To elaborate on this possibility, we first investigate the effect

of exports on the growth of primate cities. To answer this question, we focus on

population and income aspects.

Table 5 reports the estimates corresponding to our first question of interest. In

Column (1), we observe that the doubling of exports per capita, on average, is

associated with a 4 percentage point increase in primacy. In other words, holding a

country’s population constant, the population size of the primate city will increase

by roughly 4 percentage point on average if exports per capita increase 100%. By

contrast, we find evidence that an expansion in exports is likely to cause a reduction

in night lights per capita which is a proxy of real income per capita in primate

cities. As discuss in Section 2.3, data on income and other aspects of development

in the SSAs’ primate cities are scant. To measure income levels of primate cities,

we have to use satellite night lights index of (Henderson et al., 2012) as a proxy.57

56Ades and Glaeser (1995), for example, found that trade might foster the density of
economic activities in primate cities, and thus, increase primacy. Explaining the unbalance
growth of cities, Krugman (1996) argued that some cities could grow faster than others
due to their convenient locations for trade (i.e. close to either domestic and oversea trade
hubs).

57To the best of our knowledge, satellite night lights index is a disaggregate data source
which is almost free of measurement errors due to technological advancements. Satellite
night lights index is available globally. Therefore, researchers are able to measure real
income for cities where data on GDP is unavailable (Henderson et al., 2012; Storeygard,
forthcoming).
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Column (2) shows that per capita night lights in primate cities declines by 29%, on

average, as exports per capita double.58 Applying the elasticity of income growth

with respect to the growth of lights ϵGDP,lights = 0.284 from Henderson et al. (2012),

this translates into roughly an 8% decrease in primate cities’ true income. Perhaps,

the growth rate of the associated population is higher than that of the rate of total

production in primate cities.59 Therefore, for primate cities when exports expands,

the population size is predicted to increase despite a decline in real income levels on

average.

Table 5: Exports and the Growth of Primate Cities

(1) (2)

Second-stage Dependent Variable: primacy log(lights per capita)
log(exports) 4.106*** -0.290***

(0.074) (0.016)

First-stage Dependent Variable: log(exports)
BDI Cost -0.415*** -0.371***

(0.003) (0.005)

Time trend yes yes
Interactive FE yes yes
First-stage Cragg-Donald F-statistic 45.841 78.422
Stock and Yogo critical value (10%) 7.03 7.03
Observations 1072 623
Countries 39 37

Note: Newey and West robust standard errors are reported in the parenthesis. Statistical
significance at the 10%, 5% and 1% levels are indicated by *, ** and *** respectively.

We next investigate whether exports matter for urban development. The dra-
58The unavailability of data on electricity consumption as well as public expenditure in

primate cities restrict us from processing further investigations. Therefore, we are unable
to provide some conjectures on the relationship between exports and night lights in primate
cities.

59Our results differ from those of Storeygard (forthcoming) who found that both popu-
lation and economic growth in primate cities increased once trade activities were shifted
toward these cities. However, Storeygard (forthcoming) considered coastal primate cities
only, whereas we take into account all primate cities in the SSAs.
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matic urbanization process in developing countries has recently put upward pressure

on urban living conditions such as the accessibility of clean water and sanitation

facilities (Patel and Burke, 2009; Ramin, 2009; Glaeser, 2014). To measure urban

development, we use the proportion of urban population that can access clean water

and sanitation facilities.60 If exports earnings are spent disproportionately on cities,

urban residents may gain from exports. As such, urban-rural inequality is likely

increasing (Young, 2013), and the urban-rural gap will persist. To follow up this

idea, we consider the effect of exports on the urban-rural gap in infrastructure, the

difference between the proportion of urban and rural populations that can access

improved water source and sanitation facilities.61

Table 6 summarizes the results of two related sets of outcome variables corre-

sponding to urban development. From Columns (1) and (2), we observe, on average,

relative to total population, that the doubling of exports per capita can raise urban

residents’ access to improved clean water and sanitation facilities by about 7 and 5

percentage points, respectively. However, Columns (3) and (4) show that exports

increase the urban-rural infrastructural gap as the proportion of urban residents who

can access clean water and sanitation facilities is roughly 10 and 6 percentage points,

respectively, higher than that of rural residents on average.

In sum, these findings suggest that exports can shape the growth of primate cities

and affect urban development. Although income growth in primate cities drops

after an expansion in exports, urban residents can enjoy improvements in urban

infrastructure (i.e. clean water, sanitation facilities), but at a cost of increased

inequality between urban and rural areas in terms of access to clean water and

sanitation facilities.62

60We also wish to consider urban poverty. However, data on urban poverty headcount
ratio from the World Development Indicators contains many missing values, as does the
data from the UN on the share of the urban population living in slums.

61All these variables are derived from related indicators from the World Development
Indicators.

62We also find that an expansion of exports per capita may reduce the proportion of
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rural residents able to access clean water and sanitation facilities. This could be because
export earnings are redistributed in such a way that they skew toward cities.
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Table 6: Exports, Urban Infrastructure and the Urban-Rural Infrastructure Gap

(1) (2) (3) (4)
urban infrastructure urban-rural infrastructure gap

Second-stage Dependent Variable: water sanitation improved improved
accessibility facilities water source sanitation facilities

log(exports) 7.269*** 4.966*** 9.564*** 6.057***
(0.017) (0.017) (0.124) (0.087)

First-stage Dependent Variable: log(exports)
BDI Cost -0.380*** -0.374*** -0.373*** -0.375***

(0.003) (0.003) (0.003) (0.003)

Time trend yes yes yes yes
Interactive FE yes yes yes yes
First-stage Cragg-Donald F-statistic 109.946 29.772 17.927 71.393
Stock and Yogo critical value (10%) 7.03 7.03 7.03 7.03
Observations 1041 1028 1034 1028
Countries 48 48 48 48

Note: Newey and West robust standard errors are reported in the parenthesis. Statistical significance at the 10%, 5% and 1% levels are indicated by
*, ** and *** respectively.
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6 Do Exports affect Economic Structure?

We have explored whether exports can affect the urbanization process, however,

how exports can determine the urbanization rate has yet analyzed. Changes in the

population distribution can stem from changes in production activities or economic

structure that are related to the growth of all sectors: agricultural, manufacturing

and services.63 As Gollin et al. (2002) noted, high agricultural productivity could

require fewer agricultural workers, and so some of them could be “pushed” toward the

manufacturing sector. By contrast, Michaels et al. (2012), Henderson et al. (2013)

and Gollin et al. (forthcoming) argued that laborers could be “pulled” out of the

agricultural sector if the wage rates in the manufacturing sector increased. While

most countries have found to follow either “labor push” or “labor pull”, recently

Gollin et al. (forthcoming) have argued that the SSAs are urbanizing because of

their exports of natural resources.

We first explore whether each sector in general does respond to exports. Table 7

shows the regression results of sectoral total production on exports per capita. The

table reveals that an expansion in exports (instrumented by BDI Cost) is related to a

decline in agricultural production, but associated with an increase in manufacturing

and services total production. The significant coefficient on log(exportsit) across all

three estimates suggests the sectoral-production elasticities with respect to exports

per capita are -0.152, 0.638 and 0.227 for the agricultural, manufacturing and services

sectors respectively. Evidently, economic structure transformation may occur in the

SSAs.

In order to conclude that the possible structural transformation in the SSAs oc-

curs as a result of “labor push” or “labor pull”, we examine whether exports can

influence employment or productivity in each sector. Table 8 presents the response
63For simplicity, some authors combine the services sector to the manufacturing sector

(Michaels et al., 2012).
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Table 7: Exports and Sectoral total Production

(1) (2) (3)

Second-stage Dependent Variable: log(sectoral total production)
agriculture manufacturing services

log(exports) -0.152** 0.638*** 0.227***
(0.073) (0.075) (0.060)

First-stage Dependent Variable: log(exports)
BDI Cost -0.392*** -0.387*** -0.387***

(0.023) (0.023) (0.023)

Time trend yes yes yes
Interactive FE yes yes yes
First-stage Cragg-Donald F-statistic 136.598 136.489 100.838
Stock and Yogo critical value (10%) 7.03 7.03 7.03
Observations 1167 1162 1171
Countries 47 46 47

Note: Robust standard errors are reported in the parenthesis. Statistical significance at the 10%,
5% and 1% levels are indicated by *, ** and *** respectively.

of sectoral employment to exports, a weak impact of exports on sectoral employment

is observed. Agricultural and services employment is likely to decrease as exports

per capita increase, while manufacturing employment responds to the variation of

exports in a statistically insignificant way. However, BDI Cost seems not to be

a strong instrument.64 Thus, we are unable to proceed the investigation on em-

ployment further. Sectoral productivity, on the other hand, empirically increases

following an expansion in exports. Table 9 reports the estimated effect of exports

on sectoral productivity. Following a 1% increase in exports per capita, productivity

of the agricultural, manufacturing and services sectors will increase, on average, by

0.456%, 0.633% and 0.29% respectively. These estimates are statistically significant

at 1% and BDI Cost is a strong IV. They imply that higher productivity associated
64However, we find evidence that exports affect employment composition in each sector,

the share of female employment in agriculture declines and the share of female workers the
other two sectors, especially in services, increases. The change in the sectoral employment
composition is found to relate to urbanization. See Tables C5 and C6 of the Appendix C.
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with exports may be the root of better production in all three sectors in the SSAs.

Table 8: Exports and Sectoral Employment

(1) (2) (3)

Second-stage Dependent Variable: log(sectoral employment)
agriculture manufacturing services

log(exports) -0.727*** -0.096 -0.153**
(0.071) (0.067) (0.068)

First-stage Dependent Variable: log(exports)
BDI Cost -0.422*** -0.422*** -0.422***

(0.024) (0.024) (0.024)

Time trend yes yes yes
Interactive FE yes yes yes
First-stage Cragg-Donald F-statistic 2.150 11.424 6.656
Stock and Yogo critical value (10%) 7.03 7.03 7.03
Observations 966 966 966
Countries 45 45 45

Note: Robust standard errors are reported in the parenthesis. Statistical significance at the 10%,
5% and 1% levels are indicated by *, ** and *** respectively.

To connect changes in sectoral performance to the urbanization process, we in-

vestigate if sectoral activities and urbanization are related. To do so, we first obtain

what we hope is plausibly exogenous variation in sectoral activities (i.e. production

and productivity) by estimating a reduced form relationship between sectoral activ-

ities and BDI Cost. We then use this variation to estimate the effect that it might

have on urbanization. As can be seen from Table 10, the first stage regressions imply

a one standard deviation decrease in BDI Cost, on average, is associated with a 10%

decrease in agricultural total production. Manufacturing and services total output

are expected to increase by roughly 43% and 15%, respectively, for a one standard

deviation reduction in BDI Cost. However, these implications may be imprecise be-

cause BDI Cost is not sufficiently strong. It may indicate that BDI Cost is not well

linked to sectoral total production to influence urbanization. Thus, we are unable
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Table 9: Exports and Sectoral Productivity

(1) (2) (3)

Second-stage Dependent Variable: log(sectoral productivity)
agriculture manufacturing services

log(exports) 0.456*** 0.633*** 0.290***
(0.031) (0.035) (0.035)

First-stage Dependent Variable: log(exports)
BDI Cost -0.419*** -0.413*** -0.412***

(0.025) (0.024) (0.024)

Time trend yes yes yes
Interactive FE yes yes yes
First-stage Cragg-Donald F-statistic 139.116 12.826 10.404
Stock and Yogo critical value (10%) 7.03 7.03 7.03
Observations 886 891 899
Countries 43 42 43

Note: Robust standard errors are reported in the parenthesis. Statistical significance at the 10%,
5% and 1% levels are indicated by *, ** and *** respectively.

to process our analysis further on the relationship between sectoral total production

and the urbanization rate.

With regard to the relationship between sectoral productivity and the urbaniza-

tion rate, Table 11 offers evidence that higher productivity in the agricultural and

services sectors can be associated with an increase in urbanization. The first-stage re-

gression in the manufacturing sector is problematic, however, because its F-statistic

is small. The second-stage estimates in Columns (1) and (3) show that the doubling

of the productivity of the agricultural and services sectors can increase, on average,

the urbanization rate by roughly 18 and 28 percentage points respectively. This

suggests that the urbanization rate tends to highly respond to productivity changes

in the services sector relative to the changes in the agricultural sector.

In sum, we have shown that (i) exports can affect the performance of each sector
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Table 10: Sectoral total Production and Urbanization

(1) (2) (3)

Second-stage Dependent Variable: urbanization
log(sectoral total production) -54.336** 13.435*** 37.050***

(25.507) (2.032) (11.332)

First-stage Dependent Variable: log(sectoral total production)
agriculture manufacturing services

BDI Cost 0.060** -0.246*** -0.087***
(0.029) (0.029) (0.024)

Time trend yes yes yes
Interactive FE yes yes yes
First-stage Cragg-Donald F-statistic 3.051 0.365 0.224
Stock and Yogo critical value (10%) 7.03 7.03 7.03
Observations 1167 1162 1171
Countries 47 46 47

Note: Robust standard errors are reported in the parenthesis. Statistical significance at the 10%,
5% and 1% levels are indicated by *, ** and *** respectively.

(i.e. total production and productivity), and (ii) that the contribution of each sec-

tor to a country’s total output (or economic structure) in response to exports may

change. We then link sectoral total production and productivity to urbanization.

The chain of exports, sectoral production and urbanization is likely to be found

in the services sector. Given evidence that (i) the component of exports that can

positively affect sectoral total output and productivity is related to raw materials

and primary goods, and (ii) that services respond strongly to an export expansion,

we may reasonably infer that the SSAs’ urbanization could be related to the ex-

port earnings of primary commodities through an increase in the size of the services

sector.
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Table 11: Sectoral Productivity and Urbanization

(1) (2) (3)

Second-stage Dependent Variable: urbanization
log(sectoral productivity) 17.586*** 13.054*** 28.469***

(1.249) (1.116) (3.843)

First-stage Dependent Variable: log(sectoral productivity)
agriculture manufacturing services

BDI Cost -0.191*** -0.262*** -0.120***
(0.016) (0.020) (0.017)

Time trend yes yes yes
Interactive FE yes yes yes
First-stage Cragg-Donald F-statistic 64.775 3.994 13.013
Stock and Yogo critical value (10%) 7.03 7.03 7.03
Observations 886 891 899
Countries 43 42 43

Note: Robust standard errors are reported in the parenthesis. Statistical significance at the 10%,
5% and 1% levels are indicated by *, ** and *** respectively.

7 Conclusion

Finding determinants of the urbanization rate is important for the SSAs that

remain less developed because the increasing urbanization rate, one feature of eco-

nomic development (Kuznets, 1973), may reflect improvements in living standards.

As exports contribute to shaping a country’s development, an expansion in exports

may explain the dramatic urbanization process in the SSAs.

We adopt an advancement in panel data – the CCE estimate (Pesaran, 2006) –

to control for a wide range of confounding factors and to deal with cross-sectional

dependence. We exploit a variation of BDI Cost related to bulk dry shipping costs

to instrument exports per capita in order to deal with reverse causality and mea-

surement error. We find that the rate of urbanization will, on average, increase by

7.876 percentage points following the doubling of exports per capita. The size of

133



primate cities is expected to rise by 4 percentage points (i.e. primacy), while the

associated income levels decline by roughly 8%, on average, as exports double. Fur-

thermore, urban residents benefit from export earnings in that the proportion of the

urban population that can access better clean water sources and sanitation facilities

increases by 7 and 5 percentage points respectively. However, there is evidence that

urban-rural inequality increases as the urban-rural gap in infrastructure expands.

Our paper also attempts to explore how exports can influence the urbanization

rate. We investigate if exports are able to influence the structure of an economy by

shaping sectoral production. In doing so, we find evidence for the role played by the

services sector in the urbanization process in the SSAs. However, our evidence on the

relationship between the agricultural and manufacturing sectors and the urbanization

rate in the SSAs is inconclusive.
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Appendix C

Table C1: Summary Statistics

Variable Obs Mean Std. Dev. Min Max
BDI Cost 1,274 4.563 1.763 0.306 8.007
export share of primary products (0-100) 1,274 58.17 29.98 0.162 99.86
female share of sectoral employment, agriculture (0-100) 990 61.25 21.18 3.800 96.70
female share of sectoral employment, manufacturing (0-100) 990 7.171 7.474 0.300 49.30
female share of sectoral employment, services (0-100) 990 31.57 17.00 2.700 82.60
log(BDI) 1,274 7.463 0.584 6.573 8.865
log(exports) 1,274 2.089 1.740 -2.068 7.839
log(FDI), inflow 1,206 1.817 2.770 -14.82 8.376
log(Foreign aid) 1,327 3.644 0.976 -1.573 6.617
log(GDP per capita) (log(GDP)) 1,337 6.514 1.066 4.394 9.753
log(government spending) (log(gov. spending)) 1,158 4.479 1.189 1.832 7.703
log(lights per capita) (log(lights)) 1,008 -5.894 1.214 -10.18 -3.130
log(lights per capita), primate cities 629 -4.513 0.810 -7.251 -2.496
log(sectoral employment), agriculture 990 14.11 1.589 10.64 17.25
log(sectoral employment), manufacturing 990 12.18 1.319 8.863 15.60
log(sectoral employment), services 990 13.39 1.315 10.32 16.95
log(sectoral income), agriculture 1,220 20.55 1.484 16.32 24.71
log(sectoral income), manufacturing 1,215 20.61 1.644 15.09 25.27
log(sectoral income), services 1,224 21.28 1.400 15.88 26.11
log(sectoral productivity), agriculture 909 6.606 0.995 4.447 9.368
log(sectoral productivity), manufacturing 914 8.532 1.086 5.161 11.84
log(sectoral productivity), services 922 7.973 0.883 3.835 10.32
Polity-2 1,274 -0.454 5.856 -10 10
primacy (0-100) 1,092 41.32 14.55 14.53 100
urban sanitation facilities (0-100) 1,053 16.76 13.18 1.625 56.36
urban water accessibility (0-100) 1,070 30.21 15.75 4.860 83.64
urbanization (0-100) 1,344 34.71 15.75 5.100 86.40
urban-rural gap, sanitation facilities (0-100) 1,053 2.674 14.90 -38.34 51.41
urban-rural gap, water accessibility (0-100) 1,063 -3.597 23.35 -56.84 75.07
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Table C2: List of Variables, Definitions and Sources

Variable Definition Source
BDI General indicator of shipment rates for dry bulk cargoes The Baltic Exchange
CPI The US urban consumer price index US Bureau of Labor Statistics
employment Global Employment Trends 2014 ILO
FDI Foreign direct investment (million US dollars) UNCTAD
Foreign aid Nominal ODA (million US Dollars at current prices) UNCTAD
GDP Real GDP per capita (US dollars in 2005 price) UNCTAD
government spending General government final consumption expenditure (% of GDP) WDI
nighttime lights in primate cities Nighttime lights density in primate cities Henderson et al. (2012)
nighttime lights within countries Nighttime lights density within countries Elvidge et al. (2014)
Polity-2 Ranging from -10 to +10, higher value, more democratic Polity IV data
population Total population (thousand) WDI
primacy Population in the largest city (% of urban population) WDI
rural sanitation facilities Improved sanitation facilities, rural (% of rural population with access) WDI
rural water accessibility Improved water source, rural (% of rural population with access) WDI
trade (1970-1994) Million US dollars trade levels (Nominal) UN-BER
trade (1995-2012) Million US dollars trade levels (Nominal) UNCTAD
urban sanitation facilities Improved sanitation facilities, urban (% of urban population with access) WDI
urban water accessibility Improved water source, urban (% of urban population with access) WDI
urbanization Urban population (% of total population) UN
value-added agriculture Agriculture, value added (% of GDP) WDI
value-added manufacturing Manufacturing, value added (% of GDP) WDI
value-added services Services, value added (% of GDP) WDI
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Table C3: Economic factors and Urban-rural Infrastructure Gap in Water Accessibility

(1) (2) (3) (4) (5) (6)
log(GDP) log(lights) log(FDI) log(Foreign aid) Polity-2 log(gov. spending)

Second-stage Dependent Variable: urban-rural gap in water accessibility
log(exports) 18.975*** 13.119*** 10.474*** 9.917*** 9.293*** 23.366***

(0.717) (0.299) (0.303) (0.130) (0.114) (0.781)
Control -15.748*** -6.230*** -0.873*** 2.250*** -0.273*** -18.511***

(0.909) (0.372) (0.136) (0.069) (0.026) (0.856)

First-stage Dependent Variable: log(exports)
BDI cost -0.102*** -0.186*** -0.164*** -0.380*** -0.405*** -0.111***

(0.002) (0.001) (0.002) (0.003) (0.003) (0.002)
Control 1.215*** 0.896*** 0.411*** 0.132*** 0.018*** 0.962***

(0.002) (0.003) (0.004) (0.007) (0.002) (0.009)

Time trend yes yes yes yes yes yes
Interactive FE yes yes yes yes yes yes
First-stage Cragg-Donald F-statistic 22.914 45.721 9.616 17.195 74.212 17.695
Stock and Yogo critical value (10%) 7.03 7.03 7.03 7.03 7.03 7.03
Observations 1034 962 968 1029 992 912
Countries 48 48 48 48 46 45

Note: Newey and West robust standard errors are reported in the parenthesis. Statistical significance at the 10%, 5% and 1% levels are indicated by *, **
and *** respectively.
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Table C4: Economic factors and Urban-rural Infrastructure gap in Sanitation Facilities

(1) (2) (3) (4) (5) (6)
log(GDP) log(lights) log(FDI) log(Foreign aid) Polity-2 log(gov. spending)

Second-stage Dependent Variable: urban-rural gap in sanitation facilities
log(exports) 14.629*** 8.761*** 8.559*** 6.722*** 5.555*** 9.762***

(0.546) (0.199) (0.230) (0.086) (0.069) (0.487)
Control -14.343*** -4.763*** -2.002*** 3.445*** 0.168*** -5.684***

(0.690) (0.247) (0.100) (0.044) (0.016) (0.535)

First-stage Dependent Variable: log(exports)
BDI cost -0.102*** -0.187*** -0.166*** -0.380*** -0.407*** -0.112***

(0.002) (0.001) (0.002) (0.003) (0.003) (0.002)
Control 1.217*** 0.896*** 0.411*** 0.131*** 0.017*** 0.963***

(0.002) (0.002) (0.004) (0.007) (0.002) (0.008)

Time trend yes yes yes yes yes yes
Interactive FE yes yes yes yes yes yes
First-stage Cragg-Donald F-statistic 22.772 11.127 26.760 11.865 99.597 17.765
Stock and Yogo critical value (10%) 7.03 7.03 7.03 7.03 7.03 7.03
Observations 1028 960 962 1023 986 906
Countries 48 48 48 48 46 45

Note:Newey and West robust standard errors are reported in the parenthesis. Statistical significance at the 10%, 5% and 1% levels are indicated by *, **
and *** respectively.
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Table C5: Exports and Sectoral Female Employment Share

(1) (2) (3)

Second-stage Dependent Variable: share of female employment
agriculture manufacturing services

log(exports) -14.599*** 3.568*** 11.032***
(0.737) (0.294) (0.592)

First-stage Dependent Variable: log(exports)
BDI cost -0.422*** -0.422*** -0.422***

(0.024) (0.024) (0.024)

Time trend yes yes yes
Interactive FE yes yes yes
First-stage Cragg-Donald F-statistic 57.876 23.649 126.973
Stock and Yogo critical value (10%) 7.03 7.03 7.03
Observations 966 966 966
Countries 45 45 45

Note: Robust standard errors are reported in the parenthesis. Statistical significance at the 10%,
5% and 1% levels are indicated by *, ** and *** respectively.
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Table C6: Sectoral Female Employment Share and Urbanization

(1) (2) (3)

Second-stage Dependent Variable: urbanization
Share of female employment -0.509*** 2.083*** 0.674***

(0.040) (0.240) (0.050)

First-stage Dependent Variable: share of female employment
agriculture manufacturing services

BDI cost 6.166*** -1.507*** -4.660***
(0.271) (0.113) (0.230)

Time trend yes yes yes
Interactive FE yes yes yes
First-stage Cragg-Donald F-statistic 195.067 20.268 168.234
Stock and Yogo critical value (10%) 7.03 7.03 7.03
Observations 966 966 966
Countries 45 45 45

Note: Robust standard errors are reported in the parenthesis. Statistical significance at the 10%,
5% and 1% levels are indicated by *, ** and *** respectively.
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Chapter 5

Concluding Remarks

Does trade promote living standards? This has been an important topic for both

policymakers and academic researchers. The LDCs, the LLDCs and the SSAs which

are classified as less developed do trade at low levels. If trade does cause growth, and

thus, improves living conditions, increasing trade can help these countries to achieve

their development goals.

In Chapter 2 we find that trade has no impact on the child mortality rate in 48

LDCs. However, strikingly, in autocrat LDCs, our evidence suggests that the average

number of under-5 children who are expected to die would increase in response to

an expansion in trade. This positive relationship is found to be associated with

environmental issues.

In Chapter 3, we find that a reduction in trade cost has a substantial positive

effect on economic development in 31 LLDCs. A one standard deviation decrease in

container shipping cost, on average, is associated with a 20% increase in GDP per

capita, a 29% increase in satellite night lights per capita, a 4 year increase in life

expectancy, and a reduction of 9 infant and 5 under-5 deaths per 1,000 on average.

Our results also show that a 1% increase in trade is associated with a 1% increase

in GDP per capita roughly five times the existing estimates in the literature which
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suggests that trade has a large positive impact on income for the LLDCs.

In Chapter 4, we find that exports contribute to determining the urbanization rate

in 48 SSAs. The doubling exports per capita, on average, leads to a 7.876 percentage

point increase in the urbanization rate. Our estimates also suggest that exports can

promote urban development (i.e. better water accessibility and sanitation facilities),

expand the size of primate cities, and reduce income levels of these cities. However,

the SSAs might bear a cost as the rural-urban gap in water access and sanitation

facilities. We find evidence that higher exports per capita can increase the size of

the services sector, which is in turn associated with higher rates of urbanization in

the SSAs.

In conclusion, our findings suggest that less developed countries may not always

gain from trade. Although a cheaper shipping cost for trade and an expansion in

trade are found to improve average living standards in the LLDCs, higher trade may

increase child mortality rate in autocrat LDCs and widen the rural-urban gap in the

SSAs on average. Therefore, the effect of trade on economic development in less

developed countries can be complex and heterogeneous.
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